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Abstract 
Empirical work on people’s perceptions of AI advisors has 
found evidence for both “algorithm aversion” and “algorithm 
appreciation.” We investigated whether these differing 
reactions stem from two different paths of processing: 
assessing the content of the advice and evaluating the source 
(AI vs. human advisor). In two survey studies, people were as 
strongly persuaded by the advice of an AI as that of a human 
advisor; nonetheless, people’s approval of and trust in the AI 
advisor was consistently lower. This pattern of dissociation 
suggests that algorithm aversion and algorithm appreciation 
can occur at the same time, but along different response paths. 

Keywords: Artificial Intelligence; Psychology; Human-
computer interaction; Reasoning; Social cognition 

 
As society adapts to emerging artificial intelligent agents, 
questions about their role—whether as tools, assistants, or 
partners—remain open to debate. In this debate, people’s 
psychological responses to artificial agents play a critical 
role. Understanding how individuals perceive and interact 
with AI is essential not only for designing socially acceptable 
agents but also for gaining insights into fundamental 
psychological processes of social cognition, moral 
psychology, and social influence. Some work on future 
artificial agents has studied agents as decision-makers 
(Gsenger & Strle, 2021; Malle et al., 2015; Sen et al., 2023; 
Xu et al., 2020), but researchers are increasingly examining 
artificial advisors (Hanson et al., 2024; Straßmann et al., 
2020), which is perhaps the more imminent role of AI 
(Belazoui et al., 2022; Goel et al., 2023; Hwang et al., 2020; 
Kim et al., 2023). Therefore, our focus in this paper will be 
on people’s perceptions of AI advisors. 

Empirical work on these perceptions has yielded 
contradictory findings often labeled “algorithm aversion” and 
“algorithm appreciation.” Algorithm aversion refers to 
people’s reluctance to trust the advice of AI compared to 
human advice (Dietvorst et al., 2014; Jones-Jang & Park, 
2023; Promberger & Baron, 2006). Conversely, algorithm 
appreciation refers to the greater reliance on AI over human 
advice (Logg et al., 2019; Schecter et al., 2023; Thurman et 
al., 2019). Researchers have begun to identify the conditions 
that give rise to these contrasting stances, such as task type 
(Castelo et al., 2019; Longoni & Cian, 2022) or portrayal of 
expertise (Hou & Jung, 2021). Specifically, Hou and Jung 
(2021) proposed a comprehensive explanation that accounts 
for a considerable number of findings: In studies that describe 

an artificial agent as powerful and competent, people 
appreciate and accept its advice; in studies that describe it as 
less competent than humans, people reject the advice. 

This notion of expert power to explain the contradictory 
findings may still be insufficient, however. Recent studies 
suggest that people’s processing of AI-generated information 
can dissociate from their affect, liking, or trust toward the AI 
(Bower & Steyvers, 2021; Liu & Moore, 2022; Renier et al., 
2021). The suggestion of dissociated responses implies a 
distinction between content-based processing, which 
involves a thoughtful assessment of the offered advice, and 
source evaluation, which is a more automatic response of 
approving of, liking, or trusting the source (Chaiken et al., 
1989; Petty & Cacioppo, 1986). Our studies use this 
distinction to explore whether individuals have dissociated 
responses to AI versus human advisors by processing the 
content of the advice through one pathway, potentially 
changing their opinions, while simultaneously evaluating the 
source of the advice through a separate pathway.  

Studies on AI advisors have primarily explored settings 
related to event forecasting (e.g., Logg et al., 2019; Önkal et 
al., 2009) and medical diagnosis (e.g., Longoni et al., 2019; 
Promberger & Baron, 2006). Only a few studies have 
examined legal proceedings, despite growing interest in real-
world applications of AI in the law (Al-Alawi & Al-
Mansouri, 2023; Angwin et al., 2016; Roberts, 2023; Wang, 
2020). Therefore, we investigated people’s responses to legal 
advisors and assessed the separate paths of content-based 
processing (persuasive message effects) and source 
evaluation (AI vs. human advisor effects). 

In two studies, participants encountered legal dilemmas 
where either one of two decisions (e.g., granting parole or 
not) could be reasonably supported. After reading about the 
dilemma and indicating their initial stance (baseline support), 
people received an argument from either a human or AI legal 
advisor, favoring one or the other decision. Then participants 
indicated their updated support. The changes from baseline 
to updated support measured how much participants shifted 
in the direction of the presented argument, constituting a 
“persuasion effect” (cf. Önkal et al., 2009; Prahl & Swol, 
2021; Sniezek & Buckley, 1995, for similar paradigms). 
Additionally, we captured source evaluation responses in 
people’s rated approval of the AI/ human advisor (Studies 1 
and 2) and perceived trustworthiness (Study 2). Thus, we 
were able to examine potential “aversion,” “appreciation,” or 
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even-handed responses to AI along two routes: (1) content-
based persuasion effects and/or (2) source-based approval 
and trust effects elicited by human and AI advisors. 

We pretested numerous cases to design credible legal 
dilemmas and selected two with equal support for each of the 
two possible decisions. The type of advisor was manipulated 
merely by changing the expression “legal advisor” to “AI 
legal advisor.” Each advisor advocated for one or the other 
decision in the case. In Study 1, participants read about both 
legal cases featuring the same type of advisor but received a 
pro-argument in one case and a con-argument in the other. In 
Study 2, participants read about only one of the two cases but 
with opposing arguments from a human and an AI advisor. 

Study 1 

Methods 
Participants We aimed for 100 participants in each of the 
AI/human advisor conditions to detect an effect size of d ≥ 
0.40. Using the online crowdsourcing website Prolific, we 
recruited 216 participants. 20 cases failed a bot check, leaving 
196 for analysis (mean age = 39.7; 90 identified as female, 
101 as male, and 5 as nonbinary or genderqueer). Participants 
received $1.00 for completing the 6-minute survey. 

 
Stimulus Selection We first designed six candidate 
narratives derived from real legal cases (Clark v. Arizona, 
2006; People v. Barnes, 1990; People v. Watson, 1981), each 
involving a difficult decision (e.g., granting parole or not, 
lenient vs. harsh sentence) where both options could be 
reasonably defended. In a pretest sample, 162 respondents 
indicated on a 100-point scale how much they supported one 
or the other decision (with opposing decisions labeling the 
poles). We selected two cases for which mean support ratings 
were closest to the 50 mark. The chosen scenarios were a 
parole case (M = 55.4) and an insanity plea case (M = 49.9). 

 
Procedure and Measures After the consent procedure, 
participants received a brief introduction about the use of [AI] 
legal advisors in legal proceedings (see Supplementary 
Materials at https://bit.ly/LegAIAdv). Then they read one 
Case (parole or insanity plea, counterbalanced) and indicated 
baseline support for the decision. For example, they answered 
the question, “How strongly do you believe that Richard K. 
should or should not be granted parole?” on a 0-100 slider 
scale, with 0 labeled “Definitely not grant parole” and 100 
labeled “Definitely grant parole.” Next, they received a 
recommendation from their assigned Advisor (AI vs. human) 
with a randomly assigned Argument direction (e.g., for vs. 
against parole). After that, participants rated their updated 
support as well as their overall approval of the advisor (“How 
much do you approve of the AI advisor giving this particular 
advice?”), also on a 0-100 scale. Then, participants received 
the other case, where the type of advisor stayed the same but 
the argument direction was opposite to that of the first case. 
Participants completed the same measures of baseline and 

updated support as well as advisor approval for this case. 
Finally, they provided information about age, gender, AI 
knowledge, and programming experience.  

Results 
At baseline, people leaned slightly toward granting parole (M 
= 54.6, SD = 27.8), diverging from 50, t(195) = 2.30, p = .023; 
and they leaned slightly against accepting the insanity plea 
(M = 44.4, SD = 29.8), t(195) = -2.60, p = .01. Support ratings 
in the two cases were largely independent, r =.167 (p = .019). 
To examine robustness, we analyzed each case separately. 

 
Persuasion Effects. We first analyzed the “persuasion 
effect”—how much participants changed their support in the 
direction of the presented (pro- or con-)arguments (see Figure 
1). We used a mixed-design ANOVA with between-subjects 
factors Advisor (AI, human) and Argument (pro vs. con) and 
within-subject factor Support change (baseline to updated 
judgment). The persuasion effect corresponds to the Support 
change ´ Argument interaction; a moderation of this 
persuasion effect by AI vs. human is captured by the three-
way interaction of Support change ´ Argument ´ Advisor.  
 

 

 

Figure 1: Study 1 shows highly similar persuasion effects 
(support change in response to arguments) for AI and 

Human advisor in the parole case (top) and the insanity plea 
case (bottom). Error bars are 95% CIs. 
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For the parole case, the persuasion effect was substantial, 
F(1, 192) = 65.4, p < .001, h2 = 25.4%. Specifically, the pro-
argument increased support (+5.1 points on a 0-100 scale), 
and the con-argument decreased support (-8.9 points). No 
three-way interaction emerged with type of Advisor, F < 1, 
h2 < 0.1%. A follow-up Bayesian ANOVA revealed strong 
evidence against such an interaction, BF10 = 0.25. 

For the insanity plea case, the persuasion effect was also 
strong, with pro-arguments increasing (+ 8.8) and con-
arguments decreasing support (-7.3), F(1, 192) = 47.9, p < 
.001, h2 = 20%. No significant interaction emerged with 
Advisor, F(1, 192) = 1.9, p = .17, h2 = 1%. A Bayesian 
ANOVA revealed inconclusive evidence against such an 
interaction, BF10 = 0.51. 
 
Approval.  In contrast to equally strong persuasion effects 
for AI and human advisor, people approved less of the AI 
than the human (see Figure 2). In the parole case, the AI 
received approval of M = 54.1, while the human advisor 
received M = 62.0, F(1, 192) = 3.48, p = .064, h2 =2%. In the 
insanity plea case, too, the AI advisor received lower 
approval ratings (M = 49.1) than the human (M = 59.0), F(1, 
192) = 5.47, p = .02, h2 =2.8%. These approval differences 
did not interact with Argument direction (ps > .28, h2s < 1%), 
so diverging approval was caused by the type of advisor, 
irrespective of the argument the advisor made. 

Approval ratings were uncorrelated with support change 
scores, both for parole (full sample r = -.12, Human r = -.17, 
AI r = -.11 ) and for insanity plea (full sample r = .05, Human 
r =.02, AI r = .12), all ps > .11.  

 

Figure 2: Study 1 shows greater approval for the human 
advisor than for the AI advisor in the parole case (left) and 

the insanity plea case (right). Error bars are 95% CIs. 

Discussion 
The two legal cases elicited the intended decision conflict, as 
people’s support was roughly centered on the scale midpoint. 
But when exposed to an advisor’s argument for one or the 
other side, people were persuaded and shifted their support in 
the direction of the argument. Importantly, this persuasion 
effect did not differ between human and AI advisors, 
indicating no sign of algorithm aversion or algorithm 
appreciation for content-based information processing. By 

contrast, participants approved less of the AI advisor than of 
the human advisor, irrespective of argument direction, 
indicating affective reservations toward the AI as a source. 
These reservations were uncorrelated with support change, 
which suggests that responses to AI (vs. human) advisors 
occur along two potentially independent routes of processing: 
content-based and source-based. 

However, the equal-sized persuasion effect for human and 
AI may have arisen because people considered only one agent 
(and, in a given case, only one argument) at a time. To 
examine this possibility, Study 2 invited people to directly 
compare the two agents giving opposing arguments. This 
situation may allow affective reservations of AI to distort 
people’s message content processing. For example, people 
might construe a given argument expressed by a human as 
more reasonable than the opposing argument expressed by 
the AI, regardless of which argument is offered by whom 
(Dai et al., 2023; Feng & MacGeorge, 2010). 

“Advice utilization” (what we labeled persuasion effect) is 
often regarded as a metric for trust—an intuitive sense of 
trusting the advisor (Bonaccio & Dalal, 2006; Sniezek & Van 
Swol, 2001). This perspective, however, equates the 
construct of trust with reliance (i.e., utilization). Trust is a 
subjective expectation that the advisor is capable, reliable, 
sincere, has integrity, and so on (Malle & Ullman, 2021; 
Mayer et al., 1995), whereas reliance is the decision to use 
the advice (whether out of trust, convenience, or necessity). 
Recent studies have shown that trust is multi-dimensional, 
encompassing both performance trust (expecting the agent to 
be competent and reliable) and moral trust (expecting the 
agent to be ethical, sincere, and benevolent); and this multi-
dimensionality applies to trusting both humans and machines 
(Malle & Ullman, 2021). Measuring trust in this multi-
dimensional way allows us to capture whether aversion (or 
appreciation) of AI is grounded in judgments of performance 
or in judgments of moral capabilities. Some authors have 
claimed that performance considerations are a driving force 
of AI aversion (Hou & Jung, 2021; Parasuraman & Riley, 
1997), whereas others have argued that people specifically 
reject AI in moral domains (Bigman & Gray, 2018), and 
many legal matters have moral undertones. Therefore, in 
Study 2, we added a multi-dimensional trust measure to 
assess whether trust (performance or moral) would operate 
similarly to approval ratings, namely showing lower levels 
for an AI than a human advisor, irrespective of their 
arguments. This difference in evaluating the source should 
contrast with the content-based processing in which AI and 
human advisors have equal persuasive effects. 

Study 2 
Participants received counsel from both agents, a human, and 
an AI advisor, giving opposing arguments. We evaluated the 
extent to which participants were persuaded by each of the 
advisors. We counterbalanced other factors, including the 
pairing of each agent with a specific argument and the order 
in which agents presented their arguments. 
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Methods 
Participants We aimed for 100 participants in each of the 
AI/human advisor conditions to detect an effect size of d ≥ 
0.40. Again, using Prolific, we recruited 247 participants. 11 
participants did not enter any responses, and 23 responses 
failed the bot check, leaving 211 valid responses (mean age 
= 41.6; 126 identified as female, 83 as male, and 2 as 
nonbinary or genderqueer). Each participant received $1.40 
in compensation for completing the 7-minute survey. 
 
Procedure and Measures We used the same two legal 
dilemmas as in Study 1, and the measures and procedures 
were similar as well. However, in Study 2, participants 
received only one case (parole or insanity plea) but two 
arguments, one from a human legal advisor and the opposite 
one from an AI legal advisor. The arguments were the same 
ones as in Study 1, pretested to have comparable persuasive 
strength, resulting in a strong advice opposition between 
human and AI advisors.  

After indicating their baseline support judgments about 
their assigned case, participants received the argument from 
the first advisor (human or AI, counterbalanced), who 
favored one side in the case (randomly assigned to be pro vs. 
con). Participants made their first updated support judgment 
in response to this first argument and expressed their approval 
of the first advisor. Then the other advisor presented their 
argument, favoring the opposite side, and participants gave 
their second updated support judgment in response to this 
argument and their approval of the second advisor. Next, 
participants completed a trust measure for one of the advisors 
and then a parallel form of that trust measure for the other 
advisor (both advisor and forms were counterbalanced). 
Finally, participants provided demographic information and 
indicated their level of experience with AI and programming. 

We measured trust with the Multi-Dimensional Measure of 
Trust (MDMT v2, Ullman & Malle, 2018, 2023). The 
MDMT’s underlying theoretical model conceptualizes trust 
as a multi-dimensional set of expectations about the agent’s 
trustworthy dispositions (Malle & Ullman, 2021). It is 
designed to assess people’s trust both in human and artificial 
agents and does so along two major factors: Performance 
trust and Moral trust. Because participants had to complete 
the trust measure twice, for each of the advisors, we used the 
parallel 10-item short forms of the MDMT, which have 
entirely distinct items but are highly correlated.  
 
Design and Analysis Each participant saw only one of two 
Cases (parole vs. insanity plea) but made judgments about 
both the human and the AI advisor (in counterbalanced 
order). However, because people always saw opposing 
arguments (e.g., pro parole by the human advisor and con 
parole by the AI), the Argument and Advisor factors were not 
crossed. We therefore adopted a linear mixed-effects 
approach that elegantly handles such dependencies and 
analyzed the two legal cases separately to examine 
robustness. 

 

 

Figure 3: Study 2 shows similar persuasion effects 
(support change from baseline) for AI and human advisors 
in the parole case (left) and the insanity plea case (right). 

Error bars are 95% Cis from raw data. 
 

Results 
At baseline, Participants leaned against granting parole (M = 
44.7, SD = 26.6), diverging from 50, t(104) = -2.04, p = .043, 
but were nearly neutral toward accepting the insanity plea (M 
= 47.0, SD = 28.8), t(105) = -1.09, p = .28.   

 
Persuasion effects As in Study 1, we measured the 
“persuasion effect” as participants’ change in support from 
baseline to updated judgment. Here, we had two updated 
judgments, one for each advisor, and in response to either 
pro- or con-arguments (but always in opposing directions 
between advisors). We thus predicted support change in a 
linear mixed effects model from Advisor (AI, human), 
Argument direction (pro or con), and Advisor order (human 
or AI first). We analyzed each case separately (see Figure 3).  

In parole, the expected persuasion effects emerged, 
showing that people who received a pro-argument changed 
upwards by 1.83 points while those who received a con-
argument changed downward by 4.84 points, F(1, 101) = 
31.3, p < .001, d = 0.58. This persuasion effect did not 
significantly interact with Advisor, F(1, 101) < 1, p =.47 (see 
Fig. 3, left). A follow-up Bayesian analysis confirmed strong 
evidence against such an interaction, BF10 = 0.16.  

In the insanity plea case, people who received a pro-
argument changed upward by 7.29 points and those who 
received a con-argument changed downward by 2.52 points, 
F(1, 102) = 20.6, p < .001, d = 0.49. This persuasion effect 
again did not interact with Advisor, F(1, 101) < 1, p =.93 (see 
Fig. 3, right), confirmed by a follow-up Bayesian analysis, 
BF10 = 0.17.   
Approval Approval judgments were distinct from the 
persuasion effects (see Figure 4). In the parole case, people 
approved of the human advisor more (M = 62.1) than of the 
AI advisor (M = 50.6), F(1, 200) = 8.6, p = .019, d = 0.41.  
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Figure 4: Study 2 shows consistently higher approval for 
the human than the AI advisor for the same arguments (pro 
or con), both for the parole case (left) and the insanity plea 

case (right). The dotted lines mark a seeming exception (see 
text for interpretation). Error bars are 95% CIs. 

 

In the insanity plea case, too, people approved of the human 
advisor more (M = 68.7) than of the AI advisor (M = 45.4), 
F(1, 102) = 24.0, p < .001, d = 0.82. However, in the parole 
case, there was one condition in which human and AI advisor 
received nearly equal approval ratings (see dotted markings 
in Figure 4, left panel). This was because, in the parole case, 
the con-arguments received overall higher approval than the 
pro-arguments, F(1, 200) = 14.8, p < .001, so in the condition 
in which the AI’s con-argument was pitted against the 
human’s pro-argument, the AI approval deficit was balanced 
out by the pro-argument deficit. This seeming exception to 
the lower AI approval did not emerge in the insanity plea case 
because people had no preference for the pro- or con-
arguments. Thus, the AI advisor received less approval than 
the human advisor, controlling for argument preference. In 
neither case was there any order effect of which advisor 
offered their argument first. 

 
Trust Finally, we analyzed trust in the two advisors, which 
was measured after people had made all support and approval 
judgments. Because of the multiple within-subject 
dependencies, we chose a mixed-effects model with subject 
as random effect. There were no significant or noteworthy 
differences between the two cases, so we report the 
aggregated findings. The first result was that trust in the 
human advisor was considerably higher overall, F(1, 618) = 
96.7, p < .001,  and especially in Moral trust, F(1, 618) = 
22.7, p < .001. As the left panel of Figure 5 shows, while 
people had only slightly higher Performance trust in the 
human (M = 3.47) than the AI advisor (M = 3.14), they had 
substantially higher Moral trust in the human (M = 3.48) than 
the AI advisor (M = 2.54). In addition, we found that con-
arguments somewhat increased trust, F(1, 618) = 6.5, p = 
.012, but primarily for Performance trust, interaction F(1, 
408) = 19.1, p < .001.  
 
 

Figure 5: Left panel shows higher trust ratings in the human 
advisor than the AI advisor in Study 2, especially for moral 
trust. Right panel shows stronger effects on trust from con 

arguments than pro arguments for performance trust. 
 

Additionally, we explored possible effects of order of 
presentation of the trust measure. Indeed, the AI’s trust deficit 
was weaker when AI trust ratings came first, F(1, 612) = 11.3, 
p < .001, but for both Moral trust and Performance trust.  
Participants who expressed trust in the AI advisor first might 
have focused more on the positive aspects of AI, whereas 
those who considered AI second may have focused more on 
what it lacks compared to human advisors. 
 
Relationship among measures Finally, we examined how 
the three main measures related to each other. We see in 
Table 1 that content-based support update is orthogonal to the 
more affective agent variables of approval and trust, and that 
is true for both human and AI advisors. As a result, 
controlling for the affective variables does not change the 
results of equal human-AI support updates in any way. 
However, approval and trust are closely related. The AI’s 
lower approval shrinks from an effect of h2 = 11.1% to 5.7% 
when controlling for the AI Performance trust deficit, and it 
shrinks to 0% when controlling for the AI Moral trust deficit. 
Hence, the disapproval of AI is not entirely one of perceived 
competence limitations but primarily one of perceived 
shortcomings in the moral domain. The reverse analysis, 
controlling for approval in examining the AI trust deficits, 
shows that the overall trust deficit shrinks from 19% to 10%, 
but the greater Moral than Performance trust deficit is 
unchanged, as is the mitigation of performance trust when the 
AI offers a con-argument (Figure 5). Thus, approval 
judgments appear to be a reflection of trust concerns more 
than trust concerns are a reflection of approval judgments.   

 
Table 1: Correlations among main measures in Study 2 

 Support  
Update Approval Perform.  

Trust 
Moral  
Trust 

Support Update  -0.06  -0.10 -0.05 
Approval 0.00  0.53 0.47 
Perform. Trust 0.02 0.56  0.60 
Moral Trust 0.03 0.46 0.74  
Note. Human values are in lower triangle, AI values in upper 
triangle.  For boldfaced values, p < .001; for all others, p > .05. 
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Discussion  
Study 2 directly pitted human and AI advisor arguments 
against each other in the same legal scenarios. We measured 
both changes in content-based support judgments resulting 
from the arguments as well as approval and trust toward the 
advisors. In line with Study 1, arguments in favor or against 
the legal decisions persuaded participants to shift their 
judgments in the direction of the arguments, regardless of 
whether they were expressed by a human or AI advisor. But, 
just as in Study 1, participants approved of the AI consistently 
less than of the human advisor. Trust, too, indicated an AI 
deficit, mildly at the level of Performance trust (competence, 
reliability) and substantially at the level of Moral trust 
(integrity, transparency, benevolence). Thus, the pattern of 
results suggests a dissociation between content-based 
persuasion (equally strong between human and AI) and 
agent-directed sentiments (greater approval and trust for 
human than AI).   

Unfavorable sentiments toward the AI advisor were much 
weaker for Performance trust. We may speculate that 
Performance trust more closely measures the advisor’s 
argument strength, whereas moral trust reflects more of the 
general affective reservations people have about AI. In 
addition, we saw that AI approval increased (in the parole 
case) when the AI offered advice for the decision that was 
slightly more popular and the human advisor offered the less 
popular advice. Here, the (affective) advisor effect was 
balanced out by the (cognitive) argument effect. Thus, 
despite the overall trend of dissociation between cognitive 
(content-based) processing and affective (source-based) 
processing, the two processing paths can interact.  

General Discussion 
AI technologies are increasingly used as advisors in such 
domains as healthcare, finance, and the military. Focusing on 
the less-explored legal domain, we examined how individuals 
respond to advice from human and AI advisors in legal cases 
with significant decision conflicts.  

Our findings revealed that people were just as persuaded 
by AI as by human counsel. This persuasion effect remained 
equally strong even when human and AI gave opposite 
advice. However, people consistently expressed lower 
approval for and less trust in artificial agents, and this pattern 
was uncorrelated with the persuasion effects. These findings 
suggest that people’s consideration of the advice contents and 
evaluation of the source may be dissociated. 

The notion of separate paths of processing is reminiscent 
of a well-known distinction in the persuasion literature 
between central processing (deliberative consideration of 
message contents) and peripheral processing (relying on 
affect and heuristics, including source effects). This 
distinction provides a framework for reconciling seemingly 
contradictory findings of algorithm aversion and algorithm 
appreciation. Depending on a study’s task (e.g., subjective or 
objective), agent description (salient expertise or not), and 
measured response (e.g., agreement or trust), people may use 

more of a central or peripheral processing path. The central 
path appears to allow for even-handed, sometimes even AI-
favoring responses (e.g., for analytic tasks); the peripheral 
path reveals persistent discomfort with AI, especially in 
domains experienced to be uniquely human (e.g., moral 
judgments; Bigman & Gray, 2018; Morewedge, 2022).  

The present results hold promise for the potential use of AI 
advisors in the legal domain, provided the advisors offer 
clearly communicated arguments and do not trigger people’s 
discomfort with AI. However, even just a machine voice or 
look may undermine central processing (Andrews & Shimp, 
1990; Dai et al., 2023; Pak et al., 2012). Likewise, people 
appear to have reasonable trust in the AI’s capacity and 
reliability (Performance trust) but are much more reluctant to 
trust the AI as a morally competence agent. Further research 
should examine whether publicly available evidence for the 
qualities of AI in certain domains (e.g., extensive data 
analysis like in finance) might foster trust, at least additional 
Performance trust, or whether we must wait until familiarity 
and consistent performance breed liking. For now, even the 
U.S. Supreme Court pays close attention to this technological 
frontier but contends that “any use of AI requires caution and 
humility” (Roberts, 2023, p. 5). 

Limitations 
Our studies have clear limitations. We focused on the 
relatively understudied legal decision context with only two 
legal cases (preselected from a pool of six), so the 
generalizability to other legal cases and domains remains a 
concern. By design, we presented high-conflict scenarios 
with well-formed arguments, which made the legal advice 
compelling, regardless of which advisor conveyed it. If the 
arguments were weaker, AI might become less persuasive 
than humans, especially if people’s expectations for AI 
arguments are high (Renier et al., 2021). Participants were 
placed in the role of courtroom observers who witnessed 
recommendations and reported only their judgments about 
what the legal decision should be; they did not have to act on 
those judgments and were not at any risk (e.g., loss of 
compensation). Future work needs to explore more realistic, 
costly decisions with more direct involvement (e.g., as jurors 
or loan recipients).   

We focused on AI advice rather than AI decision-making, 
in part because the advisor role of AI is closer to reality. 
However, endorsing AI decisions is likely to have a higher 
threshold of acceptance. That is particularly true for domains 
where AI has been shown to violate norms of fairness and to 
engage in discrimination (Burk, 2021; Dressel & Farid, 
2018). Our specific aim was to examine the effects of valid 
arguments conveyed by AI, which may, for now, be an overly 
optimistic aim. At the same time, for the successful 
integration of future AI advisors, it is important that people 
do not reject potentially valuable information merely because 
it comes from AI. People will need to discern good AI advice 
from bad AI advice, just as they need to do so when receiving 
advice from humans.  
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