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6.1 Introduction

An accurate representation of atmospheric chemistry 
is a key component of a coupled CCM. Clearly, a realistic 
chemistry scheme is a requirement for reliable predictions 
of key trace gases, but it is also essential for realistic cli-
mate simulations. Aside from CO2, the stratospheric dis-
tribution of the other major GHGs is partly determined by 
atmospheric chemistry.

CCMs are comprised of an underlying general circu-
lation model (GCM) coupled to a chemistry module. The 
inclusion of detailed chemistry tends to add significantly to 
the computational cost both through the expense of solving 
the chemistry and the cost of additional tracers. The ex-
pense and complexity of the CCMs mean that evaluation of 
the models is difficult and time consuming. This is particu-
larly true if the chemistry scheme has been developed ‘on-
line’ within the CCM. A useful strategy for many CCMs is 
to use the same chemistry module in simpler models, e.g., 
3-D chemical transport models or 2-D models, so that more 
simulations can be performed. In any case, the evaluation 
of the climatological CCM simulations with observations 
is problematic. If enough observations exist then mean dis-
tributions can be compared but this is not generally possi-
ble with campaign data. Therefore, alternative approaches 
to evaluation are needed.

The aim of this chapter is to evaluate the chemical 
schemes of current CCMs using, where possible, a proc-
ess-based approach or otherwise climatological observa-
tions. This builds on the proposals for chemical validation 
contained in Eyring et al. (2005), which are summarized in 
Table 6.1. The proposed processes to evaluate CCMs can 
be separated into the four areas of (i) photolysis rates, (ii) 
fast radical chemistry, (iii) reservoir and longer-lived spe-
cies and (iv) polar chemistry. The remainder of this chapter 
is therefore structured along these lines. Section 6.2 de-
scribes some relevant aspects of how CCMs are formu-
lated. The main results of the evaluation are contained in 
Section 6.3, which is divided into the 4 areas listed above 
and summarized in Table 6.1. Each subsection summarizes 
the performance of the models in the form of a grading. 
The overall performance of each model is then summa-
rized in Section 6.4.

6.2 Formulation of  Chemical Schemes

Details of the chemistry schemes included in the 
CCMs are given in Chapter 2. Although there are dif-
ferences in detail, all of the models essentially contain a 
description of the main chemical species of relevance for 
stratospheric ozone, contained in the Ox, HOy, Cly, NOy, 
Bry chemical families (where x or y denotes the total com-
ponents for the given family) and the relevant source gases 

(except E39CA does not include bromine chemistry). The 
models also contain a treatment of heterogeneous chem-
istry on sulfate aerosols and polar stratospheric clouds 
(PSCs). However, these aerosol/PSC schemes are based on 
an equilibrium approach where the models condense gas-
phase species (e.g., H2O, HNO3) onto a specified distribu-
tion of particle number density or size. Therefore, the mod-
els evaluated here do not contain explicit microphysics. 
The surface area density of sulfate aerosols in the CCMVal 
runs is specified from a provided climatology.

As stratospheric CCMs have evolved by a number 
of different pathways, a full chemistry evaluation needs 
to consider the explicit reactions schemes contained in the 
model. Clearly all CCMs aim to have a chemistry scheme 
sufficient to model stratospheric ozone accurately, but 
comparisons presented in this chapter, and elsewhere, can 
show very different model behaviour. Tables 6S.1, 6S.2 
and 6S.3 in the Supplementary Material list the chemi-
cal species, gas-phase reactions and photolytic reactions, 
respectively, for each CCM and the photostationary state 
(PSS) model used in Section 6.3.2. The species and reac-
tions listed are those important enough to be considered for 
inclusion in a global stratospheric CCM. Where individual 
models have ignored species and/or reactions the implica-
tions of this should be investigated further. Specific cases 
where the simplifications in the chemistry scheme have 
clearly affected model performance are mentioned below. 
Note that the description of the heterogeneous chemistry in 
the CCMs is provided in Chapter 2.

6.3 Evaluation of  CCMs

This section evaluates the performance of the CCMs in 
four principal areas (see Table 6.1). Subsection 6.3.1 deals 
with photolysis rates. Subsection 6.3.2 covers fast radical 
chemistry outside of the polar winter/spring. Subsection 
6.3.3 investigates reservoir species and long-lived trac-
ers. Finally, Subsection 6.3.4 evaluates the performance of 
the models for chemistry related to polar ozone depletion. 
Throughout this analysis, output is taken from either the 
CCMVal-2 REF-B1 or REF-B2 simulations.

Throughout this chapter, quantitative estimates of 
CCM performance for a range of diagnostics have been 
obtained by using a formula based on the grades from 
Douglass et al. (1999) and Waugh and Eyring (2008):
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where N is an averaging factor, μCCM is the model climato-
logical mean and μobs is the observed climatological mean 
and σ is a measure of the uncertainty. The value of n can 
be chosen to give a spread in g; if n = 3 then a value of g 
= 0 indicates the model mean is three times the error away 
from the observed mean. More discussion of this approach 

(6.1)
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Table 6.1: List of core processes to validate chemistry in CCMs with a focus on their ability to accurately model 
stratospheric ozone. The diagnostics which are used as quantitative metrics for the overall model assessment 
are highlighted in gray.

Process Diagnostic Variables Data Referencesa

Photolysis Rates
Accuracy of high-sun 
photolysis rates

Single profiles (0-80 
km), also with clouds and 
aerosols

Jsb None Prather and 
Remsberg (1993)

Accuracy of low-sun 
photolysis rates (spherical 
atmospheres, polar 
chemistry)

Noon, midnight & 
average profiles

Js None

Accuracy of wavelength 
binning (290-400 nm)

Single profile (0-24 km) J-O3 (
1D), J-O3,  and 

J-NO2

IPMMI transfer 
std with TUV

Short time scale chemical processes
Offline box model 
comparisons of fast 
chemistry

Profiles and tracer-tracer 
correlations of radical 
precursors

N2O, O3, NOy
b, Clyb, 

Bry
b

Balloon, 
shuttle, aircraft, 
and satellite 
obs.

Gao et al. (2001); 
Salawitch et al. 
(1994a)

Profiles, tracer-tracer 
correlations, and 
partitioning of radicals

O(3P), O(1D), HOx
b, 

NOx
b, ClO, BrO, Cly, 

Bry, NOy

Same as above Pierson et al. 
(2000); Park et al. 
(1999)

Long time scale chemical processes
Comparisons of source 
gases and reservoir 
species to observational 
climatologies

Tracer-tracer correlations NOy, N2O, CH4, H2O Balloon, 
aircraft and 
MIPAS obs.

Chang et al. 
(1996); Fahey et al. 
(1996); Müller et 
al. (1997)

Mean annual cycle 
@1hPa and 50hPa

BrO, CO, HCl, 
ClONO2, N2O5, N2O, 
HNO3, CH4, H2O, O3

ACE-FTS, 
MIPAS, ODIN, 
SCIAMACHY

Millard et al. 
(2002); Salawitch 
et al. (2002); Sen et 
al. (1998)

Mean Profiles @30°-
60°S

Same as above Same as above Same as above

Long-term variation of 
reservoir and radical 
species

Comparison of total 
column at selected 
ground based stations

HCl, ClONO2, NO2 NDACC Rinsland et al. 
(2003)

Evolution of model 
results from 1960-2100; 
PoLS; EqUS; ExtrpLS

NOy, Cly, Bry, N2O, 
CH4, O3, H2O

None, model/
model 
comparison

Eyring et al. (2007)

Summation of total 
organic and inorganic 
bromine and chlorine

TClyb, TBry
b None, model/

model 
comparison

Polar Processes
Denitrification / 
dehydration

Comparison of gas-phase 
HNO3 and H2O on Eqlat / 
theta grid

HNO3 and H2O (gas-
phase)  
[u,v,T for Eqlat-θb]

Aura-MLS Manney et al. 
(2007); Santee et 
al. (2007); Lambert 
et al. (2007)

Chlorine activation Comparison of HCl on 
Eqlat / theta grid (loss 
of HCl is proportional to 
Clx activation)

HCl  
[u,v,T for Eqlat-θ]

Aura-MLS Froidevaux et al. 
(2008)
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is given in Chapter 1.

6.3.1 Evaluation of  Photolysis Rates

The accurate calculation of photolysis (J) rates is an 
essential component of any atmospheric chemical model. 
However, this calculation is complex and there are likely 
many causes for the differences between models. Models 
may differ in their treatment of radiative transfer, aero-
sols and clouds. Models may update the photolysis rates 
at a different time resolution. Although all CCM photoly-
sis modules use standard absorption cross-sections (e.g., 
Sander et al., 2006, hereafter JPL-2006), they likely differ 
in how they are implemented in terms of wavelength inte-
gration or temperature dependence.

For these reasons it is important to compare pho-
tolysis rates calculated by CCMs using a standard set of 
prescribed conditions (e.g., O3, temperature, and pressure 
profiles). Modelling groups need to use the code actually 
employed in the CCM for this comparison, which is based 
only on the final J-values – the quantity actually relevant 
for the chemical comparisons – and not on the separate 
components of the calculation. For example, it is not use-
ful to plot and compare cross-sections since each model 
has their own algorithm for number of wavelength bins, the 
method of averaging the cross-sections with solar flux, and 
how to include temperature dependencies.

6.3.1.1 Introduction to PhotoComp

This photolysis benchmark (PhotoComp 2008) is a 
component of SPARC CCMVal and has been designed to 
evaluate how models calculate photolysis rates (and indi-
rectly heating rates) in the stratosphere and troposphere. 

The primary goal is to improve model performance due 
to better calibration against laboratory and atmospheric 
measurements, and to provide more accurate numerical al-
gorithms for solving the equation of radiative transfer. As 
with specific components of any major model comparison 
(e.g., Prather and Remsberg, 1993), there may be numer-
ous mistakes due to a different interpretation of the experi-
ment, simple mistakes in model coding, different sources 
of physical data (solar fluxes, cross-sections, quantum 
yields) or different approximations of the exact solution. 
Any of these can make a model an “outlier” for one par-
ticular test, and thus the analysis must strive to identify 
these outliers as quickly as possible and provide clues as 
to the cause. This does not always mean that the majority 
rules, but in most cases, singularly unusual J-value profiles 
for a model are in error. The PhotoComp experiments are 
summarized in Table 6.2.

The PhotoComp 2008 participating models and 
the experiments they submitted are listed in Table 6.3. 
Details of the model photolysis schemes are given in the 
Supplementary Material in Table 6S-4. A total of 12 mod-
els (11 groups) performed at least some of the experiments 
and these included some stand-alone photolysis codes that 
have participated in other comparisons with models and 
measurements. Unfortunately, only 9 of the 18 CCMVal 
CCMs are represented. The missing CCMs should perform 
these tests in the future.

For PhotoComp 2008 we do not establish a single 
model as a reference standard, but instead define a robust 
mean and standard deviation from the ensemble of con-
tributing models (see Table 6.4). The J-values (sec-1) are 
converted to the natural logarithm of the J-value (ln(J)) and 
averaged. A lower altitude cutoff is made where J < 10-10 
sec-1 (or 10-14 sec-1 for J-O2). Models that fall more than 

Process Diagnostic Variables Data Referencesa

Stratospheric aerosol 
processes

Abundance of NATb and 
ICEb SAD

SAD-NAT; SAD-ICE None, model/
model 
comparison

Chemical ozone depletion Tracer-tracer chemical 
ozone loss

O3, N2O, 
[u,v,T for Eqlat/θ]

HALOE-UARS Rex et al. (2004); 
Tilmes et al. 
(2004); Tilmes et 
al. (2007)

PAClb T, EESC UKMETO; 
ERA-40

Tilmes et al. (2007)

a Listed references only provide examples.
b Abbreviations: Js=photolysis rate constants (sec-1); IPMMI = International Photolysis Frequency Measurement 

and Modeling Intercomparison campaign; SAD = surface area density; NOy = total reactive nitrogen; Cly = total inor-
ganic chlorine; Bry = total inorganic bromine; TCly = total chlorine (inorganic + organic); TBry (inorganic+organic); 
HOx = OH + HO2; NOx = NO + NO2; NAT = nitric acid trihydrate; ICE = water ice; Eqlat-θ = Equivalent latitude - po-
tential temperature coordinate system; PoLS = polar lower stratosphere; EqUS = equatorial upper stratosphere; ExtrpLS 
= extratropical lower stratosphere; PACl = potential for chlorine activation.

Table 6.1 continued.
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2 standard deviations (in ln(J)) from the mean for levels 
starting 3 levels above the lowest altitude (step 2) up to ~74 
km are dropped, and we recalculate this ‘robust’ mean ln(J) 
and standard deviation for the remaining models. The at-
mospheric average robust standard deviation (RSD) for the 
60 J-values are reported in Table 6.4 and the profiles of the 
model deviations from the robust mean ln(J) for selected 
J-values are shown in Figures 6.1 and 6.4. This method 

quickly identified outlying models with obvious mistakes, 
and it also identifies specific J-values for which there is 
clearly a large uncertainty, even among the best models.

6.3.1.2 PhotoComp 2008 experiments

There were 3 parts to the photolysis comparison which 
are summarized below. Complete experimental details are 

Table 6.2: PhotoComp 2008 experiments. The diagnostics which are used as quantitative metrics for the over-
all model assessment are highlighted in gray.

Simulation ALB SZA RS CLD AER Figure Comments
High Sun

P1a 0.1 15º Y N N 6.1, 6.4 Clear sky, with 
Rayleigh scattering

P1b 0.1 15º Y N Y 6.2 Pinatubo aerosol in 
stratosphere

P1c 0.1 15º Y Y N 6.3 Stratus cloud in troposphere
Low Sun

P2a 0.1 84-96º Y N N 6.4 24-hour average
P2n 0.1 84º Y N N 6.4 Noontime
P2m 0.1 96º Y N N 6.4 Midnight

Wavelength Binning
P3 0.0 15º N N N 6.5 Beer’s Law extinction 

only, test wavelength bin-
ning for J-O3 and J-NO2

Abbreviations: Js=photolysis rate constants (sec-1); SZA = solar zenith angle; ALB = surface albedo; RS= Rayleigh 
scattering; AER = aerosol; CLD = cloud.

Table 6.3: Models contributing to CCMVal PhotoComp 2008. The eight CCMs are indicated in bold.

Group Model Label P1a P1b P1c P2a P2n P2m P3 Participants
GFDL, USA AMTRAC AMTR √ √ √ √ J. Austin
NIES, Japan CCSRNIES CCSR √ √ √ √ √ H. Akiyoshi
MPI-C, Ger. EMAC EMAC √ √ √ √ R. Sander, C. Brühl
GSFC, USA FastJX GFJX √ √ √ √ √ √ √ H. Bian
GSFC, USA GEOSCCM Gtbl √ √ √ √ R. Kawa, R. Stolarski
CNRS, France LMDZrepro 

(TUV4.1)
LMDZ √ √ √ √ √ √ √ S. Lefebvre, S. Bekki

NIWA, NZ NiwaSOCOL NIWA √ √ √ √ √ D. Smale, E. Rozanov
PMOD-WRC 
/ ETH, CH

SOCOL SOCOL √ √ √ √ E. Rozanov

NCAR, USA TUV TUVM √ √ √ √ √ √ √ S. Madronich
UCI, USA FastJX  & 

UCIref
UCIJ 
UClr

√ √ √ √ √ √ √ M. Prather

U. Leeds, UK, 
U. Bremen, 
Ger.

UMSLIMCAT SLIM √ √ √ √ M. Chipperfield, 
M. Sinnhuber

NCAR, USA WACCM WACC √ √ √ √ √ D. Kinnison
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available in the Supplementary Material for Chapter 6.
Part 1 is a basic test of all J-values for high sun (SZA 

= 15°) over the ocean (albedo = 0.10, Lambertian). Part 1a: 
Clear sky (only Rayleigh scattering) and no aerosols. Part 
1b: Pinatubo aerosol in the stratosphere. Part 1c: Stratus 
cloud in the troposphere. The primary atmosphere was 
specified in terms of pressure layers, mean temperature, 
and column O3 in each layer. Absorption by NO2 or other 
species was not included in calculating optical depths.

Part 2 tests the simulation of a spherical atmosphere 

and twilight conditions that are critical to the polar regions. 
It used the same atmosphere as Part 1 without clouds or 
aerosols and assumed equinox (solar declination = 0°) and 
latitude of 84°N. The surface SZA (not including refrac-
tion) therefore varies from 84º (noon) to 96° (midnight). 
J-values were reported at noon, midnight, and the 24-hour 
average (integrating as done in the CCM).

Part 3 tests the accuracy of wavelength binning in the 
critical region 290-400 nm that dominates tropospheric 
photolysis. Rayleigh scattering and surface reflection were 

Table 6.4: Atmospheric averaged robust standard deviation of ln(J) (x100 = RSD in %), identifying Js and con-
ditions for which there is general agreement among the models. Results are shown for high sun (P1a), polar 
noontime (P2n) and 24-hour average (P2a). 

No. J-value P1a P2n P2a No. J-value P1a P2n P2a
1 NO 19 30 34 31 F115 15 20 26
2 O2 7 9 10 32 CCl4 4 5 6
3 O3 18 14 16 33 CH3Cl 8 5 6
4 O3 (1D) 9 10 13 34 MeCCl3 8 8 12
5 H2COa 12 32 45 35 CHF2Cl 24 31 33
6 H2COt 28 53 71 36 F123 13 - 9
7 H2O2 7 6 20 37 F141b 7 4 5
8 CH3OOH 7 10 22 38 F142b 24 13 13
9 NO2 7 7 17 39 CH3Br 3 6 8
10 NO3 7 10 19 40 H1211 5 4 5
11 N2O5 13 11 14 41 H1301 3 4 5
12 HNO2 3 4 - 42 H2402 4 4 4
13 HNO3 9 10 16 43 CH2Br2 8 6 10
14 HNO4 15 47 63 44 CHBr3 8 28 34
15 ClNO3a 10 18 26 45 CH3I - - -
16 ClNO3t 7 17 28 46 CF3I - - -
17 Cl2 11 9 22 47 OCS - - -
18 HOCl 5 16 24 48 PAN 6 9 16
19 OClO 8 8 13 49 CH3NO3 - - -
20 Cl2O2 16 15 21 50 ActAld 41 45 49
21 ClO - - - 51 MeVK 5 - -
22 BrO 3 15 24 52 MeAcr 21 - -
23 BrNO3 6 9 15 53 GlyAld 24 - -
24 HOBr 7 6 12 54 MEKeto - - -

25 BrCl 10 6 15 55 EAld - - -
26 N2O 3 5 13 56 MGlyxl 21 25 38
27 CFCl3 4 4 10 57 Glyxla 74 - -
28 CF2Cl2	 9 10 14 58 58 Glyxlt 39 - -
29 F113 10 8 9 59 Acet-a 12 35 36
30 F114 5 - 6 60 Acet-t 11 34 36
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switched off (albedo = 0) giving effectively a simple Beer’s 
Law calculation. The calculation repeated Part 1, but report 
only J-values for J-O3 (i.e., total), J-O3(

1D) [O3 → O2 + 
O(1D)], and J-NO2 [NO2 → NO + O]. These are the two 
critical J-values for the troposphere, and they both have 
unusual structures in absorption cross-section and quantum 
yields. Reference runs were done using very high resolu-
tion (< 0.1 nm) cross-sections and solar fluxes and for dif-
ferent options (e.g., JPL-2006 vs. IUPAC cross-sections) to 
provide a benchmark. Results for Part 3 focus on J-values 
below 24 km.

A standard atmosphere was specified, whose primary 
definition is in terms of the air mass (pressure thickness), 
ozone mass, and mean temperature in each layer. This cho-

sen atmosphere is typical of the tropics with total ozone 
column of 260 DU. The use of JPL-2006 data (same as 
main CCM runs) was encouraged. High-resolution solar 
fluxes as a reference (sun-earth distance = 1.0 astronomi-
cal unit, averaged over the 11-year solar cycle) were also 
provided.

6.3.1.3 PhotoComp 2008 results and 
discussion

Figure 6.1 shows the deviations in ln(J) from the ro-
bust mean for nine selected J-values from experiment P1a. 
The agreement among the core models (those within 2 
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Figure 6.1: Model deviations in ln(J) (sec-1) from the robust mean for nine selected J-values (NO, O2, O3, 
O3(

1D), NO2, H2COa, CFCl3, CF2Cl2, N2O) from PhotoComp experiment P1a (clear sky, SZA = 15°). The robust 
mean and standard deviation are derived as follows: (1) calculate the mean ln(J) from all contributing models; 
(2) drop all lower altitudes where mean J < 1x10-10 (or <1x10-14 for J-O2); (3) drop any model outside two stan-
dard deviations for levels starting 3 levels above the lowest altitude (step 2) up to ~74 km; (4) recalculate this 
robust mean ln(J) and standard deviation for the remaining models. The ±1 standard deviations are plotted as 
wide gray bands.
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standard deviations) is really excellent for many J-values. 
Some models consistently fall outside this core and it ap-
pears to be due to the method of solving the radiative trans-
fer equation (e.g., look-up tables). The robust standard 
deviation in J-NO is less than 20% above 1 hPa, but for 
the region 1-10 hPa where most of the NOy is destroyed 
by J-NO, the models diverge with the fast-JX based mod-
els being almost a factor of 2 larger than the others. This 
discrepancy may reflect the failure of some models (e.g., 
UCI) to account for NO self-absorption above 0.1 hPa, or 
else the very different treatments of the Schumann-Runge 
bands.

For N2O and CFCl3, the robust standard deviation is 
very small. Surprisingly, it is much larger for CF2Cl2 which 
photolyses in the same wavelength region, and possibly the 

cross-sections for CF2Cl2 are effectively different in sev-
eral models. Other oddities stand out, e.g., the relatively 
large ±15% range in J-H2COa (a = radical-radical product 
channel, H + HCO). Another feature is the generally worse 
agreement between J-O3 and J-O3(

1D) within the tropo-
sphere compared with the stratosphere, and is probably 
caused by inadequate treatment of Rayleigh scattering. In 
general, most J-values that fall outside the ±2 standard de-
viation test show unusual structures with altitude, imply-
ing errors in the radiative transfer solution rather than the 
cross-sections.

Table 6.4 summarizes the RSD of the model J-values 
averaged over altitudes of interest for case studies P1a, P2n 
and P2a (see table text). For many J-values we find exceed-
ingly good agreement (10% or less), but there are surpris-
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Figure 6.2: Ratio of J-values for a Pinatubo-like stratospheric aerosol layer (P1b: 17-19 km, optical depth 1.0 at 
600 nm) to those for clear sky vs. pressure altitude (km). Five models contributed results and selected J-values 
are shown (O2, N2O, CFCl3, O3(

1D), H2O2, HNO3) for altitudes of relevance to atmospheric chemistry.
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ingly large RSDs for J-O3 (t = sum of all product channels), 
J-H2CO (a and t), J-HNO4, J-Cl2O2, a couple fluorocarbons, 
and many of the volatile organic compounds (VOCs) (few 
contributing models). For J-HNO4 the near-IR photolysis 
may not be included (Evans et al., 2003). J-O3 is a key 
heating rate term: Three models show aberrant profiles at 
high sun (see Figure 6.1), but six models are obviously out-
side the RSD for polar conditions (see Figure 6.4). These 
discrepancies are worrisome and may impact the model 
circulations. However, note that in most cases CCM pho-
tolysis schemes are not linked to heating rate calculations.

The RSD is a single iteration that identifies and re-
moves models more than ±2 standard deviations from the 
mean of ln(J). This method was chosen to avoid having 
extreme outliers influence the mean. The process can be 
iterated again and again to remove those outside the new 
smaller standard deviation range. For example, if we fo-
cus on J-O2, the initial RSD over the stratospheric range 

of interest (18-70 km) is 7.1% with AMTR and CCSR 
and Gtbl removed. A second iteration removes EMAC, 
NiwaSOCOL, UMSLIMCAT and SOCOL, and cuts the 
standard deviation to 3.2%. Thus, a core group (GfJX, 
LMDZrepro, TUVM, UCIr, UCIJ, WACCM) shows re-
markable agreement in the calculation of J-O2. Similarly 
for J-O3(

1D), if we focus on the stratosphere and meso-
sphere (12-74 km), then the first iteration drops CCSR 
and Gtbl, resulting in an RSD of 7.6%. The next iteration 
drops NiwaSOCOL and SOCOL, reducing the standard de-
viation to 4.0%; and a further iteration drops AMTRAC, 
leaving a core group (EMAC, Gfjx, LMDZrepro, TUVM, 
UCIJ, WACCM, UMSLIMCAT) with a standard deviation 
of only 2.8%.

Figure 6.2 shows the change in J-values for a 
Pinatubo-like aerosol layer (P1b). The enhanced aerosol 
scattering of the Mt. Pinatubo layer was predicted to al-
ter the photolysis rates in the stratosphere and troposphere 
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Figure 6.3: Ratio of J-values for a stratus cloud layer (P1c: 1-3 km, optical depth 20.0 at 600 nm) to those for 
clear sky vs. pressure altitude (km). Six models contributed results and selected J-values are shown (O3(

1D), 
NO2, HNO3, H2O2, acetone (total, only 4 models), N2O).
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(Michelangeli et al., 1989). Five models (only two of 
which are CCMVal models) submitted results. All models 
agree on the 4-7% increase at short wavelengths (~205 nm, 
J-O2, J-N2O, J-CFCl3) in the layer immediately above the 
aerosols (20 km), but there is a large disparity in the middle 
of the aerosol layer at 18 km. UCIJ and GfJX (both based 
on fast-JX codes) predict a further increase to 11% above 
clear sky, whereas CCSRNIES, LMDZrepro, and TUVM 
predict a decrease in the ratio. Given the optical depth of 
0.5 at mid-layer, one would expect that the J-values rela-
tive to clear sky would continue to increase in the aerosol 
layer, but this discrepancy may reflect the different ways of 
implementing a scattering layer relative to the CTM lay-
ers. Some models may have reported mid-aerosol-layer 
J-values; and others, the bottom of aerosol-layer (similar 

analysis applies to the stratus cloud layer (Figure 6.3). 
For J-values of interest throughout the atmosphere (e.g., 
J-O3(

1D), J-H2O2, J-HNO3) the models are in reasonable 
agreement, showing up to 20% enhancements through most 
of the troposphere, except for CCSRNIES for which there 
may be a mistake in submission as the pattern of change in 
the troposphere is inexplicable. The offset of TUVM below 
the cloud from the GfJX-LMDZ-UCIJ curves is probably 
due to differences in aerosol layer placement, but needs to 
be clarified.

Figure 6.3 is similar to Figure 6.2 but for a thick 
stratus cloud (P1c). The enhanced scattering above a thick 
stratus cloud layer increases photolysis rates above and re-
duces them at the surface. Six models submitted results, 
and five models have the correct pattern. Once again, as in 
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Chapter 6: Stratospheric Chemsitry 201

P1b, the placement of cloud in the second layer appears 
to differ with UCIJ-GfJX having 50% enhancements in 
the middle of the model layer, but TUVM-LMDZrepro-
EMAC having reductions, possibly representing the bot-
tom of the cloud. All five of these models have large (20% 
to 40%) reductions in the lowest layer, below the cloud. 
NiwaSOCOL apparently has a very simple and inaccurate 
parameterisation of clouds. LMDZrepro reproduces the 
expected tropospheric patterns, but calculates large, incor-
rect enhancements in the 205 nm wavelength region, thus 
predicting enhanced photolysis of species such as O2, N2O, 
and CFCl3 above clouds.

Figure 6.4 shows (bottom) the robust mean ln(J) 
for J-NO, J-O2, J-O3(t) and J-Cl2O2 for experiments P1a 
and P2 (n, a, m), and (top) the deviations from the mean for 
the 24-hour polar average rates P2a for J-NO, J-O2, J-O3(t). 
As expected, averaging over polar twilight conditions in-
creases the spread in the models as compared with high 
sun (P1a).

Figure 6.5 shows results from the high-wavelength-
resolution experiment P3 (SZA=15°, no Rayleigh scat-
tering, no surface albedo, see figure caption). Six models 
contributed results from their standard models and two 
(h-GSFC, h-UCI) also contributed high-resolution wave-
length integrations of the J-values. These two high-reso-
lution models also included an additional high-resolution 
calculation for J-NO2 that explored different approaches to 
using the NO2 cross-sections and quantum yields (see figure 
caption). The calculation of J-O3(

1D) from the ten different 
submissions is in good agreement, with a min-max range 
of ±4%. An estimate of the error in adopting the coarser 

wavelength resolution of UCIJ’s fast-JX (7 nm) instead of 
the UCIr’s J-ref code (1 to 2 nm bins over 295-324 nm) is 
seen to be small (2%) and is consistent with the very high 
resolution of h-UCI (0.05 nm bins) using the same solar 
flux and physics. Thus we conclude that 5 groups agree on 
the calculation of J-O3(

1D) within 5% and that the various 
wavelength resolutions and quadratures have small errors

The J-O3(t) values, with the exception of TUVM are 
much tighter, with a ±2.5% min-to-max range. The TUVM 
values are surprisingly about 3% below the mean of mod-
els and may reflect a difference in the Chappuis-band pho-
tolysis (> 400 nm).

The J-NO2 values are in excellent agreement with a 
core group of models having a ±1% min-max range. The 
two Goddard models (GfJX and h-GSFC) are inexplicably, 
uniformly greater by almost 3%. In the upper troposphere 
and lower stratosphere at temperatures below 240 K there 
is ambiguity in how to calculate NO2 photolysis given the 
recommended tables for cross-sections (220 K and 294 K) 
and quantum yields (248 K and 298 K). The UCI models 
(UCIJ, UCIr, h-UCI) interpolate linearly with temperature 
between the two tabulated values and do not extrapolate; 
whereas the h-UCI(xT) model (and apparently the TUVM 
model) extrapolates the log of both values to temperatures 
beyond the table range. This modest extrapolation is prob-
ably valid and thus there is a bias error in most standard 
models for J-NO2 in the upper troposphere/lower strato-
sphere (UTLS) of about +3%.

Overall, the agreement among the participating mod-
els in experiment P3 (Figure 6.5) is excellent. Even the po-
tential biases identified are below 3%. In terms of grading, 
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Figure 6.5: J-values (sec-1) vs. pressure altitude (km) for (a) O3 yielding O(1D), (b) O3 total, and (c) NO2 from 
the Photocomp P3 experiment (SZA = 15°, no Rayleigh scattering, no surface albedo, see text). In addition to 
the standard coarse wavelength resolution models already described, Bian (GfJX) and Prather (UCIr, UCIJ) 
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high-resolution J using the UCI tables for cross-section and quantum yield, and the h-UCI(xT) also included a 
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we could give all the participating models a good score for 
this part, but more importantly, this experiment shows that 
calculation of J-values using coarse resolution - providing 
the wavelength averaging is done correctly (see Wild et al., 
2000) - does not induce errors above 2%.

Models and Measurements. An earlier version 
of TUVM participated in the International Photolysis 
Frequency Measurement and Modeling Intercomparison 
(IPMMI; Cantrell et al., (2003); Hofzumahaus et al., 
(2004)) and performed excellently in calculating the clear-
sky J-NO2, J-O3(total), and J-O3(

1D) at the ground over the 
full range of SZA during the day. Thus TUVM provides 
a transfer standard for the P3 experiments (at least near 
the surface) and indicates that those participating models 
do match measured tropospheric J-values. Several cam-
paigns measured J-values in the lower stratosphere (e.g., 
POLARIS, and SOLVE) and it may be possible in the fu-
ture to find a suitable transfer standard, such as the APL 
model, for these measurements.

6.3.1.4 PhotoComp 2008 grading

One major issue of model comparison is to grade 
models objectively. For photolysis we consider both the 
completeness of the reported J-values and the accuracy 
compared with the robust mean. While it is possible to cal-
culate the abundance of stratospheric ozone without all the 
requested J-values, their inclusion in the CCM allows for 
that species to be simulated and evaluated against observa-
tions. Thus we include completeness of J-values relevant to 
stratosphere and troposphere separately. For accuracy, we 
consider only the 45 J-values with stratospheric relevance 
and the grades (in %) represent roughly the fraction of 
J-values that passed the RSD test. These grades are slightly 
generous for models that did not report all 45 J-values as 
only the reported outlying J-values were counted as in-
accurate. Grades for the stand-alone (non-CCM) models 
were all in the 0.9 – 1.0 (90-100%) range.

The reporting CCMs showed a wide range of skill 
in calculating Js (Figure 6.6). EMAC, GESOCCM, 
LMDZRepro, UMSLIMCAT and WACCM were consist-
ently in the 0.9 – 1.0 (90-100%) range. EMAC was unusual 
in having trouble with the 24-hour average polar Js, and 
given the rest of its performance, this looks like a mistake 
in averaging for the PhotoComp reporting. NiwaSOCOL 
and SOCOL have some occasional problems that could 
be either the radiative transfer solutions or cross-sections. 
AMTRAC and CCSRNIES appear to have serious flaws 
in the radiative transfer solution with large errors in key 
J-values. Unfortunately, we have no information on the 
other nine CCMs. If the lack of participation was due to 
the difficulty of running PhotoComp experiments with the 
CCM J-value code, then this is worrisome as it points to 
the lack of ability to test the components of the CCMs or 
have a traceability to independent codes. Overall, given the 
good comparison of many CCMs with the detailed bench-
mark codes, we can conclude that it is possible to incor-
porate an accurate but computationally efficient photolysis 
scheme in a global CCM.

6.3.2 Evaluation of  Radical (Fast) Chemistry 
(Non Polar Region)

The fast photochemistry within the CCMs has been 
evaluated by comparison of radical species in the Ox, 
HOx, NOx, ClOx, and BrOx families to results from a pho-
tochemical steady state (PSS) box model, constrained by 
values of radical precursors specific to each CCM. In the 
past the PSS box model has been compared exhaustively 
to observed abundances of radicals and radical precursors 
(e.g., Salawitch et al., 1994a,b, 2002; Wennberg et al., 
1994, 1998; Osterman et al., 1997, 1999; Sen et al., 1998, 
1999; Jucks et al., 1998, 1999, Christensen et al., 2002; 
Kovalenko et al., 2007). The approach described below has 

Figure 6.6: Matrices displaying PhotoComp grades 
for the nine participating CCMs. Two grades were 
given for the completeness of reported J-values rel-
evant to the stratosphere (~45 out of 60) and the 
troposphere (~15, mostly VOCs). Accuracy for the J-
values was based on the number of Js (out of the 45 
stratospherically relevant ones) that were not elimi-
nated by the initial ±2 standard deviation test for P1a, 
P2n, and P2a. The stand-alone photolysis codes 
(GfJX, TUVM, UCIJ, UCIr) all received grades of 0.9 
to 1.0 in all tests.
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been used previously in the evaluation of 2D and 3D mod-
els sponsored by the NASA Models and Measurements 
Intercomparison II (NASA/TM-1999-209554).

6.3.2.1 Background to photochemical 
steady state model comparisons

We computed zonal, monthly mean values of the 
radical precursors O3, H2O, CH4, CO, NOy, Cly, and Bry 
(hereafter precursors) as a function of pressure and radicals 
(O(3P), O(1D), OH, HO2, NOx/NOy, ClO/Cly, and BrO/Bry) 
from the REF-B1 T3I files. Zonal, monthly mean profiles 
of T, N2O and sulfate surface area density (SAD) were also 
found. The profiles of T, O3, H2O, CH4, CO, NOy, Cly, 
Bry, and sulfate SAD were input to the PSS box model. 
The model is used to compute the diel variation of O(3P), 
O(1D), OH, HO2, NOx, ClO, and BrO on a 15 minute time 
grid using an implicit integration scheme that converges to 
steady state (production and loss of each chemical species 
= 0 when integrated over a 24 hr period) using a Newton-
Raphson solver. If the CCM model has used the same 
chemical mechanism (reaction scheme, rate constants, and 
absorption cross-sections) as the PSS model, then 24-hour 
average profiles of radicals found from the PSS simula-
tion should closely approximate the zonal monthly mean 
profiles of radicals from the CCM. A close level of agree-
ment should occur because the T3I files upon which the 
zonal monthly mean CCM profiles are based provide an 
instantaneous snapshot for a specific value of GMT at all 
longitudes. There are possible non-linearities in the chem-
istry due to zonal asymmetry. We provide a quantitative 
evaluation of the impact of these non-linearities on the 
comparisons by calculating the standard deviation, about 
the zonal monthly mean, of temperature and radical pre-
cursor abundances. The PSS model is re-run, varying each 
of the quantities, with the results factoring into the uncer-
tainty calculation. In this manner, we provide a first-order 
estimate of the impact of these non-linearities on the fast 
chemistry.

We have chosen to analyse time periods for which 
observations of precursors and radicals are available from 
balloon and aircraft campaigns. We compare zonal, month-
ly mean profiles of radical precursors from each CCM to 
measured values to assess how accurately these fields are 
simulated. Rather than compare CCM profiles of radicals 
to measured radicals, we instead compare to profiles of 
radicals from the PSS model, which are calculated in the 
same manner using precursor fields from each CCM. It has 
been established that the PSS box model provides a rea-
sonably accurate description of measured OH, HO2, NO, 
NO2, and BrO (e.g., Salawitch et al., 1994a,b, 2002, 2005; 
Wennberg et al., 1994, 1998; Osterman et al., 1997, 1999; 
Sen et al., 1998, 1999; Jucks et al., 1998, 1999, Christensen 
et al., 2002; Pundt et al., 2002; Kovalenko et al., 2007). 

Therefore, our presumption is that a CCM provides a rea-
sonable representation of fast photochemical processes if: 

•  the CCM specifies the abundance of radical precur-
sors reasonably well compared to observations and;

•  the CCM calculates the abundance of radicals species 
in a manner that agrees reasonably well with the out-
put of the PSS box model, when the PSS model is 
constrained to precursor profiles from the CCM.

Unfortunately, we lack observations of O(3P) and 
O(1D). For these species, the PSS box model is used to 
place the CCM output on a common scale; models that 
compare well to the PSS output can be inferred to have 
similar representations of the chemical processes that 
control these Ox species, whereas models that differ sig-
nificantly from the PSS output can be inferred to have a 
representation of Ox chemistry that differs from the other 
CCMs. It would be difficult to reach such a meaningful 
conclusion based on comparisons of profiles of O(3P) and/
or O(1D) from individual CCMs, due to the non-linear de-
pendence of Ox on local O3 and density as well as overhead 
O3 and pressure.

For the results shown in this chapter, we focus on 
comparisons for two time periods. The first is for volcani-
cally perturbed conditions at northern hemisphere (NH) 
mid-latitudes; the second is for moderate aerosol loading 
conditions in the subtropical NH. Observations during 
the first time period in the analysis were obtained by the 
JPL Fourier Transform InfraRed (FTIR) Interferometer 
(http://mark4sun.jpl.nasa.gov/), which flew on the NASA 
Observations of the Middle Stratosphere (OMS) balloon 
payload launched from Ft. Sumner, New Mexico (35°N, 
104°W) on September 25 and 26, 1993 (e.g., Osterman et 
al. 1997; Sen et al., 1998; Jucks et al., 1998; Salawitch 
et al., 2002). Observations during the second time period 
were obtained by instruments on board the NASA ER-2 air-
craft, on a flight based out of Barbers Point, Hawaii (21°N, 
158°W) during the STRAT campaign (http://www.espo.
nasa.gov/strat/status/summary_jan96.html) on February 
21, 1996 (e.g., Lanzendorf et al., 2001; Weinstock et al., 
2001; Dessler, 2002).

There are two other important details of the PSS com-
parisons that require explanation. One involves chemical 
kinetics; the other involves sulfate SAD. The PSS model 
is well suited to mimic the chemical kinetics used by each 
CCM group (Table 6S.2). For the 2 CCM groups (EMAC 
and GEOSCCM) that used kinetics parameters from JPL-
2002 (Sander et al., 2003) in the REF-B1 simulation, we 
conducted the PSS comparison using JPL-2002 kinetics. 
For the other 12 CCMs, JPL-2006 (Sander et al., 2006) 
kinetics were used both in the REF-B1 simulation and 
the PSS evaluation. Of these 12 groups, only 3 CCMs 
(LMDZrepro, UMSLIMCAT, and WACCM) included the 
chemical reaction BrONO2+O, new for JPL-2006, within 
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their model. The other 9 CCM teams that used JPL-2006 
kinetics neglected this reaction. Inclusion of this reaction 
increases the BrO/Bry ratio (Sinnhuber et al., 2002) and 
has an important effect on the evaluation of CCM chem-
istry. Indeed, in preliminary versions of this exercise, we 
provided our own “assessment” of which CCM teams 
had overlooked this reaction in their implementation of 
JPL-2006 kinetics that proved to be remarkably accurate. 
Finally, one group, MRI, neglected the production of HCl 
by the reaction ClO+OH. Neglect of this product channel, 
which has been well quantified in the laboratory (Lipson 
et al., 1999), results in an overestimate of model ClO 
(McElroy and Salawitch, 1989) and an overestimate of the 
impact of halogens on future levels of upper stratospheric 
ozone (Müller and Salawitch, 1999). For the ClO evalua-
tion of the MRI model, the PSS model was run with and 
without this product channel.

The other detail requiring explanation is sulfate SAD. 

For the REF-B1 simulation, each CCM group was sup-
posed to use specified values of sulfate SAD, as a function 
of altitude and latitude, based on the climatology reported 
by Thomason et al. (1997) (updated to near present times). 
Six CCM teams submitted T3I files for sulfate SAD to 
the archive. One model team, GEOSCCM, provided their 
value of sulfate SAD via private communication. Another 
team, AMTRAC, submitted time slices of sulfate SAD for 
the two evaluation periods. Figure 6.7 shows profiles of 
sulphate SAD from these 8 CCMs, as a function of altitude 
and pressure, for the two fast chemistry evaluation peri-
ods. The profiles exhibit tremendous differences. The top 
panels of Figure 6.7 compare sulphate SAD versus pres-
sure. The bottom panels compare sulfate SAD versus geo-
metric altitude; on these plots, the climatological values 
of sulfate SAD are shown by the grey shaded region. For 
September 1993, the grey shaded region corresponds to the 
Thomason et al. (1997) climatology at 32.5°N and 37.5°N; 

Figure 6.7: Sulfate surface area density versus pressure (top two panels) and versus geometric altitude (bot-
tom two panels) for 35°N, September 1993 (left) and 22°N, February 1996 (right) from eight CCMs. The grey 
shaded region on the bottom two panels shows the climatology for sulfate surface area specified for the REF-B1 
simulation (grey bounds values for 32.5° to 37.5°N for September 1993 and for 17.5° to 27.5°N for February 
1996). The GEOSCCM REF-B1 calculation was carried out for background sulfate aerosol conditions. The 
variability among the other models reflects differences with respect to the prescribed climatology that occur for 
reasons either related to a difficulty in using a prescribed value of surface area given as a function of geometric 
altitude, or some other unknown cause.
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for February 1996, the grey region corresponds to the cli-
matology at 17.5°N and 27.5°N. To show the results from 
the CCM models as a function of altitude, we integrated 
the hypsometric equation starting at the surface, using the 
zonal monthly mean CCM values of T versus pressure 
(none of the models archived altitude information). The 
bottom panel indicates values of g for each model, found 
using Equation 6.1 with n = 3, where σobs was based on 
either the width of the grey shaded region at a particular 
altitude or 10% of the climatological value of sulfate SAD, 
whichever is largest. The vertical lines in all panels extend 
to the tropopause.

The values of sulfate SAD archived by the various 
CCMs exhibit tremendous variability, despite the aim that 
the REF-B1 be conducted using the same prescribed aero-
sol climatology in all models. The lowest value of sulfate 
SAD was used by GEOSCCM, which ran REF-B1 for 
background (non-volcanic) aerosol conditions. The other 
7 CCMs display large differences in SAD for both altitude 
and pressure coordinates. With the exception of AMTRAC, 
which provided profiles of sulfate SAD for only a few 
specified time slices, we have examined time series of 
sulfate SAD at various altitudes to confirm that we prop-
erly interpreted the time coordinate of each model. Results 
are shown in Figure 6S.1 of the Supplementary Material. 
All of the models show a peak in sulfate SAD at about 
the time that aerosol from the eruption of Mt. Pinatubo 
reached the stratosphere. However, two of the models 
(LMDZrepro and ULAQ) have archived values of sulfate 
SAD that are quite different from the prescribed climatol-
ogy. Furthermore, 6 CCM groups (CMAM, EMAC, MRI, 
SOCOL, UMSLIMCAT, and UMUKCA-METO) submit-
ted enough T3I files from the REF-B1 for the fast chemis-
try to be evaluated, but neglected to archive sulfate SAD. 
The goal of the REF-B1 simulation was for each model to 
simulate, as closely as possible, the sensitivity of ozone to 
halogens and volcanic aerosol during the past half century. 
The large difference between the archived values of sulfate 
SAD and the climatology suggests this goal has not been 
achieved. One difficulty in achieving this goal may be that 
the aerosol climatology was specified as a function of geo-
metric altitude, a coordinate not native to most CCMs.

The profile of sulfate SAD has a profound impact on 
the abundance of NOx, HOx, and ClO/Cly in the lowermost 
stratosphere. We chose September 1993 as a first case for 
examination due to the perturbation to the chemical radi-
cals by the Pinatubo aerosol. Provided each model archives 
the actual profiles of sulfate SAD used in their REF-B1 run, 
the fact that there is so much model to model variability is 
not central to our evaluation of the CCM fast chemistry. 
For the 6 CCM groups that did not archive sulfate SAD, 
we have estimated this quantity by calculating a value of 
geometric altitude at each CCM pressure level and inter-
polating the sulfate SAD climatology for the precise CCM 

latitude. We associated the uncertainty in these values of 
sulfate SAD based on a ±0.2 km uncertainty in the altitude 
and a 5° uncertainty in the latitude used in the interpola-
tion. In the grading table that summarizes the results of the 
fast chemistry evaluation, we include an asterisk within the 
“total grade” cell for the 6 CCMs that did not archive sul-
fate SAD, reflecting the importance of this parameter to the 
fast chemistry evaluation.

6.3.2.2 Photochemical steady state model 
results

Figure 6.8 compares the zonal monthly mean profile 
of radical precursor from 14 CCMs, for September 1993 
and the closest model latitude to 35°N, to the profile of 
N2O measured by the balloon-borne MkIV instrument on 
25 Sept 1993 at 35°N. Comparisons are also conducted for 
correlations of O3 vs. N2O, H2O + 2CH4 (Htot) vs. N2O, NOy 
vs. N2O, where all observed values of all quantities are 
based on MkIV measurements. Comparisons are made for 
Cly vs. N2O and Bry vs. N2O as well. Here, the estimates of 
Cly and Bry are based on the Woodbridge et al. (1995) and 
Wamsley et al. (1998) relations, respectively. These rela-
tions were derived from aircraft observations that sampled 
stratospheric air masses, and have been scaled to mid-lati-
tude conditions appropriate for September 1993 using well 
known time variations of organic halocarbons (e.g., Table 
8-5, WMO 2007). The Bry relation was scaled to remove 
the influence of CH2Br2, a species known to provide ~2.2 
ppt to the stratosphere (Wamsley et al., 1998) that was not 
prescribed in the REF-B1 simulation.

For a quantitative evaluation of the radical precursor 
fields within the CCMs, we used Equation 6.1 with n=3 
to find gprecursor for each model (numerical values given 
on Figure 6.8). Here, μCCM is the zonal-mean value from 
each CCM, μobs is the precursor value from either MkIV 
or the Cly (Woodbridge) or Bry (Wamsley) relation, and 
σ=√(σCCM

2 + σobs
2), where σCCM is the average value of the 

standard deviation about the zonal-mean for all of the 
CCM days that were used to describe the zonal, monthly 
mean (the number of days used varies from model to mod-
el, but is typically between 3 and 5), σobs is the uncertainty 
of the observation, and the summation is carried out over 
the N CCM model levels between the tropopause and 1 
hPa. Negative values of g were set to zero. For the N2O 
comparison, the MkIV profile was interpolated versus log-
pressure to the pressure of each model. For the other com-
parisons, the “observed relation” of each species versus 
N2O is interpolated to the CCM value of N2O at each model 
level. The tropopause for each model was determined from 
the zonal monthly mean temperature versus pressure pro-
file, using the WMO definition of the thermal tropopause. 
We averaged between the tropopause and 1 hPa to focus 
on the part of the stratosphere relevant for ozone loss and 
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Figure 6.8: Comparison of N2O profiles and the relation of radical precursors versus N2O (black) to zonal 
monthly mean values from various CCM models (coloured lines and symbols, as indicated) for 35°N in Septem-
ber 1993. CCM output is for the closest model latitude to 35°N, as indicated. Numerical values of g (see text) 
are also noted. Comparisons of N2O vs. pressure and O3 vs. N2O are shown in panel (a); comparisons of NOy 
vs. N2O and H2O+2CH4 vs. N2O are shown in panel (b); comparisons of Cly vs. N2O and Bry vs. N2O are shown 
in panel (c).
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recovery calculations.
For the calculation of gprecursor we have added an ad-

ditional constraint on σobs: it can never fall below 5%, 10%, 
5%, 10%, 2.5%, or 10% of μobs for N2O, O3, NOy, Htot, Cly, 
or Bry, respectively. A “floor” on σobs is essential, because 
otherwise the quantitative evaluation of gprecursor is biased 
by altitudes where a measurement team might claim to 
have extraordinarily high accuracy, causing small differ-
ences between μobs and μCCM to be magnified by the low 
value of the denominator of Equation 6.1. The numerical 
values given above are based our assessment, based on 
many years of working with atmospheric chemistry meas-
urements, of how well each parameter is really known. The 
“floor” on σobs is analogous to “error inflation”, a process 
whereby the uncertainty of meteorological observations is 
increased prior to assimilation within Numerical Weather 
Prediction models (e.g., Whitaker et al., 2008; Hamill and 
Whitaker, 2005). It is reassuring that after application of 
this additional constrain on σobs, the resulting values of gpre-

cursor represent the visual impression gleaned from examina-
tion of many model/data comparison plots. The high value 
of 10% for O3 reflects the difficulty inherent in the compari-
son of the O3 vs. N2O relation measured at a single location, 
which is sensitive to the dynamical histories of the sampled 
air parcels, to a relation based on zonal monthly mean pro-
files from the CCMs. Also, for 35°N, Sept 1993, the MkIV 
instrument obtained observations on a successive sunset 
and sunrise (Sen et al., 1998). The observations were simi-
lar, except for O3 vs. N2O (Figure 6.8a). Atmospheric ob-
servations have revealed that the other tracer relations are 
much less sensitive to recent air mass history, owing to the 
longer photochemical lifetimes for NOy, Htot, Cly, and Bry 
compared to that for O3. The uncertainty in the observed 
value of O3 at a particular value of N2O, used to compute 
gprecursor, is based on whichever is larger: 10% of the mean 
value of O3 or the range of O3, defined as one-half of the 
measurement difference.

As noted above, Figure 6.8 shows the evaluation of 
the radical precursor fields at ~35°N for September 1993. 
The models have a range of skill for representation of 
radical precursors, with some models (i.e., WACCM and 
ULAQ) providing extremely realistic overall specifica-
tions. The measured profile of N2O is represented reason-
ably well by all models, with some indicating somewhat 
more (or less) descent than implied by the observation. The 
GEOSCCM and MRI models exhibit best agreement with 
this metric. The models exhibit a range of values for O3 
vs N2O, reflecting the sensitivity of this metric to recent 
airmass history. Nonetheless, ten of the models demon-
strate very good agreement (i.e., gprecursor > 0.70) with the 
observed range of O3 vs. N2O relation. The NOy vs. N2O 
relation is represented quite well by most of the models, 
with the exception of CAM3.5 (NOy much larger than ob-
servation) and MRI (NOy much less observation).

The models exhibit a range of values for Htot, with 
some models (especially CCSRNIES) exhibiting a too dry 
stratosphere and other models (especially CNRM-ACM) 
exhibiting excess moistness. Best simulations of Htot are 
achieved by AMTRAC, CAM3.5, GEOSCCM, MRI, 
SOCOL, ULAQ, UMSLIMCAT, and WACCM. The range 
of values for Htot may reflect the sensitivity of stratospheric 
H2O to small differences in tropopause temperature (see 
Section 6.3.3).

The CCMs exhibit a substantial range in the Cly vs. 
N2O relation, which is surprising because the loss process-
es of the source gases are well known and the surface abun-
dances have been specified for the REF-B1 simulation. 
Best agreement is achieved by CAM3.5, CMAM, EMAC, 
LMDZrepro, ULAQ, UMSLIMCAT, and WACCM. 
Simulated values of Cly at the top of the stratosphere for 
September 1993 range from a low of ~2.8 ppb (AMTRAC) 
to a high of ~3.8 ppb (CCSRNIES and SOCOL); observa-
tions suggest an actual value of ~3.25 ppb, as indicated. 
The chlorine loading of the CCM runs is discussed in more 
detail in Section 6.3.3.

Inorganic bromine (Bry) is the radical precursor field 
that varies the most among the CCMs. The Bry vs. N2O 
relation exhibits a large amount of model to model vari-
ability. The REF-B1 calculation was supposed to be carried 
out with stratospheric bromine supplied only by CH3Br and 
halons. Some models (i.e., CCSRNIES, LMDZrepro, MRI, 
SOCOL, and UMSLIMCAT) also apparently allow for the 
influence of very short-lived bromocarbons on stratospher-
ic Bry (see Section 6.3.3 for a full discussion). Other mod-
els (i.e., CAM3.5 and EMAC) archived lower values of 
Bry than should be present in the mid-latitude stratosphere 
during September 1993.

Figure 6.9 shows a comparison of zonal monthly 
mean values of radicals (HOx, NOx/NOy, ClO/Cly, and 
BrO/Bry) from each CCM to the 24-hour average value of 
the radicals found using the PSS box model, constrained by 
profiles of T, O3, H2O, CH4, CO, NOy, Cly, Bry, and sulfate 
SAD from the various CCMs. (Similar plots for O(3P) and 
O(1D) are provided in Figure 6S.2 of the Supplementary 
Material). Metrics, in this case gRADICAL (numerical values 
given on each panel) are again found using Equation 6.1, 
with n = 3, σ = √(σCCM

2 + σPSS
2), and the other CCM terms 

described as above. Here, μobs = μPSS and represents 24-hour 
abundance of radicals found using the latitude, solar decli-
nation angle for each CCM from a full diel simulation, and 
the summation is carried out for the N CCM model levels 
between the tropopause and 1 hPa (between the tropopause 
and 5 hPa for BrO/Bry). Again, negative values of g are set 
to zero. The quantity σPSS represents the variability of the 
PSS output found by perturbing, relative to the baseline 
run, values of nine input parameters given above by the 
standard deviation, about the zonal mean, of these quanti-
ties from each CCM. This variability is represented by the 
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Figure 6.9: Comparison of zonal monthly mean profiles of radicals from CCM models (coloured lines and 
symbols) versus 24-hour average radical profiles found using a PSS box model constrained by profiles of T, 
O3, H2O, CH4, CO, NOy, Cly, Bry, and sulfate SAD from the various CCMs for 35°N in September 1993. The 
PSS model was run for CCM model levels from the tropopause (dashed lines) to 1 hPa. The PSS model uses 
the latitude of the CCM output that is closest to 35°N and solar declination corresponding the the mid point of 
the monthly mean. Numerical values of g and the chemical kinetics in the simulation are given (see text). The 
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coloured error bars represent the standard deviation about the zonal monthly mean for various days used to 
compute the mean. The black error bars represent the sensitivity of PSS output to variability in the CCM pro-
files of radical precursors. Results for HOx, NOx/NOy, ClO/Cly, and BrO/Bry are shown, respectively, in panels 
(a), (b), (c), and (d). For the MRI model, results are shown with and without production of HCl by the chemical 
reaction ClO+OH (see text). For AMTRAC, CAM3.5, CCSRNIES, CMAM, CNRM-ACM, MRI, SOCOL, ULAQ, 
and UMUKCA-METO, results are shown with and without consideration of the reaction BrONO2+O (see text).
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black error bars in Figures 6.9. Typically, σPSS peaks in the 
lowermost stratosphere, reflecting the sensitivity of radi-
cals to zonal asymmetry in this region of the atmosphere. 
For the calculation of gRADICAL, the value of σPSS is floored 
at 5% of the value of μPSS (the figures show σPSS before 
this floor is imposed). Flooring σPSS at a modest, non-zero 
value is crucial to the proper use of the PSS model to assess 
the chemical mechanism within CCMs, because often the 
radical profiles found from a CCM model will follow the 
general shape of the PSS profile, but be 3 to 5% systemati-
cally high (or low) at many levels. If we allowed σPSS to 
reflect only the propagation of variability in the precursors 
through the PSS model, the calculation of gRADICAL would be 
biased whenever the variance about the zonal-mean of the 
radical precursors (from the CCM) leads to very small per-
turbations in radical fields (i.e., whenever an unduly small 
value for the denominator of Equation 6.1 is found).

We chose O(3P), O(1D), HOx, NOx/NOy, ClO/Cly, 
and BrO/Bry as our basis for comparison because these 
species participate in the crucial rate limiting steps for loss 
of ozone and/or other long-lived stratospheric gases. The 
ratios NOx/NOy, ClO/Cly, and BrO/Bry are used because 
these quantities are less sensitive to dynamical variability 
than values of NOy, ClO, and BrO. Presumably, if the PSS 
model, using precursor fields from the CCM, accurately 
simulates the values of O(3P), O(1D), HOx, NOx/NOy, ClO/
Cly, and BrO/Bry found by the CCM, then both models 
represent a “chemical mechanism” in a similar manner.

Figure 6S.2a shows comparisons for O(3P). With the 
exception of the MRI model, the comparisons are uni-
formly very good to excellent (note: three of the CCM 
groups failed to archive fields of O(3P)). Larger differences 
are found for O(1D) (Figure 6S.2b). The values of gRADICAL
range from a high of 0.83 (CAM3.5) to a low of 0.23 
(MRI), with four CCM groups failing to archive fields of 
O(1D).

The shape and magnitude of the HOx profile found by 
the PSS simulation agrees well with the profile found by 
most CCMs (Figure 6.9a). Differences are typically larg-
est in the lower stratosphere, where the influence of zonal 
asymmetry is largest (highest values of σPSS). Profiles of 
HOx reported by AMTRAC, CMAM, LMDZrepro, ULAQ, 
UMSLIMCAT, and WACCM are simulated in a very good 
to excellent manner. The shape and magnitude of the NOx/
NOy ratio from the various CCMs, as for HOx, is gener-
ally simulated quite well by the PSS model (Figure 6.9b). 
Excellent agreement is achieved for EMAC, LMDZrepro, 
and WACCM.  The large differences between the PSS sim-
ulation and the value of NOx/NOy archived in the lower 
stratosphere by a few of the CCMs suggests either misrep-
resentation of sulfate SAD within the PSS model (fields of 
sulfate SAD were not archived by CCM groups with some 
of the largest differences) or else the effect of volcanic aer-
osols on chemical composition is represented in a different 

manner by the respective models compared to the repre-
sentation in the PSS model. In general, when the value of 
NOx/NOy in the lower stratosphere from the PSS model 
exceeds the value from a CCM (i.e., UMSLIMCAT), then 
the value of HOx from the PSS model falls below the value 
from the CCM (UMSLIMCAT). When NOx/NOy from 
PSS falls below that from a CCM (i.e., UMUKCA-METO 
and MRI), then generally HOx from PSS exceeds that of 
the CCM. This interplay between the two radical families 
is “as expected” (e.g., Wennberg et al., 1994); it is reassur-
ing to see this characteristic of the comparisons shown in 
Figures 6.9a and 6.9b.

Figure 6.9c shows the comparison for ClO/Cly. In 
nearly all cases, the PSS and CCM profiles follow a simi-
lar shape. However, for some CCMs, the magnitudes are 
quite different. Best agreement is achieved for CMAM, 
CNRM-ACM, EMAC, LMDZrepro, UMSLIMCAT, and 
WACCM. The peak value of ClO/Cly is highly overes-
timated, with respect to the PSS simulation, by the MRI 
model. This overestimate is due in part to the neglect of 
the ClO + OH → HCl product channel in the MRI model 
(Table 6S.1). We have conducted another PSS simulation 
neglecting this product channel, to better approximate the 
chemical mechanism used by MRI. Neglecting this prod-
uct channel results in a profile for ClO/Cly that lies closer 
to the MRI profile (dotted line, MRI panel, Figure 6.9c), 
but the MRI value of ClO/ClOy still exceeds the PSS value. 
For the computation of the gRADICAL, we have used the PSS 
simulation that includes the HCl product channel, because 
production of HCl by ClO+OH is a key component of the 
“standard” stratospheric photochemical mechanism in use 
for the past decade. The profile of ClO/Cly is somewhat 
overestimated by GEOSCCM, near the peak, for reasons 
that are unclear. For ULAQ, values of ClO/Cly are strong-
ly under-estimated in the upper stratosphere and strongly 
overestimated in the lower stratosphere. Use of a linear co-
ordinate for the horizontal axis obscures some important 
differences in the lower stratosphere, such as the presence 
of quite large values of ClO/Cly by the CNRM-ACM and 
SOCOL models.

Figure 6.9d shows the comparison for BrO/Bry. 
For the 2 CCMs that use JPL-2002 kinetics (EMAC and 
GEOSCCM) as well as the 3 CCMs that use JPL-2006 ki-
netics and include the BrONO2+O reaction (LMDZrepro, 
UMSLIMCAT, and WACCM), one PSS curve is shown. 
For the other 7 CCMs, the results of PSS simulations both 
including and neglecting this reaction are shown. The nu-
merical value of gRADICAL, in all cases, represents the best 
PSS representation of the CCM chemistry, as given in 
Table 6S.3. Since the PSS simulation diverges from many 
(but not all) of the CCMs at low pressure, where bromine 
chemistry is not important, we use 5 hPa as the maximum 
altitude for the calculation of gRADICAL for this ratio. Finally, 
the UMSLIMCAT group has archived BrO + Br, rather 
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than BrO, resulting in the display of a different quantity 
for this CCM.

The CCMs exhibit a wide range of variability for the 
representation of BrO/Bry (Figure 6.9d). Best agreement 
with the PSS model is achieved for CCSRNIES, CNRM-
ACM, EMAC, LMDZrepro, MRI, UMSLIMCAT, and 
WACCM. Some of the other models (i.e., SOCOL, ULAQ, 
and UMUKCA-METO) exhibit considerable differences 
with respect to the PSS simulation.

Figure 6.10 represents grades for gPRECURSOR and gRADICAL
for the 35°N, Sept 1993 simulation from all of the mod-
els. The values of these metrics shown in Figures 6.7, 6.8 
and 6.9 are represented by the shaded squares, as indicated. 
Two new pieces of information are represented in Figure 
6.10: 

1.  An additional metric, a measure of the tropospheric 
abundance of Cly in each CCM (termed Cly Tropos), 
has been added; 

2.  the cell for BrO/Bry has been split, with the left side 
representing the metric when the BrONO2+O reac-
tion is included (if JPL-2006 kinetics are used in 
the CCM) and the right side representing the metric 
when this reaction is excluded (if JPL-2006 kinetics 
are used in the CCM and this reaction was not in-
cluded in the chemical mechanism, as shown in Table 
6S.2).

The additional metric for Cly Tropos was assessed by 
examination of the value of Cly at 500 hPa archived by 
each CCM for 35°N, Sept 1993. Some of the CCM models 
have high (i.e., >> 50 ppt) levels of Cly extending from 
the surface to the tropopause that impacts the model val-
ue of Cly throughout the lowermost stratosphere (LMS); 
these models will undoubtedly have a different sensitivity 
of O3 to changes in temperature in the LMS compared to 
models with near zero (<< 50 ppt) of Cly from the surface 
to the tropopause. Models with high values of Cly Tropos 
have the potential for chlorine activation in the extra-po-
lar LMS as temperature approaches 198 K that will affect 
ozone much more strongly than for the models with Cly 
Tropos ≈    0. The metric for Cly Tropos assumed μobs = 
0 and σobs = 50 ppt, which proved to be an excellent dis-
criminate between models with Cly Tropos ≈ 0 and models 
with excessive Cly Tropos (which is clearly associated with 
elevated levels of Cly in the LMS within these models). 
The CCSRNIES, CNRM-ACM, MRI, SOCOL, ULAQ, 
and UMUKCA-METO models have Cly >> 50 ppt at the 
tropopause and throughout the troposphere, whereas the 
AMTRAC, CAM3.5, EMAC, GEOSCCM, LMDZrepro, 
and WACCM models have Cly << 50 ppt for these regions 
of the atmosphere. In general, models with high values of 
Cly in the troposphere also archived high values of Bry (>> 
2 ppt) in the troposphere (we did not develop a metric for 
Bry  Tropos).

The metric for BrO/Bry in Figure 6.10 was split to 
indicate the sensitivity of the fast chemistry evaluation to a 
single chemical reaction and to incorporate, into the overall 
total fast chemistry metric, a quantification of the failure 
of some CCM groups to properly represent the JPL-2006 
chemical mechanism. It is important to note that the same 
numerical value is given on both sides of the BrO/Bry grad-
ing cell for CCMs that either used JPL-2002 kinetics (the 
BrONO2+O reaction was not included in JPL-2002) or else 
used JPL-2006 kinetics and represented this reaction. The 
values on the top and bottom side of the BrO/Bry grading 
cell thus differ only for CCMs that used JPL-2006 kinet-
ics and neglected this new reaction. For 7 of the 8 models 
that neglected the BrONO2+O reaction, the metric on the 
right hand side of the BrO/Bry cell improves when this re-
action is neglected within the PSS simulation (the excep-
tion is MRI, a model for which the simulation of NOx is 
not matched by PSS). This behaviour suggests that the fast 
chemistry evaluation has the fidelity to assess the inclusion 
(or neglect) of a single chemical reaction within a complex 
CCM.

The last column of Figure 6.10 represents the total 
fast chemistry metric for the 35°N, Sept 1993 simulation. 
The numerical value is the mean of all available metrics 
(precursors, radicals, and sulfate SAD). The mean of the 
two BrO/Bry values is used, representing a compromise 
to take into consideration the neglect of an important new 
chemical reaction by the CCM groups that used JPL-2006 
kinetics but omitted this BrONO2+O reaction, while at the 
same time factoring into the grade how well the CCM fares 
when this reaction is also neglected within the PSS simula-
tion. The total metric includes a demarcation if sulfate SAD 
was not reported (*), if the CCM did not use JPL-2006 
kinetics (◊), and if the CCM group failed to provide ad-
equate information to participate in the fast chemistry eval-
uation (×). Overall, the CMAM, EMAC, UMSLIMCAT, 
and WACCM models fared best in the fast chemistry met-
ric for Sept 1993, with the AMTRAC, GEOSCCM and 
LMDZrepro models not far behind.

We conclude this section with a brief, albeit very im-
portant summary of the fast chemistry evaluation for 22°N, 
February 1996. Data used for this evaluation were obtained 
by instruments aboard the NASA ER-2 aircraft during the 
STRAT campaign (e.g., Lanzendorf et al., 2001; Weinstock 
et al., 2001; Dessler, 2002). Figure 6.7 shows profiles of 
sulfate SAD for this period. As is well known, the highly 
perturbed volcanic aerosol characteristic of September 
1993 had fallen considerably by February 1996 (note the 
different scales used for the horizontal axes in Figure 6.7).

We have repeated the entire analysis (precursors and 
radicals) for February 1996. Figures analogous to those 
shown for the September 1993 time period can be found in 
the Supplementary Material (Figures 6S.3, 6S.4, and 6S.5). 
Here, in Figure 6.11, we show only scatter diagrams of 
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the values of: gPRECURSOR (N2O profiles; O3, NOy, Htot, Cly, 
and Bry all vs. N2O; Cly Tropos) for the Feb 1996 vs. Sept 
1993 evaluations (top panel); gRADICAL (sulfate SAD, O(3P), 
O(1D), HOx, NOx/NOy, ClO/Cly, and BrO/Bry) for the Feb 
1996 vs. Sept 1993 evaluations (middle panel); and total 
fast chemistry metric for the Feb 1996 vs. Sept 1993 evalu-
ations (bottom panel). Numerical values of the respective 
metrics (mean of the Feb 1996 and Sept 1993 evaluations) 
are given in the list to the right of each figure, placed in 
order of the total overall fast chemistry metric (bottom 
panel). In all cases, the metrics scatter about the 1:1 line. 
For the precursors, the notable outliers are the N2O profile 
and the O3 vs. N2O relation for MRI (this model exhibits 

much better agreement with Sept 1993 observations than 
with Feb 1996 data). Removing these two outliers results 
in a value for r2 of 0.67 and a slope of 1.01, for the rest of 
the evaluation points. Therefore, the metric for a particular 
precursor from a specific CCM for the first time period is 
generally a good predictor of the metric for the second time 
period. For the radicals, the notable outliers are sulfate 
SAD for GEOSCCM and ULAQ as well as O(1D), HOx, 
and O(3P) from ULAQ. The outlier for sulfate SAD from 
GEOSCCM is due to use of background aerosol loading 
at all times. The sulfate SAD used by ULAQ bears a clos-
er relation to the climatology for Feb 1996 than for Sept 
1993, for reasons that are unclear. It is also not clear why 

Figure 6.10: Metrics for (bottom) radical precursors and (top) sulfate surface area and radicals for a simulation 
carried out at 35°N, September 1993. The same dark shade of blue is used for 0.8 < g < 1.0, reflecting that 
there is little significance in differences that fall within this range of values. The symbol X denotes CCM output 
not archived; ◊ denotes use of JPL-2002 kinetics, and * denotes sulfate SAD not archived (see text). For model 
that used JPL-2006 kinetics and neglected the BrONO2+O reaction, two grades are given for the evaluation of 
BrO/Bry (see text).
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the good to very good ability of the PSS model to simulate 
O(3P), O(1D), and HOx within ULAQ for Sept 1993 is not 
reflected in the Feb 1996 comparisons (see Figure 6S.4). 
Removal of these five outliers results in a value of r2 of 
0.65 and a slope of 0.98.

The total fast chemistry metrics (cells titled “Total” 
in Figure 6.10 and Figure 6S.5) exhibit a strong correla-
tion (r2 = 0.78; slope = 1.02) considering all of the evalua-
tion points (right panel, Figure 6.11). This scatter diagram 
demonstrates the robustness of the conclusions of the fast 
chemistry evaluation. Some of the models (WACCM, 
EMAC, GEOSCCM, CMAM, UMSLIMCAT, AMTRAC) 
have implemented a more realistic representation of fast 
chemistry than the models that rank on the low end of this 
metric. In all cases, performance in the Sept 1993 evalua-
tion is an excellent predictor (78% of the variance) of the 
performance in the Feb 1996 evaluation.

6.3.3 Evaluation of  Reservoir and Long- 
Lived Chemistry

6.3.3.1 Tracer-tracer correlations

A concise way of inter-comparing important aspects 
of CCM results, and identifying model-model differenc-
es, is by plotting correlations of long-lived tracer fields. 
These correlations can be used to investigate transport 
properties (see Chapter 5), but also reveal some chemi-

cal information. Section 6.3.2 used correlations to analyse 
radical precursors near the locations of balloon flights, 
but in this section we use them to condense multi-annual 
global data sets. Figures 6.12 to 6.14 show the CH4:N2O, 
CH4:H2O and NOy:N2O correlations from the last 10 years 
of the REF-B1 runs of 17 CCMs (no data was provided 
from UMETRAC). Figures 6.12 to 6.14 also show corre-
sponding ENVISAT Michelson Interferometer for Passive 
Atmospheric Sounding (MIPAS) data. This data was pro-
duced using the University of Oxford Retrieval (A. Dudhia, 
personal communication, 2009). Other MIPAS retrievals 
exist but the choice of data set should not be critical for 
the comparisons (species and spatial averaging) performed 
here.

For CH4:N2O (Figure 6.12) most CCMs produce a 
compact correlation in good agreement with the straight-
line fit inferred from ER-2 and MIPAS data down to 50 
ppbv N2O. The ER-2 data corresponds to the lower strato-
sphere and so represents a sub-sample of the global MIPAS 
data. The altitude variation of the correlation (indicated by 
the colours) is also quite similar between many models. 
The lower resolution ULAQ model gives a larger spread 
in the correlation than other models, but then so does the 
MIPAS data. The low-lid E39CA model diverges from the 
straight line correlation at the lowest values of CH4 and 
N2O, although the other model with a relatively low lid, 
CAM3.5, performs well.

Figure 6.13 is a similar plot for CH4 and H2O. In the 
stratosphere, the oxidation of CH4 will lead to the produc-

Figure 6.11: (Left panel): Scatter plot of metrics for the radical precursors for the simulation carried out at 35°N, 
September 1993 (horizontal axis) vs. metrics for the same quantities from the 22°N, February 1996 simulation 
(vertical axis). (Middle panel): Scatter plot of metrics for sulfate surface area and radicals for the simulation car-
ried out at 35°N, September 1993 vs. metrics for the same quantities from the 22°N, February 1996 simulation. 
For models that archived all quantities, points represent the metrics for sulfate SAD, O(3P), O(1D), HOx, NOx/
NOy, ClO/Cly, and BrO/Bry from both time periods. The geophysical quantity associated with the various outliers 
is denoted (see text). (Right panel): Scatter plot of the total fast chemistry metric (last column of Figure 6.10 and 
Figure 6S.5) for the simuation carried out at 35°N, September 1993 vs. metrics for the same quantities from the 
22°N, February 1996 simulation. The metric points, excluding the outliers, have a variance (r2) of 0.67, 0.65, 
and 0.78 for the three panels, respectively, indicating that about two-thirds of the variance in the precursor and 
radical metrics, and almost 80% of the variance of the overall fast chemistry metrics is common between both 
time periods. Slopes of a linear least squares fit are also indicated; for the precursor and radical evaluations, 
these slopes have been forced to pass through the origin.

Fast Chemistry Evaluation

Precursors

Outliers Removed:
Slope = 1.01 (through origin)
r2=0.67

September 1993

Fe
br

ua
ry

 1
99

6

1.00.80.60.40.20.0

1.0

0.8

0.6

0.4

0.2

0.0 O3 vs N2O

N2O Profile

0.85  WACCM
0.81  GEOSCCM

0.73  EMAC
0.73  AMTRAC3

0.73  ULAQ
0.70  CAM3.5
0.69  CMAM
0.66  UMSLIMCAT
0.57  UMUKCA-METO
0.56  LMDZrepro
0.51  SOCOL
0.50  CNRM-ACM
0.48  CCSRNIES
0.47  MRI

Radicals

Sulf_Sad

Sulf_Sad

September 1993

Fe
br

ua
ry

 1
99

6

1.00.80.60.40.20.0

1.0

0.8

0.6

0.4

0.2

0.0

Outliers Removed:
Slope = 0.98 (through origin)
r2=0.65

O1D HOx
O3P

0.86  WACCM

0.63  GEOSCCM

0.78  EMAC

0.67  AMTRAC3

0.36  ULAQ

0.63  CAM3.5

0.75  CMAM

0.78  UMSLIMCAT

0.59  UMUKCA-METO

0.76  LMDZrepro

0.41  SOCOL

0.68  CNRM-ACM

0.60  CCSRNIES

0.47  MRI

Overall

September 1993

Fe
br

ua
ry

 1
99

6

1.00.80.60.40.20.0

1.0

0.8

0.6

0.4

0.2

0.0

Slope = 1.02 (through origin)
r2=0.78 0.86  WACCM

0.72  GEOSCCM

0.75  EMAC

0.70  AMTRAC3

0.54  ULAQ

0.67  CAM3.5

0.72  CMAM

0.71  UMSLIMCAT

0.57  UMUKCA-METO

0.64  LMDZrepro

0.48  SOCOL

0.59  CNRM-ACM

0.54  CCSRNIES

0.47  MRI



Chapter 6: Stratospheric Chemistry214

tion of up to 2 molecules of H2O (the alternative minor 
ultimate product is H2). In contrast to N2O, there is there-
fore a direct chemical link between these two tracers. As 
expected the CCMs generally show large mixing ratios 
of water vapour in the troposphere (i.e., for large CH4), a 
minimum in the lower stratosphere followed by an increase 
in the stratosphere as CH4 decreases. The variation in strat-
ospheric maximum H2O as a function of CH4 in most mod-

els tends to follow the line Htot = 7 ppmv (although the 
MIPAS data indicates Htot may be 0.5-1.0 ppmv larger than 
this). Notable exceptions to this behaviour are: CCSRNIES 
which shows small lower stratosphere H2O mixing ratios 
and only a small stratospheric increase (i.e., less than 2 mol-
ecules H2O per CH4 oxidised); UMUKCA-METO, which 
shows similar smaller stratospheric H2O and a smaller 
stratospheric production, and also LMDZrepro. A failure 

Figure 6.12: Correlation of CH4 (ppmv) vs. N2O (ppbv) for zonal-mean monthly-mean output from the final 10 
years of REF-B1 runs from 17 CCM runs and MIPAS data. The solid line is the best fit to the model/satellite 
data sampled between 60°N-60°S, 70-0.5 hPa. The dashed line shows the equation N2O (ppbv) = 261.8CH4 
(ppmv) – 131, which is a fit from lower stratospheric ER-2 data (see Kawa et al., 1993).
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of a model to reproduce this slope of 2 indicates a failing 
of the chemistry. The CNRM-ACM model appears to have 
a slope slightly larger than 2 and a stratosphere that is too 
moist. Other models reproduce the stratospheric slope of 2 
but have lower stratospheric H2O overall due presumably 
to different input at the tropical tropopause. This is not a 
failing of the chemistry scheme, which is being evaluated 
here, but these low H2O mixing ratios will have an impact 
on calculated model HOx, for example.

N2O is the main source of stratospheric NOy and in 
the CCMVal runs the only source considered. ��������������Overall, stra-
tospheric N2O has 3 destruction channels:

		  N2O + hν → N2 + O	 (6.2a)

		  N2O + O(1D) → 2NO	 (6.2b)

		  N2O + O(1D) → N2 + O2	 (6.3c)

Section 6.3.2 examined the NOy:N2O correlation for 

Figure 6.13: Correlation of CH4 (ppmv) vs. H2O (ppmv) for zonal-mean monthly-mean output from the final 10 
years of REF-B1 runs from 17 CCMs and MIPAS data. The solid line is the best fit to the model/satellite data 
sampled between 60°N-60°S, 70-0.5 hPa. The dashed line shows the equation H2O + 2CH4 = 7 ppmv.
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a specific location in September 1993. Figure 6.14 shows 
the global correlation of these two species. MIPAS NOy 
has been calculated using observed night-time NO2, HNO3, 
N2O5 and ClONO2. At lower altitudes (high N2O) there 
is generally a straight line correlation. The slope of this 
depends on the modelled yield of NOy from N2O (6.2b, 
around 6%), compared to the loss by the other channels 
(mainly 6.2a, but also 6.2c). For some models there is 

a variation of this slope at high N2O with, for example, 
SOCOL, UMUKCA-UCAM, UMUKCA-METO and 
CAM3.5 giving a higher yield. Consequently the range of 
peak NOy in the mid-stratosphere in these models varies 
from 17 to 25 ppbv. The turn-over of the correlation and 
low N2O is caused by loss of NOy through:

		  NO + hν	 → N + O	 (6.3)

Figure 6.14: Correlation of NOy (ppbv) vs. N2O (ppbv) for zonal mean monthly mean output from the final 10 
years of REF-B1 runs from 16 CCMs (no E39CA results). The solid line is the best fit to the model/satellite data 
sampled between 30°N-30°S, 70-10 hPa. The dashed line shows the equation NOy (ppbv) = 20.0 – 0.0625N2O 
(ppbv), based on mid-latitude balloon profiles and ER-2 data (see Kondo et al., 1996).
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		  NO + N	→  N2 +O	 (6.4)

There is a large variation in the shape of this turn-over. 
This will be partly related to large differences in J-NO 
(see Section 6.3.1). Figure 6.14 also reveals the impact of 
Antarctic denitrification. All models show this, but the den-
itrification appears larger in some models, e.g., WACCM 
appears to have the most extensive denitrification, while 
some models have little or none. This is discussed in more 
detail in Section 6.3.4.

The agreement of these tracer-tracer correlations with 
observations in the stratosphere has been quantified in the 
following way: 

1.  The difference between the fitted stratospheric slopes 
between a model and observations (see figures) is 
calculated. 

2.  If this difference is larger than 3x the observed slope 
then the score = 0.1. 

3.  If this difference is greater than 2x the observed 
slope, but less than 3x, then the score = 0.2. 

4.  Otherwise the score is calculated using Equation 
(6.1) with n = 2 and error (s) in the estimated slope 
= 1%. 

The multi-model mean is calculated by summing the slopes 
from all the models and following the same procedure as 
steps (2)-(4). Figure 6.15 shows the results of this grading 
for the 3 tracer-tracer correlations. The grades for CH4:N2O 
are uniformly high showing that this is well modelled. For 
most models, the score for CH4:H2O is also high, but lower 
scores apply to the models which do a poor job of strat-
ospheric H2O. For NOy:N2O the scores are again generally 
good with lower scores for CAM3.5, NiwaSOCOL and 
SOCOL.

6.3.3.2 Comparison with satellite 
climatologies

This section compares climatologies of long-lived 
and reservoir species from the CCMs with satellite data. 
We compare the mean annual cycle at two altitudes (1 hPa 
and 50 hPa) and 3 latitude bands (30°S-60°S, 15°N-15°S, 
60°N-30°N) and mean annual profiles in the same regions. 
Satellite climatologies of relevant species have been pro-
vided from MIPAS (Oxford retrieval, A. Dudhia, per-
sonal communication, 2009), the Atmospheric Chemistry 
Experiment FTS instrument (ACE-FTS) (A. Jones and 
K. Walker, personal communication 2009; Bernath et al., 
2005), ODIN (J. Urban, personal communication 2009, 
Murtagh et al., 2002) and SCIAMACHY (A. Rozanov and 
B. M. Sinnhuber, personal communication, 2009; Rozanov 
et al., 2005; Sinnhuber et al., 2005). We do not have space 
here to show all comparisons; the Supplementary Material 
contains further plots (Figures 6S.6 to 6S.9).

Figures 6.16 and 6.17 compare the mean annual cy-

cles at 50hPa, 30°N-60°N, and annual mean profiles at 
30°S-60°S, respectively for a range of species. For CH4 
UMUKCA-METO and UMUKCA-UCAM give values 
which are only around 1.0 ppmv at 50 hPa compared to 
the observed 1.4 ppmv, presumably as a consequence of 
their slow stratospheric circulation (Chapter 5). The two 
models with relatively low lids, E39CA, and to a lesser ex-
tent CAM3.5, overestimate lower stratosphere CH4, prob-
ably as they do not treat loss at higher levels. The H2O 
comparisons again show the large variation seen in CCMs 
discussed earlier. For CO the majority of models over-
estimate the observations in the mid-lower stratosphere 
with CCSRNIES being particularly large, followed by 
MRI, SOCOL, CNRM-ACM, NiwaSOCOL, UMUKCA-
METO, LMDZrepro, and CMAM. For HCl there is, over-
all, a larger than expected spread in the model results, bear-
ing in mind that this is the largest contributor to inorganic 
chlorine, which in itself should be well constrained in the 
REF-B1 experiment. At 50 hPa the UMUKCA-METO 
model has very large values (over 2 ppbv), although the 
agreement with the profile is reasonable at higher altitudes. 
The CCSRNIES, NiwaSOCOL, and SOCOL models also 
have larger mixing ratios than observed. These upper 
stratospheric mixing ratios exceed that possible based on 
the REF-B1 halocarbon scenarios (see discussion of total 
chlorine below). For ClONO2 models tend to capture the 
mid-latitude seasonal cycle albeit with a spread of values. 
The MRI model gives significantly larger values than the 
other models. The picture is similar for HNO3, although in 
this case the UMUKCA-UCAM model has anomalously 
large values, e.g., ~10 ppbv at 50 hPa in the mid-latitudes. 
For N2O5 UMUKCA-METO this time has large values in 
the lower stratosphere and upper troposphere. A detailed 
comparison for this species would have to allow for its di-
urnal cycle, but this discrepancy, which is not shown by 
other models, is much larger than any issue to do with that. 
While the differences in HCl between the two versions of 
UMUKCA can be explained by different assumptions of 
tropospheric HCl loss (see Chapter 2), it is not clear why 
these two models should differ for other chemical species 
and their relative partitioning. Figures 6.16 and 6.17 also 
show comparisons of CCM climatologies of NO2 and BrO, 
averaged over 24-hours in the TM2z output, with satel-
lite observations made at a fixed local time but converted 
to a 24-hour mean using a photochemical model (B. M. 
Sinnhuber, personal communication, 2009). Despite this 
approximation the comparisons indicate whether the mod-
els capture the observed seasonal cycles in these species. 
(A detailed evaluation of the radicals is provided in Section 
6.3.2). For NO2 models do capture the shape of the sea-
sonal cycle, with ULAQ spanning the models and observa-
tions at the high end and SOCOL at the low end. For BrO 
the comparison is complicated by the fact that the REF-B1 
scenario is defined without bromine from very short-lived 
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species. Therefore, the models should under-estimate strat-
ospheric Bry by around 5 pptv (WMO, 2007), although 
many CCMs included extra bromine (see below). The fig-
ure shows that the CCMs have a wide range in average 
BrO. Many models under-estimate the observed 24-hour 
mean values.

The comparison between the CCMs and satellite data 
for the selected altitudes and latitude regions was quanti-
fied as follows: 

1.  For every month, we calculated absolute differences 
(model-observation) on two levels, 1 hPa and 50 hPa. 

2.  If this difference is more than 3x the observational 
mean we assign a score = 0.1. 

3.  If this difference is more than 2x the observational 
mean, but less than 3x, we assign a score = 0.2. 

4.  If this difference is less than the observational mean 
we calculate the score using Equation (6.1) assuming 
all the observational data have 10% error (σ) and n = 
3 (scaling factor). 

We then average all the scores for all the months and lati-
tude bands for 50 hPa and 1 hPa. Multi-model means are 

calculated by summing monthly mean values from all the 
CCMs and then calculating the differences between multi-
model mean - observational mean and then following steps 
(2) – (4).

Figure 6.15 shows the results of the grading for the 
comparison with the satellite climatologies. There are 
some tests for which all of the models tend to score lower, 
e.g., ClONO2 and N2O5, which may indicate some bias in 
the observations.

6.3.3.3 Long-term variations

Long-term observations provide data to test another 
component of the chemical models. Multi-annual satel-
lite missions provide global altitude-resolved observations 
of trace gases from the early 1990s. In addition, observa-
tions from the Network for the Detection of Atmospheric 
Composition Change (NDACC) provide long-term data 
sets at certain ground-based sites which extend from the 
1980s or 1990s to the present day. These data can be used 
to check the modelled variability (e.g., annual cycle, vol-

Figure 6.15: Grading plot for 18 CCMs (although no grades for UMETRAC) for tracer-tracer correlations, com-
parisons with the mean annual cycle (at 1 hPa and 50 hPa) and mean vertical profiles of a range of tracers in 3 
latitude bands. Also shown is the score of the multi-model mean (MMM).
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Figure 6.16: Mean annual cycle for 30°N-60°N at 50 hPa for modelled CH4 (ppmv), H2O (ppmv), CO (ppbv), O3 
(ppmv), HCl (ppbv), ClONO2 (ppbv), HNO3 (ppbv), N2O5 (ppbv), NO2 (ppbv) and BrO (pptv). The CCM data is 
taken from the T2Mz files (2000-2004, except for the E39CA model 1996-2000). Also shown are corresponding 
satellite observations from MIPAS (CH4, H2O, O3, ClONO2, HNO3, N2O5, NO2; filled circles), ACE (NO2, HNO3, 
CO, HCl; triangles), ODIN (HNO3, crosses) and SCIAMACHY (BrO; open circles). The error bars are the stan-
dard deviations in the monthly-mean values (except for ACE data).
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Figure 6.18: Time series of modelled zonal-mean (24-hour mean) trace gas abundance in the tropical upper 
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HALOE HCl by using the ratio of HCl/ClO from the EMAC model.
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canic influence) of key species which control stratospheric 
ozone.

Figure 6.18 shows modelled mean tracer variations 
in the tropical upper stratosphere (3 hPa) for selected 
species. The model zonal mean output was averaged be-
tween 5°S and 5°N. Also shown are observations from the 
HALOE instrument starting in 1991. For H2O this figure 
again shows the variation between the CCMs. The majority 
of models do agree fairly well with the observed 5 ppmv 
at this altitude. The CCSRNIES and LMDZrepro models, 
however, are very dry (only 2 ppmv H2O at this altitude), 
while EMAC and CMAM are slightly dry. In contrast, the 
MRI model is too moist (over 6 ppmv). CNRM-ACM is 
exceptional among the models for showing significant 
enhancements in H2O around 1985 and 1994, following 
the volcanic eruptions. For OH and HO2 the models tend 

to show similar values with little interannual variability, 
though the spread in OH is larger. The very dry models 
(CCSRNIES and LMDZrepro) show the smallest values of 
HO2, but only LMDZrepro has correspondingly low OH. 
ULAQ, SOCOL and NiwaSOCOL have the largest values 
of OH. For CH4 the models show a lot of model-model dif-
ferences (e.g., due to different circulation rates) and there 
is a large degree of interannual variability, presumably 
due to the equatorial QBO. For NO2, ULAQ (which also 
has large interannual variability) and NiwaSOCOL show 
relatively large values. For HCl the CCMs reproduce the 
increasing trend through to 1997, followed by the turn-over 
and decrease. However, the AMTRAC3 model, for which 
we cannot assess the source gas loading and distribution, 
has significantly lower HCl than HALOE. The models with 
the highest HCl (i.e., over 3 ppmv at this altitude in the 

Figure 6.19: Comparison of observed column abundances (molecules cm-2) of HCl, ClONO2, and HCl + 
ClONO2 at Jungfraujoch (45°N) with output from REF-B1 simulations.
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Figure 6.20: Comparison of observed column abundances (molecules cm-2) of NO2 at Jungfraujoch (45°N) 
for (a) sunrise and (b) sunset observations with output from REF-B1 simulations. The modelled 24-hour mean 
output (from zonal-mean files) have been converted to sunrise and sunset values using ratios of sunrise and 
sunset columns to 24-hour mean columns from the SLIMCAT 3D chemical transport model.

early 2000s – UMUKCA-METO, CCSRNIES, SOCOL, 
NiwaSOCOL) are those that have spurious excess chlorine 
(see discussion of Figure 6.21 below). For ClO a notable 
outlier is the MRI model, which has significantly too much 
ClO. This will be due to the omission in this model of the 
ClO + OH → HCl + O2 reaction (see Table 6S.2) which is 
important for the partitioning of inorganic chlorine (Cly) 
at this altitude. This means that the MRI model will have 
a much larger sensitivity of ozone to Cly increases in the 
upper stratosphere. For O3 itself, all of the models tend to 
produce a decrease through the 1970s and 1980s, although 
there is a spread of values in the models. This spread, in 
the region where ozone is photochemically controlled, will 
be due to differences in the abundance of radicals which 
destroy ozone at this altitude, differences in the produc-
tion rate from O2 photolysis, and differences in model tem-
peratures. Further comparisons of HO2, NO2 and ClO at 
lower altitudes are provided in the supplementary material 
in Figure 6S.10.

Figure 6.19 shows observations of column HCl, 
ClONO2, and their sum, at the Jungfraujoch station (45°N) 
along with CCM results for 45oN (from zonally averaged 
output). These two species are the main reservoirs for strat-
ospheric inorganic chlorine. The observations show an in-
crease in column HCl + ClONO2 until about 1998 followed 

by a decrease. The stratospheric trend in inorganic chlorine 
is expected to follow the tropospheric loading of organic 
chlorine (see Chapter 2) with a lag due to stratospheric 
transport time scales. Interestingly, at this station ClONO2 
appears to be decreasing relatively faster than HCl over 
the past decade in the observations, whereas the models do 
not show such a marked difference. Further analysis of this 
apparent discrepancy is not possible here. There is a large 
variation in the magnitude of the column HCl + ClONO2 
predicted by the models. The CCSRNIES and CNRM-
ACM models predict much larger columns (by about 40%) 
than the observations. This will be due, at least in part, to 
the larger chlorine loading in these models although col-
umn comparisons also depend sensitively on the shape of 
the model profiles in the lower stratosphere (where high-
er pressures mean a potentially large contribution to the 
column). In contrast, the CAM3.5 model under-estimates 
column HCl + ClONO2. Despite these differences in mag-
nitude, most models predict a similar long-term behaviour 
with a peak in inorganic chlorine in the late 1990s. The 
ULAQ and MRI models, however, maintain high chlorine 
until the end of the REF-B1 run. There are further differ-
ences between the models in terms of the partitioning of 
HCl and ClONO2. The MRI and UMUKCA-UCAM mod-
els compare well for HCl but overestimate ClONO2 while 
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SOCOL and NiwaSOCOL under-estimate this species.
Figure 6.20 compares column NO2 observed at 

Jungfraujoch with the available CCM output. As NO2, 
which is a key ozone-destroying radical, has a strong diur-
nal cycle the CCM zonal mean (i.e., 24-hour mean over dif-
ferent local times and different longitudes) output had to be 
converted to the time of the observations (sunrise and sun-
set) using output from the SLIMCAT chemical transport 
model. Note that this conversion is not necessarily self-
consistent because a different model is used in the conver-
sion of daily means into sunset/sunrise values. Again, there 
is a large variation in the magnitude of the column pre-
dicted by the models. While some models agree quite well, 
many other models overestimate the observations. In par-
ticular, column NO2 derived from CAM3.5. GEOSCCM, 

CNRM-ACM, NiwaSOCOL, ULAQ and SOCOL are up 
to a factor 2 larger than observations. WACCM appears 
to severely under-estimate the magnitude of the NO2 an-
nual cycle. The eruption of Mt Pinatubo in 1991 led to a 
decrease in column NO2 followed by an increase through 
the mid-1990s. Since almost all the models use prescribed 
sulphate surface area density, they are able to capture this 
long-term variation. This is not the case for GEOSCCM 
which was run with constant aerosol. The long-term trend 
in NOy and hence in NO2 (expected from the trend in its 
source gas, N2O) is too small to be visible in the time series 
of observations and model calculations.

We now analyse results from the REF-B2 simula-
tions from 1960 to 2100. The aim here is not to evaluate 
against observations but to check the CCMs for internal 
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Figure 6.21: Time series of total chlorine volume mixing ratio (sum of all inorganic and organic chlorine tracers) 
(ppbv) from 1960 to 2100 from 13 REF-B2 CCM simulations and the multi-model mean. A selection of averages 
within different latitude bands and at different altitudes are plotted. For reference, each panel also includes the 
total chlorine curve from the WACCM model at the surface (black dashed line).
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Figure 6.22: As Figure 6.21 but for total bromine mixing ratio (ppbv).

consistency in their chemical schemes and to verify that 
the models have used the recommended source gas bound-
ary conditions. Figures 6.21 and 6.22 plot the time series 
of total chlorine (Cltot) and total bromine (Brtot), respec-
tively, from the available models in selected latitude bins 
and at selected altitudes. These model curves have been 
constructed by summing all of the organic and inorganic 
chlorine or bromine species in the model. Many models 
employ a lumping scheme for minor halocarbons (see 
Chapter 2), but in these cases the contribution of chlorine 
and bromine is added to the tracers that are carried, and so 
this will not affect the total abundance. Therefore, ideally 
the total chlorine and bromine curves for all models at the 
surface should be consistent with the specified scenario. 
For any model, the total chlorine and bromine curves at 
high altitudes in the stratosphere should mimic the sur-
face (tropospheric) variation with a delay and smoothing 
reflecting the model mean age-of-air (see Chapter 5) and 

atmospheric mixing. Similar plots for just organic chlorine 
and bromine are provided in the Supplementary Material, 
Figures 6S.11 and 6S.12.

For total chlorine (Figure 6.21) many models show the 
expected behaviour but there are some notable deviations. 
The models which perform well are CAM3.5, CMAM, 
LMDZrepro, UMSLIMCAT, and WACCM. These models 
show a compact set of curves which are very similar at all 
locations with a slight delay between the tropospheric val-
ues and higher altitudes. The GEOSCCM and UMUKCA-
UCAM models also appear intrinsically well behaved but 
the models’ total chlorine scenarios appear to differ from 
that specified in the forcing data. MRI, and to a greater ex-
tent ULAQ, show fairly good consistency between differ-
ent model levels except that in some locations total chlo-
rine variations appear to be more noisy. Figure 6.21 also 
reveals that some models have stratospheric Cltot variations 
which are inconsistent with the specified tropospheric forc-
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ing. In the CCSRNIES, model the tropospheric Cltot fol-
lows the specified scenario. However, on going to higher 
altitudes Cltot increases until it peaks at over 4 ppbv at 5 
hPa around 2000. Evidently this model does not conserve 
the total chlorine mixing ratio. This effect is also seen, but 
to a much smaller extent, in CNRM-ACM. SOCOL shows 
a similar behaviour to CCSRNIES but in this case there is 
an apparent separation between the lower curves (50 hPa, 
70 hPa) which follow the specified Cltot scenario and the 
higher curves (1hpa, 5 hPa) which have unrealistically 
high Cltot. The UMUKCA-METO model has Cltot that is 
too high because of the reported mistreatment of tropo-
spheric removal of species, in this case HCl (see Chapter 
2). Otherwise UMUKCA-METO behaves similarly to 
UMUKCA-UCAM. Finally, we could not plot Cltot from 
AMTRAC because it does not carry organic halocarbons. 
We analysed total inorganic chlorine (Cly) from AMTRAC 
and noted that even in the upper stratosphere Cly was 
significantly less than Cltot from other realistic models 
(see also comparison with HALOE HCl in Figure 6.18). 
Therefore, it seems likely that the AMTRAC treatment of 
chlorine causes an under-estimate in total chlorine.

Figure 6.22 shows the evolution of model Brtot. In 
general for bromine the CCMs show more differences 

compared to the planned scenario than for chlorine. The 
specifications for the CCMVal runs only considered long-
lived bromine source gases. Therefore, model tropospheric 
Brtot should have peak at around 16 pptv just before the 
year 2000. The models CAM3.5, CMAM and WACCM 
follow this scenario with consistent variations in the strat-
osphere. Other models appear to conserve bromine but 
have been run with different scenarios: UMSLIMCAT 
and LMDZrepro assumed an extra ~6 pptv bromine from 
short-lived sources; UMUKCA-UCAM has larger Brtot 
after 2000, as does ULAQ and GEOSCCM. CCSRNIES 
includes a short-lived source of bromine (bromoform) 
hence its tropospheric Brtot variation peaks around 21 pptv. 
However, bromine increases at higher levels in a similar 
way to the model’s Cltot indicating conservation problems. 
SOCOL also appears to include additional bromine sources 
but also has mid-stratospheric Brtot larger than expected, 
again similar to Cltot. UMUKCA-METO has larger bro-
mine than UMUKCA-UCAM, suggesting that the tropo-
spheric washout problem (Chapter 2) is also affecting the 
abundance of total bromine. The MRI model generally per-
formed well for Cltot but shows an increase in Brtot with 
altitude.

Figure 6.23 shows the evolution of O3, CH4, N2O, 
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Figure 6.23: Time series of O3 (ppmv), CH4 (ppmv), N2O (ppbv), H2O (ppmv) and NOy (ppbv) annually aver-
aged between 10°S and 10°N at 5 hPa from REF-B2 runs of 14 CCMs and the multi-model mean.
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Figure 6.25: As Figure 6.23 but for a September–November average between 90°S and 60°S at 50 hPa.
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Figure 6.24: As Figure 6.23 but for an annual average between 30°N and 60°N at 70 hPa.
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H2O and NOy at 5 hPa in the tropics from the REF-B2 
runs. Figures 6.24 and 6.25 are similar plots for 70 hPa 
in the mid-latitudes and 50 hPa in the polar region, re-
spectively. The modelled distribution of long-lived tracers 
will be affected by both transport and chemistry. Chapter 
5 contains a detailed evaluation of transport in the models 
and will not be repeated here. Clearly a lot of the varia-
tions in, for example, tropical mid-stratosphere N2O will be 
due to differences in the strength of the model circulation. 
Other differences will be due to chemistry, e.g., photoly-
sis loss rates (see Section 6.3.1). In this section we show 
these long-term variations to provide an overview of the 
long-term variations in the sources of NOx and HOx radi-
cals, which, in conjunction with halogens, will be driving 
ozone changes (see Chapters 8 and 9). Overall, the models 
show similar variations in CH4 and N2O, both of which are 
specified as tropospheric surface boundary conditions. At 
5 hPa CAM3.5 is an outlier but this is near the model’s 
top boundary. At mid- to high latitudes, the two UMUKCA 
models are significantly lower but this will be a conse-
quence of the slow stratospheric circulation in this model 
(Chapter 5). The model spread in NOy, which is derived 
from N2O, is at least as large as the source gas. High N2O 
will correlate with low NOy and vice versa. In the polar 
region in winter/spring (e.g., Figure 6.25) there is also the 
additional variability caused by denitrification. Compared 
to other source gases, there are larger variations (and dif-
ferences in sign) in the modelled trends in H2O, which de-
pends both on the input to the stratosphere and production 
from methane oxidation. The CCSRNIES and LMDZrepro 
models are relatively dry, while the MRI model is moist. 
GEOSCCM uses constant water vapour in the stratosphere 
(note: this was a run time error). A number of models pro-
duce an increasing trend in H2O towards the later decades 
on this century, notably ULAQ at low and mid-latitudes 
and CMAM in the polar region.

6.3.4 Evaluation of  Polar Chemistry

6.3.4.1 Evolution of  gas-phase HNO3, H2O, 
and HCl

In this section we evaluate aspects of polar winter/
spring chemical processing in the southern hemisphere 
(SH), by comparing the time evolution of CCM lower 
stratospheric abundances to global observations (from 
mid-2004 through mid-2009) by the Microwave Limb 
Sounder aboard the Aura satellite. The processes involved 
include denitrification (or at least a decrease in gaseous 
HNO3) as a result of heterogeneous reactions that occur on 
PSCs when temperatures in the lower stratosphere polar 
vortex dip below about 195 K, as well as dehydration (or 
at least a decrease in gaseous H2O) and chlorine activation 

(the sunlight-driven release of active chlorine, following 
a decrease in the HCl and ClONO2 reservoir abundances 
via heterogeneous reactions). We investigate polar changes 
in HNO3, H2O, and HCl, in order to assess how models 
compare to each other and to observations. We use a de-
crease in HCl as an indication of chlorine activation, rather 
than an increase in ClO, because of the added complica-
tions that ClO poses in terms of time of day sampling and 
comparisons to model values that are more representative 
of 24-hr averages (and therefore significantly lower than 
midday values). Model grades are provided as a quanti-
tative guide to the MLS comparison, and to illustrate the 
range of variations between the models. We also comment 
briefly on the extent of model variations in space and time, 
for “outliers” in particular, in comparison to the “typical” 
behaviour from observations (and models).

In order to investigate such complex processes in 
free-running models, which are likely to vary significantly 
in their representation and parameterisation of heterogene-
ous chemistry and related polar processing and dynamics, 
and without unduly focusing on a specific year, we have 
compared climatologies of volume mixing ratio (VMR) 
versus potential temperature (θ) as a function of equiva-
lent latitude (EqL). The model values were obtained from 
REF-B1 simulations, typically from 1950 to 2006 (al-
though the exact start and end dates vary between models, 
with some models ending in 2004 and some in 2006). The 
models were all converted from gridded 10-day instanta-
neous results to mean profiles on a vertical θ-grid, in EqL 
bins spaced every 2.5°; 15 of 18 total CCMs provided the 
necessary results for analysis. The Aura MLS data were 
also transferred to this coordinate system (more appro-
priate for analyses of polar winter processes) by using 
UKMO analysis files and related “Derived Meteorological 
Products” from the work of Manney et al. (2007). Five 
years of MLS data (from August, 2004 through July, 2009) 
were used to construct the climatological averages. These 
files were all produced in the same format (netCDF), for 
ease of use. The last 5 years of each model run were used to 
compare to the MLS 5-year climatological profiles. Based 
on our analysis of model variability (from year to year), us-
ing 10-15 years rather than 5 years for the model climatolo-
gies is not expected to generally change the main results, as 
model variability is typically fairly small compared to av-
erage model values (or model changes during polar winter/
spring). Relevant references for the Aura MLS data include 
Waters et al. (2006) for a description of the limb emission 
microwave measurement technique, as well as detailed 
validation papers for the species mentioned here (and for 
MLS version 2.2 retrievals), namely Santee et al. (2007) 
for HNO3, Froidevaux et al. (2008) for HCl, and Lambert 
et al. (2007) for stratospheric H2O.

Figure 6.26 shows the climatological average evo-
lution of Aura MLS HNO3 profiles (on a θ-grid) between 
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mid-May and mid-October, for 4 EqL ranges centred at 
about 85°S, 75°S, 65°S, and 55°S. Figure 6.27 shows 
similar profile distributions, but only for the southernmost 
EqL bin, and includes all the available CCM climatologi-
cal monthly changes, as well as a multi-model mean result 
(labelled “MMM”). The mid-month values are obtained by 
using the day closest to the 15th of each month; while this 
falls on the 15th day for MLS (daily) data, this will not be 
exactly the case for the model climatologies (models usual-
ly provided output every ten days). Most of the decreases in 
MLS HNO3 are seen to occur for θ < 800 K, with the low-
est HNO3 values occurring between July and September 
for θ < 550 K in the two southernmost EqL bins. A more 
rapid/extensive lower stratospheric nitric acid decrease 
is observed by Aura MLS than in most of the models, al-
though some models show decreases in HNO3 at higher 
altitudes (θ) than observed. To summarize the evolution 
of lower stratospheric CCM HNO3 distributions over the 
high SH latitudes, Figure 6.28 shows a comparison of the 
various model (5-year) climatological monthly changes in 
HNO3 (relative to mid-May) over the 350 K-600 K θ range 
versus the MLS climatology in four EqL bins.

Grades indicating the quality of the model fits to the 

data over this time period are obtained by using Equation 
(6.1), evaluating the average absolute separation (over N 
months, with N = 5 here) between model (μi

model) and ob-
served (μi

obs) climatological values, divided by a measure 
of uncertainty (or variability) in the data, so that the grade 
is

g = 1 –                               . 

In order to check such fits, a value for nσ in the above 
equation needs to be provided, with n = 3 used in previ-
ous recommendations (Waugh and Eyring, 2008). Given 
the fairly large spread of models about the data in Figure 
6.28 for HNO3 (and to some extent for other species dis-
cussed below), we would obtain low-grade values (or 
negative grades) for many of the models if σ values corre-
sponding only to data variability or (especially) knowledge 
were used. Instead, we have arrived at grades that provide 
a range of values between 0 and 1, so that model differ-
ences can be fairly well discerned. Therefore, this is more 
a relative indication of model fits to the data than a rigorous 
statistical test. Some changes to the values of nσ have been 
explored (e.g., variations by a factor of 2 or more). While 
the absolute grades can certainly be affected (by several 
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tenths), the main results regarding the best or poorest fit-
ting models do not change much, and this will be the main 
focus of our discussion. For reference, values of nσ used in 
this study are 5 ppbv, 1.5 ppmv, 1 ppbv, and 1.5 ppmv for 
HNO3, H2O, HCl, and O3, respectively. Figure 6.29 dis-
plays the resulting model grades for HNO3 versus EqL for 
each of the three θ bins. This methodology is then repeated 
for changes in H2O, HCl, and O3, discussed below in more 
detail.

We see from Figure 6.27 that the various CCMs de-
velop significantly different average profiles for HNO3 as 
a function of month, despite the evidence for fairly simi-
lar distributions during May (prior to the vortex formation 
and the presence of low enough temperatures for signifi-
cant polar processing). Aura MLS HNO3 data at 350 K to 
600 K show (Figure 6.28) significant decreases (by 8 to 
10 ppbv) at 69°S to 89°S from May to October. The steep-
ness and magnitude of these (climatological) changes are 
best reproduced by CAM3.5 and WACCM, leading to high 
scores (Figure 6.29) for these models in this respect. These 
models’ performances drop somewhat at 65°S, where the 

model decreases are larger than observed. Also, both of 
these models exhibit (Figure 6.27) a large vertical extent of 
low HNO3 values (probably accompanied by low T), and 
thus get lower grades in the 600 K-800 K range, where the 
MLS data do not indicate such a rapid drop from May to 
July. In contrast, many models under-estimate the HNO3 
decrease in the 350 K - 600 K range especially in early 
winter, resulting in poor grades; these models perform bet-
ter in the 600 K - 800 K range. More detailed views of the 
HNO3 evolution can be studied from plots at each θ level, 
as shown in Figures 6.30a and 6.30b for the 500 K level; 
each of these figures displays only half of the available 
models, for clarity. However, assigning model grades from 
such plots (for each θ level) would create a difficult task 
to summarize. Averaging over a range of θ is thus chosen 
as the preferred approach. Similar figures at 500 K, but for 
H2O and HCl, are provided in the Supplementary Material 
for reference (Figures 6S.13 and 6S.14).

Considering now the evolution of the SH polar H2O 
in a similar manner, we refer to Figure 6.31 and Figures 
6S.15 and 6S.17 in the Supplementary Material. For EqL 
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values larger (more poleward) than 69°S, the Aura MLS 
climatology indicates that H2O decreases by 1 to 2 ppmv 
from May to August, with a mild increase from August to 
October. Models tend to follow this behaviour very well 
in the mean, and the multi-model mean (MMM) performs 
quite well. There are a few models that depart more from 
the average behaviour: AMTRAC, MRI, and WACCM ex-
hibit significantly larger decreases in H2O (about 3 ppmv or 
more), leading to poorer grades for this process, whereas at 
the other extreme, GEOSCCM shows very little change in 
H2O during May to October. Other plots (not shown here) 
indicate that for some models (e.g., WACCM), the low H2O 
values cover a wide vertical range and that this “dehydra-
tion” also happens for a significantly more extended time 
period than observed in the MLS data. As in the case of 
HNO3, the spread in model distributions and model grades 
(see Figure 6S.17) decreases at the lower (equivalent) lati-
tudes as well as at the higher altitudes (larger θ values); 
these regions are less influenced by winter polar chemical 
processes.

Similar observations hold for the chlorine activa-
tion fits, exemplified by the decrease and recovery in HCl, 
shown in Figure 6.32 and in the Supplementary Material 
in Figures 6S.16 and 6S.20, with related model grades giv-
en in Figure 6S.18. Models tend to represent fairly well, on 
average, the observed climatological decreases in HCl (as-
sociated with chlorine activation on PSCs) in the Antarctic 
winter lower stratosphere. The observed HCl changes be-
tween May and August are slightly larger than 1.5 ppbv, 
for the EqL bins used here. On average, the models show 
smaller decreases (by about 0.5 ppbv) than observed, and 
only one model (UMUKCA-METO) produces a larger 
decrease than the observed climatological HCl decrease. 
The observed average HCl recovery from September to 
October is not followed quite as steeply in the models, 
although in some cases (e.g., UMSLIMCAT), this recov-
ery tends to happen faster and earlier than the MLS data 
suggest. Based on these average results, we might expect 
that chemical ozone loss arising from chlorine activation in 
the Antarctic would be fairly well modelled, although the 
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Figure 6.28: Change in HNO3 from 350 K to 600 K, relative to May, for Aura MLS (abbreviated as AMLS in leg-
end) and 12 CCM climatologies (legend uses first 4 letters of each model) and their multi-model mean (MMM).
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somewhat smaller model activation could lead to an under-
estimation of the net chemical ozone loss (all other factors, 
e.g., bromine, transport effects, being equal). However, the 
slightly longer time period for activation (in the CCMs) 
could, to some extent, counteract the magnitude of the ac-
tivation itself (in a month when there are more day-time 
hours for ozone loss as well).

All the model grades discussed in this section are 
summarized in Figure 6.33, as a function of θ range and 
EqL. While the range of model results may be somewhat 
disconcerting (even with no observations), there are sev-
eral instances of good to excellent fits versus the Aura MLS 
climatology. However, there is no model that fits the MLS 
VMR changes best all the time (May to October) and for 
all EqL bins, or for all species studied here. Also, a well-
known factor relating to heterogeneous polar chemistry is 
the vertical/temporal extent of low temperature regions. 
We have seen in past work (e.g., comparisons between 
MLS data and WACCM model values) that significant dif-
ferences between model and data temperature values can 
lead to overestimates (or under-estimates) of “denitrifica-
tion”, “dehydration”, and chlorine activation. However, 
more detailed studies of such differences for each CCM 
are beyond the scope of this report. It is hoped that the 
comparisons and grades given here can lead to some re-
examination of the representation of dynamical and chemi-
cal processes in many, if not all, the CCMs used in this 
study, so that improvements in model performances can be 
obtained in the future.

6.3.4.2 Surface area density of  PSCs

In this section we show nitric acid trihydrate (NAT) 
and water-ice (ICE) SAD results from 8 CCMs that sub-
mitted T3I output (instantaneous output; 10-day frequen-
cy). The aim of this section is to show the magnitude and 
variability between a small set of CCMs, not to grade their 
SAD distributions. In fact, currently there are limited ob-
servations available to grade the CCM SADs; however, we 
show these results with the hope of encouraging the obser-
vational community to assemble data sets for such com-
parisons and eventual diagnostic grading.

As in the previous section, the model results were 
translated from a latitude-pressure grid to a potential tem-
perature (θ) - equivalent latitude (EqL) grid. Figure 6.34 
is one example of the model-derived distribution of SAD 
NAT and ICE at 480 K and 77.5° EqL. The SADs shown 
in this figure are the maximum abundance (binned per 
month) over a 15-year period (1990-2004). In addition, 
when the SADs were binned to the EqL-θ grid, only values 
of NAT and ICE SADs that were ~1.0x10-10 cm2 cm-3 (cm-1) 
were used in the transformation from pressure-latitude to 
θ-EqL. The goal here was to examine SAD magnitudes 
where PSCs were present for a given EqL-θ condition. If 
there were no PSC particles present in the given EqL-θ 
bin, the SADs were set to zero. In Figure 6.34, the model 
results were divided into two groups: 1) with a maximum 
NAT SAD <10 x10-9 cm-1 (panel a); 2) with NAT SAD be-
tween ~10-50 x 10-9 cm-1 (panel b). Out of the eight CCMs, 
three of the models have maximum NAT SAD distribu-
tions that strongly peak in June (CAM3.5, LMDZrepro, 
and WACCM); with three models showing a broad peak 
that is nearly constant in June, July, and August (ULAQ, 
NiwaSOCOL, SOCOL); and one model shows a broad 
peak between June and July (CCSRNIES). The NAT SAD 
from CNRM-ACM is similar in magnitude between June 
and September. In the previous section, the CAM3.5 and 
WACCM models do a nice job of representing the evolu-
tion of gas-phase HNO3 poleward of 70°S for June through 
August relative to observations of HNO3 from Aura MLS 
(Figure 6.28). Because these models show substantial deni-
trification from June through August, the subsequent NAT 
SAD also decreases rapidly over this period. CCSRNIES, 
ULAQ, NiwaSOCOL, SOCOL, and LMDZrepro all tend 
to overestimate the HNO3 abundance in June relative to 
Aura MLS; again consistent with NAT SAD peaking in 
July and August for these models. The CNRM-ACM did 
not submit gas-phase HNO3 to CCMVal and therefore was 
not evaluated in the previous section. However, examina-
tion of the total HNO3 (gas-phase plus condensed phase) 
for this model showed little irreversible denitrification. 
This result is consistent with this model having the largest 
SAD. A large SAD implies smaller particles and therefore 
less sedimentation (see discussion below).
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The large variability in the magnitude of SAD NAT 
between the CCMs is most likely due to assumptions 
made on the number of particles per cm-3. For example, 
the WACCM model assumes 0.01 particles per cm-3 and 
the maximum NAT SAD is shown to be ~3x10-9 cm-1 (not 
shown) - with a maximum over this period of approximate-
ly ~8-10x-9 cm-1. In Table 6.5, examples are shown of what 
the idealized NAT SAD (and radius) would be under dif-
ferent assumptions of HNO3 abundance and NAT number 
density. As expected, the WACCM NAT SAD is consistent 
with those shown in Table 6.5 for particle densities between 
0.01-0.001 particles cm-3. In Figure 6.34, the SOCOL and 
NiwaSOCOL models derive one of the smallest mean NAT 
SAD abundances. These two models use an equilibrium 
NAT approach that does not fix the number of particles per 
cm-3, instead, the mean radius is fixed (at 5 m). Therefore, 

according to Table 6.5, the NAT SAD should be ~1-2 x 
10-9 cm-1. This is again consistent with the magnitude of 
NAT SAD that is derived by the SOCOL and NiwaSOCOL 
models. For the models shown in panel b), i.e., the CNRM-
ACM and LMDZrepro models, the maximum NAT SADs 
is in the range 10-40 x 10-9 cm-1, which would imply a 
much larger particle number density (~1 cm-3) and smaller 
particle radius. A smaller NAT radius would therefore give 
less irreversible denitrification.

The ICE SAD is shown in the bottom row of Figure 
6.34. Here, as in the NAT SAD comparisons, the models are 
grouped into two ranges: 1) where the maximum ICE SAD 
is < 50 x 10-9 cm-1 (panel c); 2) with ICE SAD between ~50 
- 250 x 10-9 cm-1 (panel d). For this PSC type, one model 
has a maximum ICE SAD distribution that peaks in June 
(WACCM); six models peak in July (CAM3.5, CNRM-
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ACM, LMDZrepro, NiwaSOCOL, SOCOL, ULAQ), and 
one model peaks in August (CCSRNIES). Similar to the 
NAT discussion above, the range in ICE SAD magnitude 
can be attributed to assumptions regarding particle density. 
For example, it is known that the particle density is 0.001 
and 0.1 cm-3 for the WACCM and SOCOL models, respec-
tively. Therefore, it is not surprising that there is over a 
factor of six difference in the derived ICE SAD between 
these models. These derived SADs are also consistent with 
the idealized ICE SAD as listed in Table 6.5.

In summary, more work is needed to evaluate NAT 
and ICE aerosols. In addition to evaluating the SAD, the 
radius, and size distribution of these aerosols should be ex-
amined. Comparison to observations is clearly needed; cur-
rently there are not any global data sets available that can 
be used to evaluate these constituents. In addition, future 
CCM aerosol evaluations should examine the model distri-
butions and reactivity of sulfate aerosols. In CCMVal-2, the 

sulfate SAD fields are prescribed, but modelling groups are 
beginning to couple microphysical models to their CCMs; 
these types of couplings will allow scientist to examine the 
future aerosol loading based on assumptions of the evolu-
tion of tropospheric sulfate species.

6.3.4.3 Chemical ozone depletion in the 
polar vortices 

Heterogeneous processes in the polar lower strato-
sphere initiate large chemical ozone depletion during late 
winter and spring in the Antarctic and during cold winters 
in the Arctic. Within the isolated polar vortex, very cold 
temperatures result in the formation of polar stratospheric 
clouds (PSCs). Heterogeneous reactions that convert halo-
gen reservoir species to more active forms occur on the 
surfaces of PSCs, e.g., nitric acid trihydrate (NAT) parti-
cles (Hansen and Mauersberger, 1988), water-ice particles, 
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as well as on liquid sulfate aerosols (e.g., Solomon et al., 
1986; Peter, 1997). During late winter/spring, the increas-
ing solar illumination of the vortex region increases the 
photolysis rate of the ClO dimer, enhancing ozone deple-
tion (e.g., Solomon, 1999). This process continues until 
the vortex temperatures warm past the threshold of PSC 
formation and/or there is a major stratospheric warming.

TRAC Method

The extent of chemical ozone depletion occurring in 
the polar vortex during the polar winter and spring depends 
strongly on: 1) The dynamical conditions in the polar vor-
tex, 2) temperature, 3) the degree of isolation of the vortex, 
and 4) the duration of chlorine activation. In addition, the 
abundance of inorganic halogens in the polar stratosphere 
is also important for determining ozone depletion within 
the vortex (e.g., Newman et al., 2007). Other important 
factors that influence chemical ozone depletion include the 
extent of denitrification and dehydration by sedimentation 
of PSC particles.

The diagnosis of chemical ozone depletion in the 
polar-regions is not straightforward. Decreasing ozone 
mixing ratios in spring, as a result of chemical depletion 
are often masked by the descent of ozone-rich air at high 
latitudes, especially in the NH. The tracer-tracer correla-
tion method (TRAC) was developed to quantify chemical 
ozone depletion in absence of transport processes within 
an isolated polar vortex (e.g., Proffitt et al., 1993; Müller 
et al., 1997; Tilmes et al., 2004). This method has the ad-
vantage in that it does not rely on any additional model 
simulations to quantify the passive ozone (i.e., ozone in the 
absence of chemical loss), which can lead to uncertainties 
as a result of the simulated transport. The vortex average 
depth of chemical depletion in column ozone between 350 
K - 550 K potential temperature was derived for the period 
between early winter and spring. For this purpose, we used 
satellite observations from the HALOE/UARS, ILAS/
ADEOS, and ILAS-2/ADEOS-2 instruments, combined 
with balloon and aircraft observations (Tilmes et al., 2006). 
The edge of the polar vortex was defined using the criterion 
of Nash et al. (1996). The results derived using the tracer-

Figure 6.31: Climatological profiles of H2O from mid-May through mid-October for Aura MLS, 14 CCMs, and 
the multi-model mean.
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tracer correlation method (TRAC) are in good agreement 
with results from other established methods (Tilmes et al., 
2004; WMO, 2007). There are clearly uncertainties in all 
ozone depletion approaches, however, the TRAC method 
has been shown to result in an under-estimation of chemi-
cal ozone depletion rather than in overestimation in cases 
of a less isolated polar vortex, as summarized in Müller et 
al. (2005, 2008).

Potential for Activation of Chlorine

Chemical ozone loss depends on temperature condi-
tions in the vortex. However, the averaged vortex temper-
ature is not linearly related to chemical ozone depletion. 
For example, very cold temperatures in a very small area 
of the vortex can result in very different amount of ozone 
depletion than homogeneously distributed moderately cold 
temperatures over the entire vortex. In addition, the tem-
perature evolution during winter and spring is an important 
factor. A temperature-based measure was developed that 
describes the fraction of the vortex where temperatures 

are low enough to allow the activation of chlorine dur-
ing winter and spring. This measure is called the potential 
for chlorine activation (PACl) and details can be found in 
Tilmes et al. (2008). PACl is a measure that quantifies to 
what amount meteorological conditions allow chlorine to 
be activated, and therefore ozone depletion to occur. This 
measure however does not necessarily imply that the mod-
el vortex size and temperature distribution are simulated 
correctly.

PAClmet is defined as: VACl/Vvortex, where the Vvortex is 
the volume of the vortex derived using the Nash criterion 
and VACl is volume of the vortex where the temperature 
is below a threshold temperature for chlorine activation. 
This threshold temperature is calculated based on pres-
sure, altitude, surface area densities of liquid sulfate aero-
sol, and water vapour abundance (Tilmes et al., 2007). If 
the SAD of liquid sulfate aerosols is not available for the 
given CCM, we use the SAD climatology as specified for 
the REF-B1 scenario. PACl is averaged over a given po-
tential temperature range and the period considered. This 
measure allows the comparison of polar vortices with vary-
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ing vortex volume, for example the Arctic and Antarctic. 
It is also useful to evaluate the polar chemistry of various 
CCMs with varying vortex volumes in both hemispheres, 
even though models might not reproduce the size of the 
polar vortex correctly.

A linear relation between Arctic chemical ozone loss 
and PACl was established based on observations between 
1991 and 2005 for a period with maximum stratospheric 
halogen loading. To consider varying halogen loading in 
the stratosphere (e.g., Newman et al., 2006), the PAClmet 
value is extended to a measure that includes the impact 
of changing EESC. Therefore, PACl = PAClmet × EESCn, 
where EESCn is the normalised EESC for year n (assuming 
an age-of-air of 5.5 years). A linear relationship between 

ozone loss and PACl can then be derived for the SH as well, 
and can be used to summarize the performance of different 
CCMs (Tilmes et al., 2007). To evaluate the representa-
tion of heterogeneous processes in CCMs, the dynamical 
and chemical conditions for chemical ozone depletion will 
be compared with available observations. In particular, we 
consider the ability of the models to reproduce the poten-
tial of chlorine activation that is necessary to match ob-
served chemical polar ozone loss.

Evaluation of CCM PACl and Chemical Ozone Loss

The performance of the models is again graded by 
deriving g values, following Equation (6.1). Here, μ is the 
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Figure 6.33: Summary of grades (shown previously in this section) relating to SH changes in HNO3, H2O, and 
HCl (from May to October) for 3 EqL bins (centred at 85°S, 75°S, and 65°S). Each plot refers to a different θ 
range (see legend at bottom).
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mean value of ozone loss or PACl over the years between 
1990 and 2005. Furthermore, instead of using the standard 
deviation σ of the observations, we use the mean error of 
the ozone loss in particular years. This is because the stand-
ard deviation of the considered distributions in the Arctic 

is of the same magnitude as the observed values; for the 
Antarctic, σ is much smaller than the uncertainty of the 
measurements. We use a value 3 for ng.

The following grade (g) values for Arctic and 
Antarctic conditions are employed here:

•  gpacl the grading of the models to reproduce conditions 
for chlorine activation.

•  gO3 the grading of the models to describe chemical 
polar ozone depletion.

Both these grades together allow the quantification of the 
ability of models to reproduce chemical ozone depletion 
and chlorine activation with regard to observations and, 
therefore, the ability to reproduce observed chemical 
ozone depletion as a result of a reasonable representation 
of meteorological conditions in the polar vortex.

A good grade in PACl does not necessarily lead to a 
good grade in ozone depletion and vice versa. The ability 
of a model to reproduce the observed chemical ozone de-
pletion is not independent of the simulated volume of the 
vortex, nor the isolation of the vortex. A smaller vortex will 
in general lead to less ozone depletion than a larger vortex, 
since in spring the sun reaches the cold vortex area at a 
later time. In addition, the location of the vortex relative to 
the pole is important. Therefore, it is important to evaluate 
the vortex volume if diagnostics such as ozone hole area 
are considered. Further, if the polar vortex is not well iso-
lated, the TRAC method will result in an under-estimation 
of chemical ozone depletion. However, this problem is re-
duced here by considering only ozone loss in the vortex 
core (as described in the next section).

For this analysis we use results from the REF-B1 
simulations to evaluate the evolution of chemical ozone 
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Figure 6.34: Comparison of model maximum sur-
faces area density (SAD) for (a, b) NAT (top row) and 
(c, d) ICE (bottom row). See text for details on binning 
procedure.

SAD Type Number Density  (cm-3) Radius (μm) Surface Area Density (x10-9 cm2 cm-3)
NAT

10 0.15 / 0.26 28 / 83
1 0.32 / 0.55 13 / 38

0.1 0.70 / 1.2 6.1 / 18
0.001 3.2 / 5.5 1.3 / 3.8
0.0001 7.0 / 12 0.6 / 1.8

ICE
10 0.96 / 1.4 1200 / 2480
1 2.1 / 3.0 540 / 1120

0.1 4.5 / 6.5 250/ 520
0.01 9.6 / 14 120 / 250

Table 6.5: NAT and ICE particle properties derived for different assumptions of the particle number density and 
precursor molecule abundances. For NAT particles the radius and SAD are derived for 1 and 5 ppbv HNO3 (left 
and right numbers in the radius and SAD columns). For ICE particles the radius and SAD are derived for 1 and 
3 ppmv H2O (left and right numbers in the radius and SAD columns). The SAD was derived assuming spherical 
particles. These conditions are only valid inside NAT and ICE clouds. Both particle properties were derived at 
30 hPa and 190 K (Thomas Peter and Beiping Luo, personal communication, 2009).



Chapter 6: Stratospheric Chemistry238

depletion with changing atmospheric halogen content be-
tween 1960 and 2005. The period between 1990 and 2005, 
for which sufficient observational information is available, 
will be graded. We use T3I output for this diagnostic and 
all model results are transformed to EqLat/θ surfaces.

6.3.4.4.1 Meteorological conditions in the 
polar vortex

Vortex Temperatures

Average vortex temperatures for a period be-
tween January through March (Arctic) and July through 
September (Antarctic) were derived between 1960 and 
2005 and we use the criterion derived by Nash et al. (1996) 
to identify the edge of the polar vortex. Figure 6.35 (top 
panel) compares Arctic and Antarctic temperatures for 
models and observations. For the Arctic, the majority of 
models are able to simulate Arctic temperatures in the 
range of ERA-40 and UK Met Office analyses. In general, 
models do follow the observed decreasing trend in tem-
peratures between 1960 and 2005. A few models scatter 
well above or below the observed range. The models that 

simulate warmer temperatures than the observations are 
not expected to simulate significant chemical ozone de-
pletion in the Arctic polar vortex; the required threshold 
temperature where chlorine activation and therefore ozone 
depletion can be expected will likely not be reached. For 
the Antarctic, models show a larger spread in polar vortex 
temperatures than for the Arctic.

Meteorological Potential for chlorine activation 

PAClmet was derived between 1960 and 2005 
(Arctic) and 1979 and 2005 (Antarctic) for a period be-
tween January through March (Arctic) and July through 
September (Antarctic). Different meteorological analyses 
(ERA-40 and UK Met Office, Figure 6.35, bottom pan-
el) result in an uncertainty of observed PAClmet values of 
~10% for the Antarctic and ~20% for the Arctic. We apply 
the grading (Equation 6.1) to both, the mean values of the 
PAClmet distribution (gpacl_mean) and the standard deviation of 
the distribution (gpacl_std) derived from models and observa-
tions for the Antarctic and the Arctic between 1990 and 
2005. This is then consistent with the period chosen for the 
grading of ozone loss. Both these values are equally impor-
tant to quantify the representativeness of the models, be-
cause the standard deviation of the distribution is a meas-

Figure 6.35: Vortex average temperatures (top), and PACl (bottom) from January through March for the Arctic 
(left) and from July through September for the Antarctic (right) and between 440-550K. Values derived from 
meteorological analyses (UK Met Office between 1991-2005 and ERA-40 1958-1999) are shown in black. The 
multi-model mean is shown in brown. Model results are shown in different symbols and colours. 
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ure for the interannual variability of PAClmet. Both grades 
are combined to give the overall grading for PAClmet: gpacl 
= (gpacl_mean + gpacl_std)/2 (Figure 6.39, third and fifth row).

For the Antarctic, only two models (out of 14) show 
g values smaller 0.5. Meteorological conditions in most of 
the models provide the conditions for the occurrence of ob-
served chemical ozone loss (however, as mentioned previ-
ously, the temperature distribution and vortex size might 
still be wrong). In many cases, the standard deviation of 
the distribution (i.e., the variability) is better represented 
than the mean values. For the Arctic, about half of the mod-
els are able to reproduce PACl values with a grade of 0.5 
or better. As for the SH, in general, models reproduce the 
value of the standard deviation better than the mean values 
of the distribution.

6.3.4.4.2 Evolution of  Chemical Ozone Loss 
in the Polar Vortex

The tracer-tracer correlation method was applied con-
sistently to the output of all CCMs to derive the depth of 
chemical ozone depletion in the Arctic between January 
through April and the Antarctic between July through 
October as shown in Figure 6.36. The impact of potential 
underestimation of chemical ozone depletion, as a result 
of a less isolated polar vortex in the models will be espe-
cially strong at the vortex edge. This impact is reduced by 
considering the area of the vortex within EqLat > 80°, i.e., 
within the vortex core. In case of very diffusive models, 
a strong underestimation of chemical ozone depletion in 
the polar vortex core points to the inability to reproduce 
realistic ozone values for that particular CCM. Therefore, 
the low grades that emerge for excessively diffusive mod-
els are appropriate. Possible shortcomings of the models in 
reproducing the entire polar vortex are not considered here.

Figure 6.36: Chemical ozone depletion in the polar vortex from January through April (top panel) and July 
through October (bottom panel) between 350-550 K. Results from observations (black triangles) were derived 
from HALOE/UARS (Tilmes et al., 2006) for the polar vortex core. The multi-model mean (MMM) is shown in 
brown. Model results are shown in different colours and calculated within Eqlat >80°.
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All models that are able to simulate chemical ozone 
loss in the Arctic polar vortex show an increase of ozone 
depletion in the Arctic between 1960-2005, as expected due 
to the increasing halogen content in the stratosphere and 
the increasing PACl as a result of decreasing temperatures 
with time (Figure 6.36). To evaluate the models with re-
gard to observations, we consider the period between 1991 

and 2005. The mean values of chemical ozone loss for this 
period, as well as the standard deviation of chemical ozone 
depletion of the model results, are graded compared to ob-
servations. As above, we combine the two grades for ozone 
depletion as follows: gO3 = (gO3_mean + gO3_std)/2 (Figure 6.39, 
second and fourth row).

For the Antarctic, most of the models that obtained a 

Figure 6.37: Relationship between Arctic chemical ozone loss (Figure 6.36) and the potential for activated 
chlorine (PACl) for the years between 1990 and 2005. Both observations (black triangle) and model results 
(blue asterisk) are shown. Model Clx (ClO + 2Cl2O2) versus PACl is also shown (red asterisk). The correlation 
coefficient (r) between model Clx and chemical ozone loss is shown in each panel.
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high PACl grading also have a high score for the ozone de-
pletion grading. This outcome of the grading is reassuring 
in so far as the two diagnostics should be connected. Some 
models do show differences between the two diagnostics. 
These differences are discussed in the next section. For the 
Arctic, the grade of the PACl and ozone depletion in the 

models often varies widely. This points to the uncertainty 
of models in reproducing Arctic chemical ozone depletion 
as a result of reasonably reproduced meteorological condi-
tions. Less than half the models reach grades of gO3 above 
0.5. Only, two models reach grades above 0.8.

Figure 6.38: Relationship between Antarctic chemical ozone loss (Figure 6.36) and the potential for activated 
chlorine (PACl) for the years between 1960 and 2005 (blue asterisk). Model Clx (ClO + 2Cl2O2) versus PACl 
for the same period is also shown (red asterisk). The observed chemical ozone loss versus PACl are between 
1990 and 2005 (black triangle). The correlation coefficient (r) between model Clx and chemical ozone loss is 
shown in each panel.
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6.3.4.4.3. Polar Chemical Ozone Depletion     
vs. PACl and ClOx

The relationship between ozone loss and PACl sum-
marizes the performance of the model with regard to 
heterogeneous processes and chemical ozone depletion 
(Figures 6.37 and 6.38). In addition we show simulated 
Clx (= ClO + 2Cl2O2) averaged over the entire vortex be-
tween 400 K - 550 K (if the model output is available). 
There are no Clx observations available for various years 
in the polar vortex to evaluate the models. Nevertheless, 
the amount of Clx in the models provides further infor-
mation to what degree PACl and Clx are related in each 
model, since PACl is based on meteorological conditions 
and not on the actual simulated chlorine loading. Most 
models describe a tight relationship between Clx and PACl. 
The different slopes of the relationship between ozone loss 
and PACl and ozone loss and Clx are a result of different 
sensitivity of Clx to PACl in the models. In Figures 6.37 
(Arctic) and 6.38 (Antarctic) we present a model-to-model 
inter-comparison of these relationships between ClX and 
PACl. For the Arctic, available observations allow the 
evaluation of the polar chemistry in comparing the slope 
of the relationship between chemical ozone depletion and 
the PACl. If a model reproduces the slope of this relation-
ship, the meteorology in the model results in appropriate 
ozone depletion. Therefore, models which show either too 
much chlorine activation, or too little (to a certain degree 

if at least two years show PACl values are larger than 0.03) 
can be still tested for the quality of their chemical mecha-
nism. The uncertainty of the slope of this relationship can-
not be estimated precisely, so the outcome of the grading 
is a matter of the choice of the uncertainty and is therefore 
rather unreliable. Here we chose an error for the observed 
slope of 33% to grade the models (Figure 6.39, first row). 
The graded slope of the model includes the y-axis inter-
cept, as well as the ratio between ozone loss and PACl. 
Qualitatively, the slope of the relationship between ozone 
loss and PACl is well reproduced in some models. For ex-
ample, for WACCM, the PACl values are not graded high, 
although a reasonable slope shows that the mechanism for 
chemical ozone loss is reliable even though the meteorol-
ogy might not allow the observed amount of ozone deple-
tion. For most of the models PACl and Clx values correlate 
well. UMSLIMCAT shows slightly higher Clx values and 
SOCOL slightly lower values with respect to PACl than 
other models.

For the Antarctic, the slope between ozone deple-
tion and PACl cannot be graded, because chemical ozone 
loss in the period where observations are available is satu-
rated and no significant change in ozone loss with chang-
ing PACl is expected (Tilmes et al., 2006). No significant 
dependence of ozone loss on PACl values is observed for 
the years between 1991 and 2005. Most models agree with 
observed Antarctic ozone loss, although a larger spread ex-
ists in the PACl values between the models. Some models 
show a rather poor representation of PACl with grades be-

Figure 6.39: Summary of grades, as discussed in the text. Crosses indicate those models that could not be 
evaluated for a specific grade. O3/PACl grading was performed for only those models with at least 2 values 
larger than 0.03.
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low 0.5, although chemical ozone depletion is well within 
the range of the observations. These models indicate too 
little chlorine activation. On the other hand, models such 
as UMSLIMCAT, CMAM and NiwaSOCOL have a larg-
er potential of chlorine activation than observed. Since 
Antarctic ozone loss is saturated in these models, ozone 
loss values do not exceed the range of observations. As 
for the Arctic, Clx and PACl are well correlated for most 
of the models. Some models show a lower sensitivity of 
Clx for a given PACl value compared other models, like 
CCSRNIES, CMAM and GEOSCCM. On the other hand 
UMSLIMCAT shows a slightly higher sensitivity of Clx 
for a given PACl values. Note, chemical ozone loss was 
derived between July and mid-October. Continuous ozone 
depletion during the first weeks of October in the models 
might result in better agreement with observed ozone de-
pletion, even if chemical ozone loss is delayed during win-
ter/spring in some models.

In this section, only polar chemical ozone loss in the 
vortex core was evaluated to eliminate the impact on the 
inhomogeneous distributed ozone depletion in the entire 
vortex. Derived inhomogeneous ozone loss can be a result 
of an under-estimation of chemical ozone depletion at the 
vortex edge, caused by mixing across a too weak polar vor-
tex edge. On the other hand, PACl was evaluated for the 
entire polar vortex. 

6.4 Summary

This section gives a summary of the performance 
of the 18 CCMs, and the multi-model mean, in the com-
parisons described in Section 6.3. In the following sum-
mary, unless stated otherwise, “polar region” is defined as 
79°S-89°S EqL and 350 K - 600 K. Note: One needs to 
be careful in comparing the HCl grades (Section 6.3.4.1) 
with the PACl grades below. A low grade for PACl does not 
mean that there was little chlorine activation. One can get a 
low grade for PACl with too much chlorine activation (see 
Section 6.3.4.3). In addition, the PACl is grade over the en-
tire vortex, between 400 K - 550 K, where HCl is examined 
in the “polar region” (as defined above).

6.4.1 Summary by model

Multi-Model Mean: There are some chemistry diag-
nostics where the notion of the multi-model mean (MMM) 
is not useful or where the mean cannot be graded. Our pho-
tolysis comparison compared individual model results with 
a ‘robust’ model mean, rather than observations, and so the 
model mean already provided the benchmark. The PSS 
comparison is performed model by model; running the PSS 
code using the mean of the individual chemical species in 
the CCM schemes would not have any value given their 

different complexity, rate constants etc. Chemical schemes 
(and other CCM modules) are expected to conserve trac-
er families. Most CCMs exhibit this desirable behaviour 
while some others do not. For an analysis of this property, 
any mean which combines ‘correct’ models with ‘incor-
rect’ models is clearly going to be worse than the ‘correct’ 
models. The metrics where the MMM could be analysed 
are the following. For tracer-tracer correlations the MMM, 
like most of the CCMs, was good. For the reservoir chem-
istry the MMM scored relatively well; however, no model 
scored better than the MMM for all species and the MMM 
avoids any relatively low values. The MMM would also 
smooth out any errors in the partitioning of families in 
the individual CCMs. In the polar region, the MMM did a 
good job of representing the evolution of HNO3, H2O, and 
HCl. Most CCMs accurately represent chemical ozone loss 
in the Antarctic spring. There are clearly exceptions. Only 
a few models correctly represent the observed chemical 
ozone loss in the Arctic. This is reflected in the multi-mod-
el mean for this process, where the Antarctic is consistent 
with observations and the Arctic under-estimates chemical 
ozone loss.

AMTRAC: This model generally had a good performance 
on the photolysis inter-comparison; however there were 
exceptions for several important odd-oxygen production 
and loss Js (e.g., J-O2 and J-Cl2O2). This model did a very 
good job of representing the radical precursors and the rad-
icals in the PSS section, with the exception of the Cly vs. 
N2O relation and the ClO/Cly ratio. Otherwise, it produced 
excellent tracer-tracer correlations. The model parameter-
ises total chlorine and bromine loadings, so these could not 
be evaluated. The reservoir chemistry was generally well 
simulated except for HCl which appeared low. This may 
be due to a problem with the parameterised halogen load-
ing. AMTRAC did not submit HNO3 and HCl for the polar 
studies, so these species could not be evaluated there. H2O 
was included but was not well simulated in the lower po-
lar region (model too low) although the model did better 
in the 600 K - 800 K range. The model’s polar chemical 
ozone loss was well simulated in both the Antarctic and 
Arctic. However, for the Antarctic the chemical ozone loss 
matched observations at a lower PACl abundance relative 
to reanalyses. The SAD for the polar ozone loss analy-
sis was not supplied and therefore based on the REF-B1 
sulfate time-series. Profiles of SAD provided for the PSS 
comparisons showed significant differences compared to 
profiles used by other models, particularly at higher alti-
tudes.

CAM3.5: This model did not participate in the photolysis 
inter-comparison; however, CAM3.5 uses the same LUT 
approach as WACCM (see comments below). This model 
did a good job of representing the radical precursors, with 
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the exception of NOy vs. N2O. In the PSS comparison the 
model had a good representation of Ox, HOx and BrO/Bry, 
with slightly poorer results for the NOx/NOy and ClO/
Cly ratios. It had good tracer-tracer correlations except 
for NOy vs. N2O and Bry vs. N2O. The reservoir chemis-
try was generally well simulated except for ClONO2 and 
N2O5. CAM3.5 did well in representing HNO3 in the po-
lar region although less well in the 600 K - 800 K range 
(model too low). The model over dehydrates in the 350 K 
- 800 K region. This model also exhibited problems in the 
evolution of HCl (model too high) in the same high polar 
latitudes, suggesting it under-estimates chlorine activation. 
The model under-estimated polar chemical ozone loss in 
both the Antarctic and Arctic, consistent with too low chlo-
rine activation. The sulfate SAD for the polar ozone loss 
calculation was supplied.

CCSRNIES: This model showed discrepancies (versus 
the multi-model mean) for all photolysis rates examined. 
The model did well in representing the precursors in the 
PSS section, with the exception of Cly in the middle tropo-
sphere, and the abundance of total hydrogen versus N2O. 
This model did well in representing most of the PSS radical 
diagnostics. This model has very good tracer-tracer corre-
lations except for CH4 vs. H2O. This model had excessive 
levels of Bry in the troposphere and throughout the strato-
sphere due to inclusion of CHBr3 in boundary conditions. 
Model levels of Cly in the troposphere and lowermost strat-
osphere are quite high. The model has more inorganic chlo-
rine and bromine in the stratosphere than expected based 
on the prescribed surface source gases. This indicates a 
lack of conservation in the model. The reservoir chemis-
try comparisons showed variable results. In particular, the 
upper stratosphere loading of HCl is very large due to the 
excess chlorine. This model had problems representing po-
lar HNO3. The model showed too much HNO3 early in the 
winter and too little HNO3 later in the winter/spring. The 
PACl analysis was good for the Antarctic but not for the 
Arctic. The polar chemical ozone loss was underestimated 
in the Antarctic. Little chemical ozone loss was derived in 
the Arctic. The sulfate SAD for the polar ozone loss calcu-
lation was supplied.

CMAM: Did not participate in the photolysis inter-com-
parison. The model did very well in representing the radi-
cal precursors and radicals in the PSS diagnostic. It also 
has very good tracer-tracer correlations, although values of 
total hydrogen (Htot) tend to be lower than observation and 
most of the other models. The reservoir chemistry species 
appear to be well represented. It should be noted that this 
model does not represent the sedimentation of HNO3 and 
H2O containing particles, but does represent an equilibri-
um partitioning of these species before they are used in the 
chemistry solver. This model does well in representing HCl 

in the polar region. The PACl analysis showed good results 
for the Antarctic but poorer agreement in the Arctic. The 
polar chemical ozone loss was also very well represented 
in the Antarctic. Little chemical ozone loss was derived in 
the Arctic, consistent with PACl in this region. The sulfate 
SAD for the polar chemical ozone loss was supplied.

CNRM-ACM: Did not participate in the photolysis inter-
comparison. This model did a very good job in representing 
the radical precursors in the PSS section, with the exception 
of Cly in the troposphere and lowermost stratosphere (mod-
el values too high) and Htot (model has higher values than 
observed and than found in most other models). The model 
consistently did a very good job of representing radicals. 
The model has good tracer-tracer correlations and the res-
ervoir chemistry appears to be well represented. The model 
shows a slight lack of conservation of total chlorine and 
total bromine in the mid- to upper stratosphere. This model 
did a good job representing H2O and HCl in the Antarctic 
polar region. However, the PACl analysis revealed large 
disagreement for both the Antarctic and Arctic, because of 
a very large variability in the PACl for the Antarctic and 
too warm temperatures in the Arctic. Chemical ozone loss 
was generally low in the Antarctic, even though the evolu-
tion of polar evolution HCl was adequately represented. 
Little chemical ozone loss was derived in the Arctic, con-
sistent with PACl in this region. The sulfate SAD for the 
polar ozone loss calculation was supplied. 

E39CA: Did not participate in the photolysis inter-compar-
ison, the PSS comparison or the polar studies. The model 
has good tracer-tracer correlations, although we could not 
evaluate NOy vs. N2O. The model appears to have a good 
representation of chlorine and nitrogen reservoir chemis-
try. This model does not include an explicit treatment of 
bromine chemistry, but we were unable to evaluate if and 
how this affects the performance of the model (e.g., for 
polar ozone loss).

EMAC: This model performed well in the photolysis inter-
comparison. The model did a very good job of representing 
the radical precursors in the PSS section with the excep-
tion that the model under-estimated the abundance of Htot. 
This model also did a good job of representing the radicals 
in the PSS evaluation. The model simulates good tracer-
tracer correlations. The model simulates reservoir chem-
istry well. The model did not simulate polar HNO3 well 
(model too high early in the winter) although H2O and HCl 
in the same region were better. The model’s PACl analy-
sis was good for both the Antarctic and Arctic. The polar 
chemical ozone loss was well represented in the Antarctic 
but slightly less loss in the Arctic. Large PACl values in 
the Arctic did not lead to apparent chemical ozone loss - 
this may be due to the vortex edge not being isolated and 
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resulting in mixing processes adding to the uncertainties 
in the tracer-tracer correlation method. This would result 
in an under-estimation of chemical ozone loss. This model 
under-estimated the chemical ozone loss in the Antarctic. 
The sulfate SAD was supplied for the polar ozone analysis.

GEOSCCM: This model performed very well in the 
photolysis inter-comparison. The model did a good job 
of representing precursors and radicals in the PSS evalu-
ation. However, the model overestimated the ClO/Cly ratio 
in the upper stratosphere and under-estimates the Cly vs. 
N2O relation. The REF-B1 simulation was run using vol-
canically clean background aerosol loading, rather than the 
prescribed sulfate SAD climatology. This model produces 
good tracer-tracer correlations and appears to have a good 
description of reservoir chemistry. GEOSCCM did a good 
of representing the polar evolution of HNO3, however it 
tended to overestimate HNO3 abundances early in winter 
(June). This model did a very good job of representing H2O 
in the same region. HCl in the polar region was adequate-
ly represented, with the exception that the model had too 
much HCl in the 400 K - 425 K region relative to MLS. 
Overall, the model’s Antarctic chemical ozone loss was 
consistent with observations. However, in this region, the 
chemical ozone loss was too large near the end of the win-
ter, likely due to too large of ozone loss during the first half 
of October. The model did derive some chemical ozone 
loss in the Arctic, but less than observations would suggest.

LMDZrepro: This model performed very well in the pho-
tolysis inter-comparison. This model did a good job of rep-
resenting the radical precursors in the PSS section, with 
the exceptions of the abundance of Htot versus N2O (model 
values low) and the Bry versus N2O diagnostic, which is 
due to the inclusion of a very short-lived source of Bry. The 
model did an excellent job of representing the radical par-
titioning diagnostics in PSS section, although comparisons 
could not be performed for O(1D) and O(3P). The model 
produces good tracer-tracer correlations, except for CH4 
vs. H2O which illustrated a problem in modelled H2O. The 
model has a reasonable representation of reservoir chem-
istry. In the polar region the modelled HNO3 was too high 
but H2O was more realistic. In this same region the model 
did a good job representing the evolution of HCl. The PACl 
analysis gave good results for the Antarctic and Arctic. The 
modelled polar chemical ozone loss was also very good for 
both polar regions. The sulfate SAD for the polar chemical 
ozone loss calculation was supplied.

MRI: Did not participate in the photolysis inter-compar-
ison. This model performed well in the radical precursor 
PSS section, with the exception that there was too much 
Bry present in the troposphere and throughout the strato-
sphere and too much Cly in the troposphere and lowermost 

stratosphere. While the modelled stratospheric total chlo-
rine loading followed the prescribed scenario, the model 
appeared to produce more inorganic bromine than expected 
based on specified halocarbons. The N2O vs. NOy diagnos-
tic showed that model values of NOy are high in the lower 
stratosphere and low in the upper stratosphere. The model 
provided a good representation of NOx/NOy and BrO/BrY 
in the PSS evaluation, a fair representation of O(1D), O(3P), 
and HOx, and a poor representation of ClO/Cly.  The large 
overestimate of ClO/Cly by this model is due, in part, to 
the neglect of HCl production by the ClO + OH reaction. 
Overall, this model received the lowest numerical score in 
the fast chemistry evaluation. However, tracer-tracer cor-
relations were well simulated. This model performed rela-
tively poorly in representing the evolution of HNO3, but 
did a much better job of representing H2O and HCl in the 
polar region. The polar chemical ozone loss was very well 
simulated in both hemispheres. The sulfate SAD was not 
supplied for the polar chemical ozone loss calculation and 
therefore based on the REF-B1 sulfate time-series.

NiwaSOCOL: NiwaSOCOL provided joint results with 
SOCOL for the photolysis inter-comparison (see below). 
Did not participate in the PSS inter-comparisons. The 
model produced good tracer-tracer correlations except for 
NOy vs. N2O. The model performed well for the reservoir 
chemistry. Modelled polar HNO3 was good while the simu-
lation of H2O was better. In the same region, overall, the 
model did a good job in representing the evolution of HCl. 
However, the model overestimated HCl in the 500 K - 600 
K region. The PACl analysis was good for the Antarctic but 
poorer for the Arctic. The Arctic PACl values were very 
high in the vortex as a result of too large H2O in the NH for 
some winters. Polar chemical ozone loss was well simulat-
ed in the Antarctic but, to a lesser extent, the Arctic where 
only very little ozone loss was derived. The sulfate SAD 
was not supplied for the polar chemical ozone loss analysis 
and therefore based on the REF-B1 sulfate time-series.

SOCOL: This model performed well in the photolysis 
inter-comparison. This model did well in representing the 
Htot vs. N2O diagnostics in the PSS section. However, it 
performed much less well in representing the Bry vs. N2O 
relation in the stratosphere. Model values of Cly and Bry 
are large throughout the troposphere and stratosphere, and 
in the upper stratosphere exceed the values expected from 
the prescribed halocarbon scenarios. This indicates a lack 
of mass conservation. The model did a good job for HOx 
diagnostic in the PSS section; model values of NOx/NOy, 
ClO/Cly, and BrO/Bry differ considerably from the bench-
mark (comparison for O(3P) and O(1D) could not be per-
formed). Overall, the model did not fare well in the PSS 
evaluation. The model simulated good tracer-tracer corre-
lations, except for NOy vs. N2O, and has a good represen-
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tation of reservoir chemistry. Modelled polar HNO3 was 
good, while the simulation of H2O was better. In the same 
region, overall, the model did a good job in representing 
the evolution of HCl. However, the model overestimated 
HCl in the 500 K - 600 K region. The PACl analysis was 
good for the Antarctic but slightly less so for the Arctic. 
The simulation of polar chemical ozone loss was good for 
both regions. The sulfate SAD was not supplied for the po-
lar chemical ozone loss analysis and therefore based on the 
REF-B1 sulfate time-series.

ULAQ: Did not participate in the photolysis inter-compar-
ison. This model did a good job in representing the radical 
precursors in the PSS section with the exception of exhibit-
ing large Cly in the troposphere and throughout the lower 
stratosphere. The model also used a different sulfate SAD 
than what was prescribed for REF-B1. This model did a 
good job of representing O(3P), O(1D), HOx, and NOx/NOy 
for one time period of the PSS evaluation (Sept 1993), 
and a poor job of representing these species for the other 
time period (Feb 1996). The model did a fair job for the 
representation of the partitioning of ClO/Cly and BrO/Bry 
for both time periods. It is not clear why this model repre-
sented fast chemistry much better for one time period than 
another time period; no other model exhibited such behav-
iour. The model simulated good tracer-tracer correlations. 
The model has a good description of reservoir chemistry 
though results for HNO3 showed a larger disagreement. 
For the polar region the model performed fairly for HNO3 
(model too high) but better for H2O. In the same region the 
model did well in representing the evolution of HCl. The 
PACl analysis was good for both the Antarctic and Arctic, 
and the simulated polar chemical ozone loss was also good 
for both regions. The sulfate SAD was supplied for the po-
lar chemical ozone loss analysis.

UMETRAC: Did not participate in any of the Chapter 6 
chemistry diagnostics. Some tracer fields were supplied 
late in the CCMVal process and were included in reservoir 
species figures where possible.

UMSLIMCAT: Performed well in the photolysis inter-
comparison. This model did a good job in the radical and 
radical precursor diagnostics for the PSS section, except 
for the Bry vs. N2O relation. Values of Bry were higher than 
found by other models due to the inclusion of a source 
of very short-lived Bry (an additional 6 pptv of Bry was 
added). Comparisons could not be performed for O(3P) 
and O(1D). The model produced good tracer-tracer cor-
relations. The model has a good description of reservoir 
chemistry although a slightly larger discrepancy existed 
for ClONO2. This model had a good representation of 
HNO3 (though model was too high) and H2O in the polar 
region. In the same region the model performed fairly well 

for HCl. The PACl results were good for the Antarctic and 
Arctic. The simulation of polar chemical ozone loss was 
also good for both regions (though note that the model run 
has larger Bry). The sulfate SAD was not supplied for the 
polar chemical ozone loss analysis and therefore based on 
the REF-B1 sulfate time-series.

UMUKCA-METO: Did not participate in the photolysis 
inter-comparison. This model compared well in the radical 
precursor diagnostics in the PSS section with the excep-
tion that this model had too much Cly at the tropopause 
and throughout the troposphere, due to errors in treating 
the rainout of HCl. This led to an excess of total chlorine 
throughout the stratosphere. The model did a good job of 
representing radicals in the PSS diagnostics. The model 
tended to overestimate stratospheric NOx/NOy by a large 
amount and under-estimate stratospheric HOx, also by a 
large amount. The comparisons for O(1D) could not be 
performed. The model produced good tracer-tracer corre-
lations, except for CH4 vs. H2O. The model generally did a 
fair job of reservoir chemistry. In the polar region the mod-
el did a fair job of HNO3 (model too high) but better for 
H2O. In the same region the model was good at represent-
ing the evolution of HCl. The PACl analysis gave relatively 
poor results for the Antarctic and Arctic. The simulation of 
polar chemical ozone loss was good for the Antarctic but 
poorer for the Arctic. The sulfate SAD was not supplied for 
the polar chemical ozone loss and therefore based on the 
REF-B1 sulfate time-series. This model ran with a slightly 
different surface chlorine and bromine scenario to that pre-
scribed for the REF-B2 run.

UMUKCA-UCAM: Did not participate in the photolysis 
inter-comparison, the PSS inter-comparison or the polar 
studies. However, this model is very similar to UMUKCA-
METO and the performance of the chemical scheme should 
therefore be expected to be very similar. Chemical output 
could be analysed for the climatological comparisons. 
The model produced good tracer-tracer correlations. For 
the reservoir chemistry the model performed reasonably 
with the notable exception of HNO3. An outstanding is-
sue is the apparent differences in chemical behaviour with 
the METO version of UMUKCA for these climatological 
comparisons. Like UMUKCA-METO, this model ran with 
a slightly different surface chlorine and bromine scenario 
to that prescribed for the REF-B2 run.

WACCM: This model performed very well in the photoly-
sis inter-comparison. The model did an excellent job repre-
senting radicals and radical precursors. Peak values of NOy 
are a bit lower than found in most of the other models and 
observed during Sept 1993. This model received the high-
est overall score in the fast chemistry metric. The model 
produced good tracer-tracer correlations and appears to 
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have a good description of reservoir chemistry. In the polar 
region WACCM was performed well in its representation 
of HNO3 but less well for H2O (model too low). It should 
be noted that this model stayed denitrified too long into 
spring. In the same region the model was good in repre-
senting the evolution of HCl. The PACl comparison was 
good for the Antarctic but poorer for the Arctic where the 
PACl values were too large. The simulation of polar chemi-
cal ozone loss was very good for both the Antarctic and 
Arctic. The sulfate SAD was supplied for the polar chemi-
cal ozone loss analysis.

6.4.2 Overall Summary 

This chapter is the first major attempt at quantifying 
the accuracy of different components of the stratospheric 
chemistry modules contained within global 3D CCMs. 
This work has shown some very good agreement, but at 
times significant discrepancies, in how the state-of-the-art 
CCMs represent radicals and their precursors. 

A wide range of chemical observations are available 
for testing CCMs. However, the effective use of these ob-
servations sometime requires specific temporal sampling 
of the model runs. For example, satellite observations of 
key radicals for ozone loss are now available over many 
years but these species tend to have strong diurnal varia-
tions. Uncertainties in modelled polar ozone loss could be 
reduced by critical comparison with climatologies of polar 
ClO. Future CCM runs should look to sample the model to 
produce output files directly comparable to such observa-
tions.
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