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ABSTRACT OF THE DISSERTATION

Three Essays on Non-Monetary Incentives

and Employee Compensation

by

Cristian Ramirez

Doctor of Philosophy in Management

University of California, Los Angeles, 2017

Professor Ian Israel Larkin, Chair

Scholars in strategy, organizational behavior, and economics have shown increasing interest

in the link between non-monetary, extrinsic incentives and employee productivity. How-

ever, nearly all of this research examines rewards that have some kind of social recognition

mechanism. In the first chapter of my dissertation, I examine the awarding of private, non-

monetary badges for hitting performance targets. On Amazon Mechanical Turk, workers

receiving this type of badge upon hitting a performance threshold are approximately 9.4

percent more productive than workers in the control group. Interestingly, this increase in

productivity was almost the exact same as giving workers hitting the threshold a 20 percent

bonus in pay.

The second chapter of my dissertation presents the analysis of an actual incentive scheme

that has a unique characteristic: it combines both symbolic and pecuniary incentives under

the same platform. By examining the results of this real-life application, I can estimate the

extent to which workers respond to an actual application of gamification and how its impact

varies over time.

Understanding the determinants of value captured by different stakeholders is a key issue

for both practitioners and scholars in strategic management. The final chapter of my disser-

tation presents a study on variations in worker compensation in the copper mining industry.

Our results show that there is a positive effect of copper price on workers’ compensation,

but this effect is moderated by the characteristics of labor regulation in each country.

ii



The dissertation of Cristian Ramirez is approved.

Marvin Lieberman

Sanford DeVoe

Jana Gallus

Ian Israel Larkin, Committee Chair

University of California, Los Angeles

2017

iii



Table of Contents

1 Do workers perform better after a digital badge is awarded? Evidence

from Amazon Mechanical Turk . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Theoretical backgrounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2.1 Gamification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2.2 Autonomy, feelings of competence and self-esteem . . . . . . . . . . . 7

1.2.3 Reciprocity and conditional altruism . . . . . . . . . . . . . . . . . . 8

1.2.4 Emotions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.2.5 Propositions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.3 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.3.1 The platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.3.2 Stages of the experiment . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.3.3 The task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.3.4 Thresholds and treatments . . . . . . . . . . . . . . . . . . . . . . . . 15

1.4 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.4.1 Filters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.4.2 Descriptive statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.4.3 About the randomization . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.5.1 Round 1: articles and points . . . . . . . . . . . . . . . . . . . . . . . 21

1.5.2 Round 1: speed and accuracy . . . . . . . . . . . . . . . . . . . . . . 25

1.5.3 Panel data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.5.4 Survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

1.5.5 Additional job offer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

1.5.6 Round 2: points and articles . . . . . . . . . . . . . . . . . . . . . . . 35

1.6 Discussion and limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

iv



1.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

1.8 Appendix: Survey questions . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

2 Motivating truck drivers: The role of points, badges, prizes, and t-shirts

on fuel efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

2.2 Empirical setting: The trucking industry . . . . . . . . . . . . . . . . . . . . 75

2.3 The platform: FuelOpps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

2.3.1 How does FuelOpps work? . . . . . . . . . . . . . . . . . . . . . . . . 77

2.3.2 Gamification features of FuelOpps . . . . . . . . . . . . . . . . . . . . 79

2.3.3 Company-specific interventions and campaigns . . . . . . . . . . . . . 82

2.3.4 Graphical user interface . . . . . . . . . . . . . . . . . . . . . . . . . 82

2.4 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

2.4.1 Company 1050 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

2.4.2 Characteristics of FuelOpps during phase 2 . . . . . . . . . . . . . . . 87

2.4.3 Dependent variables . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

2.4.4 Graphical examination of GPM . . . . . . . . . . . . . . . . . . . . . 89

2.4.5 Independent variables . . . . . . . . . . . . . . . . . . . . . . . . . . 89

2.4.6 Filters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

2.4.7 Empirical strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

2.4.8 Parallel trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

2.5 Results: does FuelOpps help improve driver performance? . . . . . . . . . . . 92

2.5.1 Behavioral response . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

2.5.2 Impact of FuelOpps by quartiles . . . . . . . . . . . . . . . . . . . . . 97

2.5.3 FuelOpps and novelty . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

2.5.4 Target scores and t-shirts . . . . . . . . . . . . . . . . . . . . . . . . 100

2.5.5 Interaction with FuelOpps . . . . . . . . . . . . . . . . . . . . . . . . 101

2.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

v



2.8 Appendix 1: Pre-trial messages . . . . . . . . . . . . . . . . . . . . . . . . . 125

2.9 Appendix 2: About the differences-in-differences approach . . . . . . . . . . 127

3 Stakeholder value appropriation: The case of labor in the worldwide min-

ing industry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

3.2 Theory and hypotheses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

3.2.1 General considerations . . . . . . . . . . . . . . . . . . . . . . . . . . 130

3.2.2 The effect of an exogenous positive shock on employees’ value appro-

priation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

3.2.3 The moderating effects of labor regulations . . . . . . . . . . . . . . . 132

3.2.4 The moderating effects of firm ownership type . . . . . . . . . . . . . 134

3.2.5 The moderating effect of ownership concentration . . . . . . . . . . . 135

3.3 Empirical setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

3.4 Data and descriptive statistics . . . . . . . . . . . . . . . . . . . . . . . . . . 139

3.4.1 Dependent variable . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

3.4.2 Independent variables . . . . . . . . . . . . . . . . . . . . . . . . . . 139

3.5 Econometric model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

3.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

3.6.1 Equation 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

3.6.2 Equation 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

3.6.3 Robustness checks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

3.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

vi



List of Figures

1.1 Instructions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

1.2 Digital badge (BA) presentation. . . . . . . . . . . . . . . . . . . . . . . . . 63

1.3 Badges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

1.4 Histograms of the number of articles submitted by round. . . . . . . . . . . . 65

1.5 Scatterplot: articles submitted during rounds 1 and 2. . . . . . . . . . . . . . 66

1.6 Average marginal effect of money condition on articles submitted in round 2. 67

2.1 Point allocation function for a subset of number of miles traveled. . . . . . . 116

2.2 Website screenshot of FuelOpps version 1.0. . . . . . . . . . . . . . . . . . . 117

2.3 Timeline of events for company 1050. . . . . . . . . . . . . . . . . . . . . . . 118

2.4 Characteristics of FuelOpps during phase 2. . . . . . . . . . . . . . . . . . . 119

2.5 Average fuel efficiency (GPM) by group per day. . . . . . . . . . . . . . . . . 120

2.6 Fuel efficiency (GPM) across groups and phases. . . . . . . . . . . . . . . . . 121

2.7 Pre-intervention trend (treatment group). . . . . . . . . . . . . . . . . . . . . 122

2.8 Evolution of FuelOpps scores over time for the treatment group. . . . . . . . 123

2.9 Histogram of the difference between target and current score. . . . . . . . . . 124

3.1 Summary of theoretical framework and hypotheses. . . . . . . . . . . . . . . 158

3.2 Price variable and international price of copper between 2000 and 2008. . . . 158

3.3 Marginal effects of price on earnings (95 percent confidence intervals). . . . . 159

vii



List of Tables

1.1 Common feedback messages . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

1.2 Summary of treatment arms . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

1.3 Data collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

1.4 Descriptive statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

1.5 Balance 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

1.6 Balance 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

1.7 Balance 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

1.8 Articles submitted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

1.9 Correct answers (points) after 10th article. . . . . . . . . . . . . . . . . . . . 47

1.10 Average speed after 10th article. . . . . . . . . . . . . . . . . . . . . . . . . . 48

1.11 Average accuracy after 10th article. . . . . . . . . . . . . . . . . . . . . . . . 49

1.12 Longitudinal analysis: seconds (ln) and points per article. . . . . . . . . . . . 50

1.13 Longitudinal analysis: seconds (ln) and points per article (cont.). . . . . . . 51

1.14 Average marginal effects per quartile: seconds (ln). . . . . . . . . . . . . . . 52

1.15 Average marginal effects per quartile: seconds (ln). . . . . . . . . . . . . . . 53

1.16 Average marginal effects per quartile: points. . . . . . . . . . . . . . . . . . . 54

1.17 Average marginal effects per quartile: points. . . . . . . . . . . . . . . . . . . 55

1.18 Survey 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

1.19 Survey 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

1.20 Additional job offer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

1.21 Adjusted predictions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

1.22 Articles submitted in round 2. . . . . . . . . . . . . . . . . . . . . . . . . . . 60

1.23 Points obtained in round 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.1 FuelOpps levels and experience points. . . . . . . . . . . . . . . . . . . . . . 108

2.2 MPG and GPM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

2.3 Descriptive statistics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

viii



2.4 GPM: main results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

2.5 Behavioral response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

2.6 Fuel efficiency (GPM) by quartile. . . . . . . . . . . . . . . . . . . . . . . . . 112

2.7 Novelty effects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

2.8 Target score . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

2.9 Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

3.1 Metals in ore. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

3.2 Average percentage of each cost component of the total cost to concentrate

per ton of ore. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

3.3 Labor regulation variables. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

3.4 Labor regulation variables: descriptive statistics. . . . . . . . . . . . . . . . . 154

3.5 State ownership variable: descriptive statistics. . . . . . . . . . . . . . . . . . 154

3.6 Ownership concentration: descriptive statistics. . . . . . . . . . . . . . . . . 154

3.7 Variables and sources. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

3.8 Summary descriptive statistics. . . . . . . . . . . . . . . . . . . . . . . . . . 156

3.9 Countries and mines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

3.10 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

ix



Vita

2008 Bachelor Degree in Business and Economics, Pontificia Universidad
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CHAPTER 1

Do workers perform better after a digital badge is

awarded? Evidence from Amazon Mechanical Turk

1.1 Introduction

Many papers have been written about the importance of incentives. The empirical evidence

collected so far supports the idea that monetary incentives increase worker performance

(Lazear, 2000; Prendergast, 1999; Shearer, 2004). Nevertheless, firms have not embraced

pay-for-performance schemes to the extent predicted by agency theory. The presence of

psychological factors such as overconfidence and social comparison costs (Nickerson and

Zenger, 2008) makes performance-based compensation a less attractive alternative in reality

(Larkin, Pierce, and Gino, 2012).1

However, monetary incentives are just one side of the coin. During the last few years,

scholars have become increasingly interested in the effects of extrinsic non-monetary incen-

tives on worker performance, with awards receiving the most attention. Although there is

no clear definition of what constitutes a corporate award from an academic point of view,

an award is colloquially understood as a symbolic reward that comes with some positive

feedback and social exposition (Neckermann, Cueni, and Frey, 2014; Gallus and Frey, 2016).

This description of what comprises an award includes many different symbolic rewards ac-

tually given by companies such as ‘employee of the month’ and ‘best annual performance’,

and also recognition symbols bestowed by governments and armies (Frey, 2007).

Many of the awards considered in the empirical literature rely on a large amount on the

social disclosure of awardees. The public recognition of recipients has been labeled as the

1According to a Bloomberg BNA report on Mercer’s 2013 Pay for Performance Survey, more than half of
the surveyed companies have executed a pay-for-performance scheme, and from those around a 45 percent
felt disappointed with their program (Douglas, 2013).
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key component of the motivating power of awards (Frey, 2006; Gallus, 2016; Neckermann

and Frey, 2013). According to standard economic theory, having a chance to obtain a purely

symbolic reward should not make a worker exert more effort unless there are other benefits

included; if workers care about social recognition and status, then we can expect them to put

more effort to be rewarded with an award that is visible to the members of the organization

(Moldovanu, Sela, and Shi, 2007). Public exposure of an award recipient enhances her

status and social reputation (Frey, 2007), and helps satisfy her inner desire to feel better

than others (Frey, 2006). Therefore, by publicly rewarding recipients, awards explicitly

fulfill an individual need for social recognition. In general, the early research on awards

and worker performance seems to suggest a positive effect of symbolic rewards on behavior

(Gallus, 2016; Gallus and Frey, 2016; Kosfeld and Neckermann, 2011; Restivo and Rijt,

2012). However, since almost all studies include non-monetary rewards with some degree of

social disclosure, disentangling the effects of social comparisons on non-social mechanisms

becomes an impractical task.

To my knowledge, only one paper has tried to shed some light on this question. Ashraf,

Bandiera, and Lee (2014) study the impact of the introduction of awards to health workers

in Zambia who are enrolled in a one-year training program. Workers need to attend classes

and their performance is measured in term of test scores. The experimental design in Ashraf,

Bandiera, and Lee (2014) allows separating the effect of an award (a personalized letter from

the program director to the top performers) from the inherent social visibility generated

by the public knowledge of who the top scorers are. As in the case of most studies in the

literature, Ashraf, Bandiera, and Lee (2014) consider a symbolic reward that is introduced

to subjects before a task is performed (Kosfeld and Neckermann, 2011; Lacetera and Macis,

2010; Neckermann and Frey, 2013). The way some of these ‘ex-ante’ awards are presented to

workers resembles the structure of a tournament, where a very reduced number of recipients

or winners are publicly recognized with a reward (Frey and Neckermann, 2008; Kosfeld

and Neckermann, 2011). These ex-ante awards seem to have an effect on the tails of the

distribution of workers, which means that a great portion of subjects are either unmotivated

or simply think they do not have the sufficient skills to be bestowed with an award (Kosfeld

and Neckermann, 2011). In line with the general findings, Ashraf, Bandiera, and Lee’s results

show a positive effect of awards on performance.

Although the research to date shows a positive effect of extrinsic social rewards, we are

learning that they can carry real costs for firms, similarly to monetary incentives. Charness,

Masclet, and Villeval (2014) study whether the desire to achieve a higher status, understand-

2



ing it as a better position in the performance ranking with no additional pecuniary benefits,

could motivate unethical behavior among experimental subjects. Their results show that

agents are willing to sacrifice part of their income just to get a better rank position. Sim-

ilarly, Huberman, Loch, and ONculer (2004) express their concern about how people are

willing to devote more resources than what would be optimal to win a contest, whenever

winning awards status. Malmendier and Geoffrey (2009) and Borjas and Doran (2013) of-

fer evidence of a negative impact of awards on CEOs and recipients of the Fields medal,

respectively.

Gubler, Larkin, and Pierce (2016) show how an actual implementation of an attendance

award program can carry considerable costs to an organization, arguing that under a non-

monetary incentive system, workers can still engage in detrimental actions to the firm in

order to become eligible for the awards. Also importantly, Gubler, Larkin, and Pierce (2016)’s

paper shows how the establishment of an extrinsic award system can have a negative effect on

intrinsic motivation when rewards are expected or promised, a topic previously considered in

the theoretical literature about motivation (Bénabou and Tirole, 2003; Frey and Jegen, 2001;

Ryan and Deci, 2000). Gubler, Larkin, and Pierce (2016) estimate the cost on productivity

to be around 1.4 percent as a consequence of the introduction of the award program.

There has been little research on whether firms can get some of the benefits of non-

monetary extrinsic rewards without the costs if the social dimension is excluded. The present

research tries to shed some light on this topic. Particularly, the aim of this paper is to measure

the causal effect of digital badges on worker performance. As awards, badges allow people

to distinguish themselves from their peers, satisfying the human need for status and social

recognition. Nevertheless, badges could also have an effect on an individual’s performance by

affecting her self-esteem, intrinsic motivation, and/or feeling of competence (Benabou and

Tirole, 2002; Bénabou and Tirole, 2003; Stajkovic and Luthans, 1998). Therefore, badges

might affect workers’ behavior even when recipients are not publicly recognized. Even more,

with workers being more familiar with computers, video games, and the Internet, badges do

not need to be physically awarded: a digital badge can fulfill the role.

We test the effectiveness of digital badges using a sample of workers from Amazon Me-

chanical Turk (AMT) who perform a task for 25 minutes in exchange for a fixed payment.

Six experimental conditions are considered. Workers in the badges condition (four different

treatment arms) receive digital badges, while workers in the money condition get an ex-

tra monetary payment (both the digital badges and the extra payment are unexpected, i.e.,

3



workers are not told about their existence). The digital badges considered in this experiment

include both absolute performance and relative performance. The effect of relative feedback

provision on worker behavior has, in general, found support in the literature (Blanes i Vi-

dal and Nossol, 2011; Charness, Masclet, and Villeval, 2014; Kuhnen and Tymula, 2012),

although at least one negative experience has been observed (Ashraf, Bandiera, and Lee,

2014). Workers in the badges and money conditions receive a written message along with

the specific stimulus (the badge or the monetary payment) when it is awarded. In order to

isolate the effect of these stimuli from the inherent positive feedback generated by the written

message, a last experimental group is considered. Workers in the feedback condition observe

just base written message that is shown to workers in the other experimental conditions and

nothing else. By including this last experimental group, we can quantify the added effect of

each stimulus on worker performance.2

To actually capture the differences in behavior that occur after the provision of monetary

and non-monetary incentives, all stimuli are awarded once workers reach the same point in

the task. This way, by keeping all the conditions across experimental groups the same until

this point, we can observe not only the differences in performance across groups once they

receive the stimuli (between-group comparison), but also control for their own performance

before and after the stimuli are given (within-group analysis).

Our results indicate that, in general, the presence feedback messages, monetary rewards,

and digital badges increased the performance of male subjects, while the effect on females is

for the most part negative. While males increase their output (in terms of quantity) without

sacrificing quality, females that received only feedback messages present a lower output in

terms of quantity and also quality. The negative quality effect in females is present for all

treatment conditions except for females that got additional monetary payments.

The paper is organized as follows. Section 1.2 presents the relevant theoretical back-

grounds for this study and the propositions to be tested. Section 1.3 describes the exper-

iment and its implementation while Section 2.5 shows the results of each of the phases of

the experiment. Section 2.6 discusses the main findings, the limitations of the present study,

and future lines of research. Section 2.7 concludes.

2As we will discuss later, three conditions that award badges also mention information about relative
ranking of the subject (e.g., top 20 or top 40 percent). That information is not considered in the feedback
treatment.
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1.2 Theoretical backgrounds

Even though the term award is generic enough as to include rewards such as badges, we

are reserving the latter for symbolic rewards that are not tied to monetary compensation

and are given to anyone who fulfills the requirement (i.e., the number of potential recipients

is not constrained ex ante). Armies, the Boy Scouts, online forums, and other groups and

organizations use badges or medals to denote or highlight a special situation or achievement

(Antin and Churchill, 2011; Frey, 2007). Video games are another good example in which

badges are used extensively to engage players in certain behaviors.3 Nowadays, around 42

percent of Americans play video games more than three hours a week, with the average

player being thirty-five years old. It would not be hard to argue that a large number of

workers in America are already familiar with digital badges and achievements.

1.2.1 Gamification

Badges have been mostly studied in the literature on gamification, a term that could be

roughly defined as the use of game-like elements such as badges, medals, point systems, and

leaderboards outside games (Deterding et al., 2011).4

The evidence on the effect of gamification applications on subject behavior has been

mostly positive, although results vary depending on the context of the implementation and

the final users of it (Hamari, Koivisto, and Sarsa, 2014). Studies on the effectiveness of

digital badges and achievements have been carried out in topics such as Internet forums

(Grant and Betts, 2013), social media websites (Easley and Ghosh, 2013), photo-sharing

services (Montola et al., 2009), online newspapers (Jones, Altadonna, and Lindsey, 2012),

marketing (Huotari, 2012), and educational platforms (Abramovich, Schunn, and Higashi,

2013; Domı́nguez et al., 2013; Gibson et al., 2013; Haaranen et al., 2014).

3In video games, badges or digital achievements usually have three main components: signifier, completion
logic, and rewards. For a good review of these concepts, please see Hamari (2011).

4It is important to mention that the objective of gamification is not to transform a given platform into
a game, but rather include game mechanics that could help motivate or engage users (Hakulinen, Auvinen,
and Korhonen, 2013) However, this approach to gamification is not standard. Mollick and Rothbard (2014)
consider gamification as one among many potential managers initiatives with the goal of improving the
experience of work. Mollick and Rothbard evaluate the impact of a game imposed by the management
in a work context, which deviates with the idea of gamification being the use of game elements without
implementing an entire game. .
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With respect to badges, Antin and Churchill (2011) discuss the role of badges in social

media, identifying five possible roles that badges play in this context. According to the

authors, badges and achievements can provide: (i) goals; (ii) instructions about what is

possible to do; (iii) reputation signals; (iv) symbols of status; and (v) group identification.

Besides these functions, Antin and Churchill recognize that badges can have a non-social

component that can motivate some people. Also, Antin and Churchill talk about badges

as symbols of status since they also work as a reminder of past performances and how

badges can give personal affirmation. Denny (2013) studies the effect of badges that are

only visible as personal information. In his setting, students could engage in two activities:

the creation of questions for other students to answer, or answering questions created by

other students. Subjects were divided into two groups (treatment and control), and the

only difference between groups is the access that the treatment condition had to the badge

system. Denny’s results show that there is no difference in the number of questions authored

by each group, but students in the treatment condition answered more questions on average.

Landers and Callan (2011) present the results of introducing a gamified platform in an

undergraduate class of a North American university. Enrolled students in this class had

the chance to respond to some short tests on the platform, and they could gain a rank

each time they passed a test (the cutoffs to get a rank increased from thirty percent to

one hundred percent of correct answers). Students were able to get a new rank every four

days (they could not lose ranks). There were badges associated with each rank, an badges

were displayed in the student’s profile page and each time the student posted in the forum

dedicated to that particular test. The results of this intervention show that almost 400

students enrolled in the platform, out of around 600 who received an invitation to join, and

that on average 4.8 ranks per student were awarded. Since there was no ‘reward’ in terms of

credit for the students that took these short quizzes, the fact that so many students enrolled

and spent time on the platform answering questions is interpreted by Landers and Callan

as evidence of the motivational effect of gamification. Grant and Betts (2013) show how

badges can be a motivator by looking at user behavior on the site Stack Overflow. Grant

and Betts present evidence that supports the idea that users increase their participation on

the site just during the period before a badge is awarded, lowering their participation levels

after receiving the badge. Anderson et al. (2013) explore the role and power of badges as

incentives, since even though badges are simple instruments, they seem to provoke complex

responses from individuals that are not completely understood. Anderson et al.’s model

involves the presence of a designer that is in charge of a site in which users make different
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decisions. The utility function of each user is increasing in the actions she likes and in the

number of badges she obtains. In this multi-period model discounting is also incorporated

in the traditional fashion of a probability δ ą 0 that the user will abandon the system after

taking an action. Some of the implications of this model are related to the optimal location

of badges in the decision-space. For example, according to their model, it is better to have

two badges than a single (larger) badge at any point. Also, with respect to badge placement,

badges should be placed almost evenly apart. While not exactly using badges, Gallus (2016)

evaluates the impact of digital awards given to new editors in the German Wikipedia. Gallus

finds that purely symbolic awards have a positive effect on editor retention, a key dimension

to Wikipedia. By focusing her experiment on editors who have just created their accounts,

Gallus argue that the results of awards are mostly driven by changes in subjects’ private

identity.

1.2.2 Autonomy, feelings of competence and self-esteem

Although activities can be extrinsically motivated, the degree to which they feel autonomous

can make a difference in terms of their performance while carrying out the task. There is

evidence for elementary children that the more an activity is externally regulated, the less

interest or effort children put into the task (Ryan and Connell, 1989). In general, higher

degrees of autonomy in extrinsically motivated tasks are related to positive outcomes such

as enjoyment and interest (Ryan and Deci, 2000), performace (Deci and Ryan, 2000), and

even psychological health (Deci, Olafsen, and Ryan, 2017). Although workers might not be

intrinsically motivated in all the dimensions of their jobs, they might be genuinely motivated

by parts of if, and when they do they also show greater performance and wellbeing (Deci,

Olafsen, and Ryan, 2017).

If private badges are not promised to workers beforehand, but they are awarded to

employees as they work, there is a good chance that badges would improve recipients’ self-

esteem. The rationale for this relies on a learning effect Bénabou and Tirole (2003); the

badge signals the worker that the task was hard and that the employer cares about her

performance. In this case, workers should not infer that their behavior was controlled when

badges are awarded since they were given unexpectedly, and this is a key condition to avoid

potentially detrimental effects on intrinsic motivation (Deci and Ryan, 2000). Theory and

empirical evidence support the idea of a positive relationship between self-esteem and worker

productivity (Frey and Jegen, 2001; Kuhnen and Tymula, 2012).
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Additionally, private badges give workers a way to understand their performance (Bénabou

and Tirole, 2003), which also improves their feelings of competence (Ryan and Deci, 2000).

Loewenstein and Issacharoff (1994) show that people value things more when they have been

received as a consequence of skill rather than chance. Loewenstein and Issacharoff’s point is

based on the idea that causes and consequences are deeply related in the mind, so thinking

of one recalls the other and vice versa. Therefore, if a private badge is awarded to a worker

adducing her performance, this should evoke thinking of ‘success,’ which is something en-

joyable that should affect her valuation of the private badge. Confidence in one’s abilities

and capacities plays an important role in an individual’s motivation and work performance

(Benabou and Tirole, 2002; Grant and Gino, 2010; Stajkovic and Luthans, 1998).

1.2.3 Reciprocity and conditional altruism

Workers might consider private badges as gifts from the employer and reciprocate in response.

The empirical evidence with respect to the existence of gift-exchange theory is mixed; while

lab experiments support the existence of actual reciprocity, field experiments only present

moderate evidence (Dur, 2009). In a series of experiments, Kube, Maréchal, and Puppe

(2012) show that workers respond to a non-monetary gift by increasing their productivity,

but not to money given in the form of cash. Interestingly, Kube, Maréchal, and Puppe

results indicate that if the money comes folded like an origami figure, workers do increase

their productivity by 30 percent. Kube, Maréchal, and Puppe argue that workers value the

time the employer spent choosing the gift and not simply the monetary value of it. Therefore,

to the extent that workers think of private badges as a device the employer put thought into

their creation and implementation, workers might have a positive reaction to the inclusion

of private symbolic rewards by improving their productivity.

In a similar venue, Dur (2009) discuss the idea of conditional altruism, which can be

understood as how the degree workers care about their manager depends on how convinced

workers are of their manager’s genuine altruism. Conditionally altruistic workers would

reciprocate only if they believe their employer honestly cares about them.5 Although the

private dimension of the badges implemented in the present study does not allow us to test

directly for this idea (more on this later), it is still a potential explanation for an employee’s

change in behavior in the presence of badges. Additionally, given the mixed evidence with

5In online labor markets such as AMT, that will be discussed in detail in Section 1.3, the exertion of
more efforts seems to be the only possible way workers could reciprocate employers Bradler et al. (2014).
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respect to gift-exchange theory, Dur calls for a more comprehensive vision of how the theory

might work in reality; from the past focus on monetary gifts, we should now study other

tools at managers disposal to create relationships with their employees.

1.2.4 Emotions

Lastly, it could be argued that besides increasing feelings of competence, boosting self-esteem,

or generating a desire for reciprocity, badges might also have an effect on employee’s affect

and emotions towards work. A subject’s affect, which is defined as the combination of that

subject’s affective experiences at work and her beliefs about the job (Latham, 2012), plays

an important role in that subject’s performance and behavior (Pekrun and Frese, 1992).

Weiss and Cropanzano (1996) examine how events that occur at work can have immediate

influence on performance via affective reactions, and how these levels of affect are not fixed

and can vary over time. It has been shown that people develop positive affect to a task

after they have performed well in it (Latham, 2012). Grandey, Tam, and Brauburger (2002)

discuss how the emotion of pride with one’s job can be related to positive events that have

happened at work, and how employees with a higher sense of achievement —as consequence

of their own efforts— might also present a higher motivation (Hackman and Oldham, 1976).

In Grandey, Tam, and Brauburger (2002), the most important source of pride for workers

came from supervisors, which reinforces the idea that employer-generated feedback can have

an important effect on employee’s affective state. Therefore, if private digital badges can

help elicit emotions of such as pride in employees, then badges can potentially be used

as an effective way to communicate important achievements and improve motivation or

performance.

1.2.5 Propositions

Badges are, essentially, an inexpensive way to award and recognize individuals. However, to

the best of our knowledge, there is no empirical test of their effectiveness in a workplace. As

Denny (2013) shows, subjects seem to respond to badges even when the social recognition

dimension is removed. This is interesting in at least two ways. First, the literature on

awards has focused on the use of non-monetary awards as a mean to get social recognition or

status, while the private dimension of rewards has been neglected for the most part. Second,

if digital badges have proven useful in video games and educational platforms to engage

users (Abramovich, Schunn, and Higashi, 2013; Denny, 2013), then digital badges might be
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useful in workplaces as a form to provide real-time feedback and (private) recognition to

employees in a way that deviates from the traditional approach of publicly announcing the

recipient of an award. Additionally, as discussed previously, in most studies about awards

the symbolic rewards are presented to subjects before the task starts Ashraf, Bandiera, and

Lee (2014), Kosfeld and Neckermann (2011), and Lacetera and Macis (2010). This implies

that most of the evidence gathered so far does not include discretionary awards that are

given unexpectedly (Bénabou and Tirole, 2003). Therefore, a better understanding of the

effects of introducing non-public and unexpected badges on worker performance should be

interesting for scholars and practitioners as well.

Thus, from the theoretical discussion above, we obtain the following propositions.

Proposition 1 A worker’s overall performance will improve after receiving an unexpected,

private badge as a result of her past performance.

Work performance can be understood in different ways depending on the dimension of

work we are interested. Proposition 1 states that a worker’s overall performance will improve

after receiving a private badge, which means that the dimensions of work performance that

show an improvement after a badge has been bestowed need not be the same dimensions

that caused the badge to be awarded in the first place. Let us clarify this idea with a simple

example. Let’s consider a job that is comprised of a task that involves repeating a process

multiple times using different inputs, e.g. typing information from written documents to

a database. In this case, a worker’s performance could be evaluated under at least two

dimensions: quantity of work (number of documents she typed over a specified length of

time) and quality of work (number of mistakes she made). Although the idea of providing a

worker with a badge that highlights the number of articles she typed in a day would increase

the number of articles she types in the future seems reasonable, we should not neglect the

possibility that other dimensions of performance in this case —quality— might improve

as well. Neckermann, Cueni, and Frey (2014) present empirical evidence of the ‘spillover’

effects of awards by looking at changes in worker performance after receiving an award for

voluntary work activities. On average, recipients of the award show a short-term increase

in their performance. Interestingly, the effect on performance is related to areas that are

hard to perceive for coworkers and supervisors. Neckermann, Cueni, and Frey argue that

the causes behind the observed effect might be intrinsic or affective instead of related to peer

effects or an image-motivation mechanism.
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When we consider private digital badges, i.e. private badges that are awarded in an

online or electronic context, we should not expect all types of workers to react in the same

way to them.6 Deci (1972a) test the effect of feedback for males and females that were either

paid according to a piece rate or not paid at all. For males, verbal reinforcement always

increased intrinsic motivation (i.e., time they spent working on the task during the free-choice

period), while for females that did not get paid the verbal reinforcement implied a decrease

of more than 50 percent of the time they dedicated to the task while in the free-choice period

(the drop was not statistically significant at the 90 percent of confidence).7 Niederle and

Vesterlund (2007) show that differences exist in the propensity of men and women to select

competitive situations. According to their results, these disparities can be explained by the

presence of overconfidence (Croson and Gneezy, 2009) and a preference for competition in

men. Niederle and Vesterlund also mention that men and women react differently to the

revelation of relative feedback, with women more prone to assimilate bad feedback than

men and see feedback as a reflection of their self-worth. Additionally, differences in the way

women and men interact with technology have been reported, with women more interested in

social interactions than men, with the latter driven by the desire for winning and achieving

goals (Koivisto and Hamari, 2014). The evidence suggests that males and females react

differently to the same stimulus and, by the effect on intrinsic motivation, the final impact

on performance might not be the same for both groups.

Proposition 2 The effect of unexpected, private badges on performance will be moderated

by subject’s gender and the type of feedback provided.

6Young workers are probably more familiar with digital badges and achievements, given their greater
exposure to video games and other social platforms. Older users of computer technology have reported lower
levels of self-efficacy and higher computer anxiety than their younger counterparts (Koivisto and Hamari,
2014). Therefore, younger workers will probably react to digital badges in a more positive way than older
workers who could be confused by the use of digital badges on a platform. However, since we run our
experiment on AMT —an online platform— and only consider subjects that have more than 500 approved
tasks (see Section 1.4.1), we do not expect a moderating effect of age on the impact of digital badges to be
present in our sample.

7Similar results were obtained in Deci, Cascio, and Krusell (1973) and Deci, Cascio, and Krusell (1975).

11



1.3 Experimental Setup

1.3.1 The platform

Experimental subjects were recruited on AMT, which is an online platform where requesters

post short jobs or HITs.8 AMT workers, individuals that signed up for an account on AMT,

work on as many HITs as they want to (as long as they qualify for working on those HITs).

Requesters post a description of the HIT and an example of it for workers to check before

they agree to complete it. The requester must approve the work before the worker is paid.

If the requester does not approve it, the worker’s rating approval —which measures the

percentage of work submitted by the worker that has been approved— gets hurt. Since

many HITs are only available for AMT workers with an approval rating above a threshold,

AMT workers care about their rating.

The minimum payment a requester can offer for a HIT is $0 and most HITs offer payments

between $0.01 and $0.1 (Ipeirotis, 2010). Horton and Chilton (2010) determine that in their

sample of AMT workers the median reservation wage is of $1.38 per hour. Ipeirotis (2010)

estimates the average hourly wage of AMT workers around $4.8 per hour, although he

recognizes this estimation is based on an oversimplified version of how workers choose and

complete HITs. Among the most common HITs are image classification, data entry, and

completion of surveys.

Scholars in diverse fields have evaluated the use of AMT as a cheap and reliable source of

recruits for experiments (Mason and Suri, 2012). AMT samples have been characterized as

more diverse than traditional non-probabilistic samples, but in general not as representative

as some Internet panels or samples obtained through a probabilistic method (Buhrmester,

Kwang, and Gosling, 2011; Berinsky, Huber, and Lenz, 2012). Researchers have replicated

some well-known experiments using samples from AMT and obtained very similar results

to the ones presented in published papers (Berinsky, Huber, and Lenz, 2012; Horton and

Chilton, 2010; Paolacci, Chandler, and Ipeirotis, 2010). All these elements reinforce the idea

that inferences obtained from AMT samples might be as valid as others acquired through

more traditional samples. However, AMT still has its own drawbacks. For example, since

AMT is an Internet-based platform, researchers have no control over the environment in

which subjects perform the tasks (Buhrmester, Kwang, and Gosling, 2011; Kittur, Chi,

8HIT stands for human intelligence task.
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and Suh, 2008). Also, as the use of AMT to run experiments becomes widespread across

AMT workers, concerns about the external validity of the results, as a consequence of having

subjects exposed to similar experiments many times, will become more important (Berinsky,

Huber, and Lenz, 2012). Another issue with experiments carried out using Internet subjects

is that individuals tend to be less attentive than in a traditional laboratory experiment

(Paolacci, Chandler, and Ipeirotis, 2010).

1.3.2 Stages of the experiment

The experiment considered the following stages common to all workers:

1. A HIT is posted on AMT including the description of the task and an example of

it. The description of the task on AMT also states that the requester is a research

company building a database from information published in newspaper articles.

2. Potential workers see the post and the description of the task (they can also click on

a link to check an example of how to complete the information for a real article). If

a subject accepts the HIT, she is then redirected to a second screen in which a login

and password appear. To actually complete the HIT, subjects need to visit an external

website and use the login and password provided to have access to the task.

3. Once workers have access to the external website, the instructions of the task are

repeated. Figure 1.1 presents a screenshot of the instructions page on the website (the

same set of instructions is included in the job posting on AMT). After checking the

instructions, all workers are required to enter a nickname before the task begins.

4. As the page with the first article loads, a 25-minute counter starts running. All sub-

jects, irrespective of their condition (see Section 1.3.4), observe the same sequence of

articles. We call these initial 25 minutes of work round 1.

5. At the end of the twenty-five minutes, workers are redirected to a webpage that prompts

them to click on a button to start the survey.

6. After answering the survey, workers are redirected to another webpage in which a

payment code appears. Workers are told to copy this code and paste it on AMT so to

process their payment (this procedure is standard for tasks that are performed outside

AMT).
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7. At the same time, all workers receive an additional job offer that invites them to work

for 15 more minutes in exchange of a bonus payment of $1.50.9 If a subject accepts, she

is redirected to a new webpage and will start working right away (we call this period

of additional work round 2). After these additional fifteen minutes of work, or in case

they did not accept the offer, the experiment is over.

1.3.3 The task

Subjects are asked to extract the following information from a series of pictures of short arti-

cles from the printed version of a national newspaper: title, authors (separated by commas in

case there are more than one), and the first two different private companies mentioned in the

article. This means that workers have to type information in four different boxes before they

can submit their answers (i.e., click on the ‘submit’ button). Incomplete submissions, which

are ones that have one or more empty camps, are not accepted by the website (subjects are

prompted to complete all camps before the submission is processed). Once a subject submits

an article (i.e., the subject has sent the four answers required for an article), the website

prevents the subject from going back to modify her answers or resubmit an article.

All the articles are about business in general and they mention at least one private

company. Articles with subtitles, which could have confused workers, were not included.

Rules on how to type the information were presented in detail and even an email address

was provided so the workers could contact the author of this paper in case they felt something

was unclear.10

The task required 25 minutes of work and the completion of a five-minute survey in

exchange of a fixed payment of $3.00.11 The task was designed so there was variance in

terms of both completion time and quality across subjects. Our main goal was to create a

task in which both ability and effort play a central role in the determination of performance.

9We changed this for the last wave of data wave collection (see Section 2.4). Since we are interested in
the effect of our set of stimuli on performance, and given that subjects receive the first treatment after the
10th article —see Section 1.3.4— we only offered the additional job offer to subjects that completed at least
11 articles.

10Results from the survey that subjects answered at the end of the first 25 minutes of work show that
more than 92 percent of the subjects who completed the task think that instructions of the task are either
‘extremely’ or ‘very’ clear. We discuss the results from the survey in Section 1.5.4.

11Fixed payments for tasks that involve effort have been used in the literature before (one example is
Kosfeld and Neckermann (2011)).
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Although other studies have used summations (Azmat and Iriberri, 2012; Eriksson, Poulsen,

and Villeval, 2009; Niederle and Vesterlund, 2007), or have made subjects count the number

of letters in a paragraph (Rosaz and Villeval, 2012), and even defined the task as reading

excerpts from a computer manual (Woolley and Fishbach, 2015), we tried to come up with

a task that seemed meaningful and that subjects did not think of it as an experiment but

instead as something a real firm would ask them to do.12 For workers that put more effort in

the task, we should observe a higher number of articles completed or a better quality (i.e.,

fewer errors) in the information submitted for each article.

Three qualification requirements were included. First, AMT workers needed to have a

HIT approval rate of at least 95 percent, which is a typical requisite of experiments that

hire subjects on AMT (Burbano, 2016), in order to accept the HIT. Second, in order to

have a pool of experienced workers, we also required subjects to have submitted at least 500

approved HITs. And third, to keep cultural differences at a minimum, only workers that

chose the United States as their location when creating their account were able to accept

the job posting on AMT.13

1.3.4 Thresholds and treatments

The experiment considers one control and six experimental conditions. Workers are randomly

assigned to one of these groups at the beginning of the tasks (this information is not revealed

to them. Subjects do not know they are taking part in an experiment). Workers in the six

experimental groups receive different stimuli after a certain number of articles have been

completed. Specifically, the thresholds are 10, 15, 20, 25, 30, and 35 completed articles.14

Workers in each experimental group can potentially observe the same maximum number of

stimuli, although each stimulus is different.

The experimental conditions considered in this study are below:

12As mentioned above, the job posting on AMT stated that the requester was building a database from
information published in newspaper articles.

13Four rounds of data collection occurred between September, 2015 and April, 2017 (more on this in
Section 2.4). For all the rounds but the first, we included an additional restriction of no participation in
previous rounds to avoid having the same subject working multiple times on the task.

14We follow the recommendations in Anderson et al. (2013) with respect to both the number of badges and
the ‘space’ between them. Anderson et al. suggest having multiple badges instead of just one of bigger value
when the implementer wants to reward the same dimension (in my case, the number of articles submitted).
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‚ Feedback: subjects in all treatment conditions observe a positive and identical mes-

sage along with the specific stimulus associated with each group. In order to disentangle

the particular effect of each stimulus from the inherent feedback given to workers via

the written messages, we include one group that we call feedback that receives the same

positives messages as subjects in the other experimental conditions without including

a monetary payment or a digital badge.15 The messages that accompany each of the

other stimuli are presented in Table 1.1.

‚ Money: subjects in the money condition get a monetary bonus, additional to the fixed

payment offered for the task, of $0.20 after each of the thresholds mentioned above

(they are alerted of the extra $0.2 after each of the thresholds is reached). This means

that subjects in the money condition could earn up to $5.70, or a 27 percent extra over

workers in other conditions, assuming they accept the additional job offer.

‚ Badges: Workers in the badges conditions receive digital badges as recognition for

their achievements. As in other conditions, a subject in one of the badges conditions

can receive a maximum of six stimuli (digital badges in this case). Each digital badge

is simple in its design and highlights the reason why it was awarded.16 After obtaining

a digital badge, a small version of it becomes available as an icon at the top-right

corner of the website, next to any other badges that have been awarded. A worker

can click on any of the small badges to see it in full size. After receiving a badge, the

subject needs to click on the ‘close’ button in order to continue working on the task

(this applies to subjects in the feedback and money conditions as well). Four different

types of digital badges are considered in this study.

– BA: subjects in the BA condition receive a digital badge that highlights the

number of articles submitted so far after each of the thresholds. BA badges

only mention the threshold that the worker has just surpassed, but do not make

reference to any other attribute (such as number of correct responses or even

speed of submission). Figure 1.2 shows how a BA badge is actually presented

15Although a relative test of the effects of additional monetary payments and digital badges on worker
performance could be computed just by comparing the behavior of subjects in both groups, the confounding
effect of the feedback provided would not let us capture the added impact of monetary payments and badges
on worker productivity without including the feedback condition.

16The digital badges were constructed following the model presented on this website: http://blog.

inkydeals.com/illustrator-tutorial-premium-vector-badges/.
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(awarded) to a subject after the completion of the 15th article. The same form

of presentation was used for all other stimuli in our study (although for feedback

and money conditions no picture or digital icon was presented above or below the

text). Figure 1.3 presents a screenshot of the BA badges used in this study.

– BR-20: subjects in the BR condition receive a badge that emphasizes the relative

standing of the subject. In this particular case, a BR-20 badge means that it was

communicated to the subject that she was in the “top 20 percent of users who

have worked on this HIT.” As with the other stimuli considered in this study,

these BR-20 badges were given to all subjects in this condition irrespective of

performance. This type of feedback is similar to the one used by Deci (1972a) and

Deci (1972b).17 To keep variation to a minimum, the same colors and iconography

of BA badges were used to construct the BR badges.

– BR-2040: subjects in the BR-2040 condition first received a ‘top 20 percent’

badge (first threshold), and then a ‘top 40 percent’ badge thereafter, irrespective

of performance.

– BR-40: subjects in the BR-40 condition received a ‘top 40 percent’ badge after

each of the thresholds, irrespective of performance.18

A summary of the main characteristics of the conditions considered in this study appears in

Table 1.2.

All digital badges in this study are awarded according to the number of articles completed

(i.e., according to the thresholds) and not taking into consideration the number of correct

responses (as discussed above). Although providing private badges conditional on the quality

of the job submitted during the task was an option (e.g., by the accumulated number of

17The feedback given to subjects each time they completed a puzzle in Deci (1972a) and Deci (1972b) was
something in the lines of “That’s very good, it’s the fastest anyone has solved this one.”(Deci, 1972b, p.224).
Clearly, it is impossible that each subject had solved the puzzles faster than the person preceding her.

18The inclusion of the BR conditions is motivated by the empirical papers about peer effects and relative
feedback. There has been evidence of the positive effect of peer effects under both flat-rate (Mas and Enrico,
2009) and piece-rate environments (Blanes i Vidal and Nossol, 2011). Eriksson, Poulsen, and Villeval (2009)
do not find effect of relative feedback on performance under a pay-for-performance scheme in terms of
number of subjects’ submissions during their task (quantity), but they do find a decrease in the quality of
the submissions (correct answers) if constant relative feedback is provided, a result that Eriksson, Poulsen,
and Villeval attribute to stress and anxiety (in Eriksson, Poulsen, and Villeval’s paper the feedback provided
to each subject is relative to a specific individual to whom she is paired and not relative to the subject’s
position in the overall performance distribution).
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articles correctly completed), we opted not to implement them for two main reasons. First,

by making badges harder to get, fewer workers would be bestowed with them. This would

make the process of capturing the true effect of badges a more difficult task since we would

only observe the effect on performance for already high-ability individuals, which is a vivid

concern in the awards literature regarding the causal effect of awards. Second, awarding

badges based on the correct number of articles submitted would imply that the requester

already knew the correct answers he is asking subjects about. This could have alerted workers

that they are part of an experiment, generating a potential bias in their answers.

Private digital badges, as they are considered in this study, should not incorporate some

of the drawbacks of awards that are publicly advertised. First, not receiving a badge should

not demotivate workers because they are not informed of the existence of the badge system or

the conditions under the badges are awarded. Therefore, no social comparison costs should

arise in this situation (Gallus and Frey, 2016). Second, since digital badges do not get their

value from being scarce, but instead from the feedback and personal recognition incorporated

in them, digital badges should not suffer a reduction in value as digital badges are given to

other workers in this setting (Gallus and Frey, 2016).

1.4 Data

Data were collected in five different waves between September, 2015 and April, 2017. The

details of the specific dates of data collections and number of subjects per wave are presented

in Table 1.3.

1.4.1 Filters

Not all subjects that participated in the experiments were considered in the analyses. We

applied four filters to our raw dataset. First, all subjects that completed fewer than 10 articles

during the first 25 minutes were excluded from the final sample, since they did not meet the

minimum productivity threshold required to study the impact of the set of stimuli described

above on worker performance. Second, subjects that completed more than 10 articles but

that did not answered the survey were excluded as well.19 Third, for analyses that consider

19This occurred for four subjects. AMT workers have the chance to return the HIT, so that another worker
can complete it, without being penalized.
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data from the additional work period, we only consider subjects that submitted at least six

articles during that time. Fourth, although the job post on AMT included a JavaScript code

to avoid an AMT worker to accept the HIT more then once, this code does not preclude the

same user, using a different account, to accept the HIT again.20 We kept track of the IP

addresses from where subjects connected to the website and excluded all instances where the

connection came from the same IP address (this affected to 27 subjects across the 7 different

conditions).

1.4.2 Descriptive statistics

Descriptive statistics of the data used in the analyses are presented in Table 1.4. The number

of subjects in the control and treatment groups varies because (i) not every wave of data

collection ‘hired’ the same number of subjects; and (ii) subjects are randomly assigned to

each condition, which in a small sample can lead to some differences in group size. As we

can see, the average number of articles and total points obtained are similar between groups

during round 1, although subjects in the BR-20 have the highest average number of articles

submitted and correct responses.21 However, the proportion of subjects that accepted to

work during round two seems to differ among conditions. While a 85 percent of workers

took, on average, the additional job offer, only a 77 percent did it in the BR-20 condition.

Interestingly, around 92 percent of subjects in the money condition accepted the offer. We

analyze these decisions in Section 1.5.5.

In our setting, worker performance can be analyzed in different ways. For example, one

could consider the total number of articles submitted as a measure of performance, or rather

look at the accuracy at which subjects completed each of the articles, as in Eriksson, Poulsen,

and Villeval (2009).22 These and other measures of performance can be computed for each

subject by looking at her behavior during the completion of the first 10 articles.23 In order

20The code was provided by http://uniqueturker.myleott.com.

21We use the terms correct responses and points interchangeably throughout the text. Since workers need
to submit four camps for each article, we define the maximum number of points per article as four (one per
correct camp).

22Although subjects are randomly assigned to the control and treatment groups, our setting allows us to
test whether the speed or ability of subjects is balanced across conditions.

23Until the 11th article all conditions —including control— do not receive any stimuli. The order of the
articles is the same for all conditions throughout the entire experiment.
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to identify different skill levels, we calculate the following variables using the data for the

first 10 articles submitted.

‚ speed10: this variable shows how fast, on average, the first 10 articles were submitted

by each subject. Specifically, we define it as the average speed (per minute) at which

subjects send their responses for the first 10 articles. We compute it dividing the

number of articles (10) by the number of minutes that took each subject to submit

them (minutes10).

speed10 “
10

minutes10
. (1.1)

‚ accuracy10: this variable shows how precise were the responses sent by each subject

while working on the first 10 articles. As explained above, for each article there were

four camps that had to be filled before the answers could be submitted. If the answer

for one of those camps was correct, we coded it with a one (i.e., one ‘point’) or zero

otherwise. Therefore, four is the maximum number of points available per article.

We define accuracy10 as the total number of points obtained from the first 10 articles

divided by 10 (the total number of articles submitted at that point).

accuracy10 “

ř10
j“1 pointsj

10
. (1.2)

‚ speed10p: similarly to speed10, speed10p is also a measure of speed, but in this case

speed10p computes how quickly points were earned (i.e., how fast, on average, a correct

response is submitted) while working on the first 10 articles. Specifically, we define

speed10p as the total number of points obtained during the first 10 articles divided by

the time it took each subject to submit them.

speed10p “

ř10
j“1 pointsj

minutes10
. (1.3)

As can be seen in Table 1.4, although groups do not seem to differ in terms of accuracy10,

their average values of speed10 and speed10p do not appear to be the same across treatment

arms, especially for subjects in the BR-20 condition.24 Since different values of speed10 and

24The p-values of an F-test with null hypothesis that the treatment arms do not predict the values of
speed10, accuracy10, and speed10p are 0.031, 0.249, and 0.024, respectively.
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speed10p can have an effect in the total number of articles submitted or points obtained, we

control for all these measures of skill (including accuracy) in all our models (except where it

is stated otherwise).

1.4.3 About the randomization

Tables 1.5, 1.6, and 1.7 presents the average values of the survey questions across treatment

arms.25 For each question in the survey, Tables 1.5, 1.6, and 1.7 present its average value

(i.e., the percentage of subjects in each treatment arm that chose each answer) and standard

error for the control and treatment groups. If the randomization process was successful,

we should observe that conditions are balanced with respect to these variables. The last

column in Tables 1.5, 1.6, and 1.7 shows the p-value of an F-test with a null hypothesis that

groups do not predict the answer to the survey questions. In general, we can appreciate that

conditions do not differ for most of the characteristics, although the proportion of females

and certain ranges of age, and exposure to video games are statistically different across

groups when a level of confidence of 95 percent is chosen. Although our results do not

change significatively when analysis are not conditioned on these characteristics, we include

controls for the categories that appear to be unbalanced across treatments (considering a 95

percent of confidence) in all the reported regressions models.

1.5 Results

1.5.1 Round 1: articles and points

We start our analyses focusing on round 1. First, we study the average number of articles

submitted per group, controlling for the speed at which the first 10 articles were submitted.

Second, we examine how the average number of points obtained after the first 10 articles

changes by treatment condition controlling for speed10pˆ remaining time, where remaining

time represents the minutes left (from the original 25) after submitting the 10th article. This

term reflects what the total points of a subject would be at the end of round 1 had she kept

her initial speed10p constant after the first 10 articles. In other words, we are controlling for

our best guess about a subject’s total number of points according to her data during the first

25The survey questions and their answers are listed in Appendix 1.8.
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10 articles. One might question why we cannot control just for speed10p instead of using

the composed term mentioned previously. Contrary to what occurs with speed10, speed10p

—by itself— does not allow for a meaningful comparison between subjects. Let’s clarify

this with an example. Consider subject A that submits her first 10 articles in 10 minutes.

Also assume that subject A obtains 10 points in total. Subject A’s speed10p value would

be 1 point{minute. Now let’s examine subject B, who submits her first 10 articles in five

minutes but that only gets five points in total. Subject B would have the exact same value

of speed10p as subject A: 1 point{minute. However, these two speed10p values, although

being numerically equivalent, reflect very different behaviors. While subject A would have 15

more minutes to get points at the 1 point{minute rate, subject B would have 20 additional

minutes to obtain points. Therefore, both subjects, although having the same speed10p,

would get different total scores keeping everything else constant. Multiplying the subjects’

speed10p values by the remaining time after the 10th article yields the correct comparison.

Another way to think about this is to recognize that the actual number of points acquired

by a subject is a function of her remaining time, speed of submission, and accuracy (see

Equation 2.1). We will study the latter two components (speed and accuracy) separately in

Section 1.5.2.

pointsi “ remaining timei pminutesq ˆ speedi

ˆ

articles

minutes

˙

ˆ accuracyi

ˆ

points

articles

˙

. (1.4)

As mentioned in Section 1.4.3, all regressions models include dichotomous variables Xi that

control for the unbalanced categories identified previously in Tables 1.5, 1.6, and 1.7. Addi-

tionally, since some of our models incorporate interaction terms, we include mean-centered

versions of all continuous variables to facilitate the interpretation of the estimates of the main

effects. All regression results involve robust standard errors. Our main regression models

are below.

total articlesi “ α `
6
ÿ

c“1

βcconditionc ` λspeed10i `X
1
iδ ` εi. (1.5)

total points after 10th articlei “ α`
6
ÿ

c“1

βcconditionc`λ pspeed10pi ˆ remaining timeiq`X
1
iδεi.

(1.6)

Table 1.8 presents the results of the regression of total number of articles submitted by

subject for different samples (males and females) and with the inclusion of interaction terms

between speed10 and group conditions (the same set of control variables is considered in each
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regression). Under column (1) we have the baseline results for the whole sample. As we can

see, no estimate is statistically significant at the 90 percent of confidence with exception of

speed10, which is significant in both statistical and substantive terms. A positive one-unit

change in speed10 is related to an increment in around 25 articles submitted, which makes

sense given the way speed10 is defined particles{minuteq and that the total time alloted for

working on the task was 25 minutes. Column (2) presents the same model but now including

an interaction term for speed10 and each of the treatment conditions to test for the presence

of heterogenous effects. However, no estimate is statistically significant using the traditional

thresholds with exception of speed10. Therefore, based on the results of these two regression

models it seems that our interventions do not have any statistically significant effect on the

total number of articles submitted by subjects.

Column (3) presents our baseline model now considering the subsample of males that

participated in the experiment. Our results show that male subjects in the feedback, money,

and BA conditions submit, on average, around 1.5 extra articles than males in the control

group (estimates of feedback and BA conditions are statistically significant at the 90 percent

of confidence. The estimate for the money condition is significant at the 95 percent of

confidence). Male subjects in the BR-40 condition submit almost 2 more articles on average

than male workers in the control group, a results that is significant at the 95 percent of

confidence. No statistically significant effect is found for males in the BR-20 and BR-

2040 conditions. When we test for the presence of heterogenous effects in the subsample

of males (column (4)), we find that the main effects of the feedback, money, and BA are

now around between 1.7 and 2.2 extra articles for males with a speed10 equal to the sample

mean p0.9 articles{minuteq. The estimate for males in the BR-40 condition now indicates

that subjects in this condition submit, on average, 2.4 extra articles than subjects in the

control group. The interaction estimates show significant effects for most of the treatment

arms. To help with the interpretation, let’s consider speed10 a measure of productivity or

even motivation before the introduction of any stimuli. This way, a one unit increase in a

subject’s productivity is related to an additional 9.4 articles submitted if the subject is in

the BA condition. We find similar results for every other interaction effect with exception

of BR-2040, for which there is no main or interaction effect statistically different from zero.

These results suggest that the effect of our selected set of stimuli on performance depends

on the productivity/motivation levels of subjects. We will discuss this more extensively in

Section 1.5.3.

For females, the results show a very different picture. Under column (5) in Table 1.8, the
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only significant estimate besides speed10 is the negative coefficient of the feedback condition.

This suggests that females that received only a positive message, but no digital badges or

money, had a worse performance than subjects in the control group (-1.8 articles submitted,

an estimate that is significant at the 90 percent of confidence). This result remains relatively

unchanged when the interaction terms between speed10 and the dichotomous variables that

denote the treatment arms are included. This reinforces the idea that the negative impact

of feedback on female subjects’ performance was similar for everyone in that treatment arm

and did not depend on the subjects’ initial productivity or motivation.

Table 1.9 presents the results using points obtained after the 10th article. In this case,

since we are controlling for speed10pi ˆ remaining timei, we do not include speed10 in the

regression as a control given that speed10 is one of the components of speed10p (speed10p “

speed10 ˆ accuracy10).26 As occurred with the total number of articles submitted, there

is no significant result for the sample as a whole, not even when the interaction effects are

included. For males, subjects in the BA condition get, on average, 6.2 more points than

subjects in the control group. Subjects in the BA-40 condition obtain 5.8 extra points when

compared to the control group (column (3)). Both estimates are statistically significant at

the 95 percent of confidence. Although the estimates for the feedback and money conditions

are positive, they are non-significant in statistical terms even when a threshold of 90 percent

of confidence is chosen (p-values of 0.18 and 0.54, respectively). When interaction effects are

considered (column (4)), the effects for the BA and BR-40 conditions retain their statistical

significance and their point estimates are even higher. For example, subjects in the badge

effect that have average values of speed10p ˆ remaining time obtain almost 7.3 additional

correct entries than subjects in the control group. While the main effect for the feedback

condition almost reaches statistically significance at the 90 percent of confidence (p-value of

0.101), the estimate for males in the money condition remains non-statistically significant.

The interaction effects also show interesting results. Male workers in the BA, BR-20, and

BR-40 conditions present estimates for the interaction terms that are highly significant in

statistical and also in substantive terms. A one unit increase in speed10pˆ remaining time

(i.e., for each extra point expected to be obtained after submitting the 10th article), subjects

in the BA, BR-20, and BR-40 are expected to get around 0.46, 0.35, and 0.31 additional

correct entries, respectively. As it was the case when we analyzed articles submitted, our

results support the idea that highly productive workers benefit more from the presence of

26Variables speed10 and speed10p have a correlation coefficient higher than 0.9.
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these types of stimuli than low-performance workers.

For female subjects, the only significant result in columns (5) and (6) in Table 1.9 makes

reference to the lower number of points obtained by subjects in the feedback condition. Since

female subjects in the feedback condition also submit a lower number of articles than subjects

in the control group (see results under columns (5) and (6) in Table 1.8), it was natural to

expect a lower number of correct entries as well if we assume accuracy did not increase

substantially.

1.5.2 Round 1: speed and accuracy

There are two main components to the total number of correct entries obtained by a subject

during the task: speed of submission and accuracy. We can explain a difference between

any of the treatment conditions and the control group as (i) a change in the average speed

at which the articles were submitted; (ii) an increase or decrease in the subjects’ accuracy;

or (iii) a combination of both factors. As explained in Section 1.2.5, we expect our set

of stimuli to affect subjects’ behavior in different ways, with the total effect on number of

correct entries being dependent on the direction and strength of the effects over speed and

accuracy. With this in mind, we estimate the effect of our selected set of stimuli on speed

and accuracy, measuring both variables using the information of articles submitted after the

10th. Specifically, we define our dependent variables of interest for each subject i as follows.

speedi “
articlesi ´ 10

remaining timei
. (1.7)

accuracyi “

řarticlesi
j“11 pointsj

particlesi ´ 10q
. (1.8)

Tables 1.10 and 1.11 present the results considering the new dependent variables above.

For the regression models that consider the speed as the dependent variable, the results in

Table 1.10 are very similar to the ones in Table 1.8. However, for male subjects some of the

statistical significance of the estimates of the effect of feedback, money, and BA conditions on

speed of submission is lost (column (3)). This change in statistical significance is somewhat

larger for the feedback and BA conditions (p-values around 0.15) than for the monet treat-

ment (p-values of 0.11). In any case, the size of the effects is in line with what is reported in

Table 1.8. For males in the badge condition, the estimate under column (3) indicates that
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subjects in this treatment increase their average speed in 0.091 articles{minutes after submit-

ting the 10th article. On average, subjects in this condition submitted the 10th article around

the 12:35 (minutes:seconds) mark, which means they have 12:25 left to work on the task after

observing the first digital badge. Multiplying the increase in speed (0.091 articles{minutes)

by the time left (roughly 12.42 minutes), this gives us around 1.3 extra articles. Although

this estimate is lower than the one we found for males in the badges treatment in Table 1.8, it

is inside the 95 percent confidence interval for the effect of the badges on the total number of

articles submitted. The estimate for the impact on subjects in the BR-40 condition remains

positive highly significant in statistical terms. Results under column (4) in Table 1.10 are

also similar to those in Table 1.8. The main effects for feedback, money, BA and BR-40 are

positive and statistically significant at the 90 percent of confidence (the coefficient of BA and

BR-40 are significant at the 95 and 99 percent of confidence, respectively). The interaction

effects for these treatment arms are also statistically significant and, as it was reported in

Table 1.8, the interaction effect of speed10 and BR-20 is also significant in statistical terms.

All together, our results imply that male subjects with an average value of speed10 increase

their speed of submission after starting receiving feedback messages, monetary payments,

and certain digital badges (BA and BA-40 ). Additionally, the effect of this set of stimuli

(plus BR-20 ) on submission speed is increasing in speed10. High-performance males seem

to benefit the most from the interventions.

For females, the speed of submission is negatively affected by the presence of feedback

messages, a result that is statistically significant at the 90 and 95 percent of confidence for

the models under columns (5) and (6), respectively. No other main of interaction effect is

statistically significant (or close to).

With respect to the effects on accuracy, the results in Table 1.11 show a different side of

the story. Although there are some negative effects of the treatment conditions on accuracy

for the whole sample, these are driven mostly by female subjects. For males, there is no

estimate statistically significant at the 90 percent of confidence under column (3), although

the estimate for the money condition becomes statistically significant at the 90 percent of

confidence under column (4) when interaction effects are included. This suggests that males

in this treatment arm lowered their accuracy in around 0.24 points per article after the 10th

submission when their accuracy10 was the same as the sample mean (2.99 correct entries

per article). On the other hand, females subjects show lower levels of accuracy in almost

every treatment arm with exception of money. Females, in general, lowered their accuracy

in between 0.17 and 0.2 points per article after they started observing digital messages
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and badges. These negative effects for females do not seem to differ with pre-intervention

performance levels (column (6)).

Overall, our results for speed and accuracy tell a similar story to the one we found when

we analyzed number of articles submitted and points obtained.27 Male subjects seem to

increase their average speed of submission after the intervention started for most of the

treatment arms, and these effects seem to be greater for highly-productive workers. Only a

negative effect on accuracy for males in the money condition is observed for males. Females

in the feedback group show a lower submission speed, and women in all treatment groups

(with exception of subjects in the condition group) present a lower average accuracy after

the 10th article is submitted. There is no significant interaction of pre-intervention accuracy

and treatment condition for males or females in our sample.

1.5.3 Panel data analysis

The evidence presented in the two previous sections indicate that the higher the initial

productivity levels of a male subject, the higher the expected effect of certain monetary and

non-monetary incentives on his performance (measured it as number of articles submitted). If

we assume that our set of stimuli can have positive effects on worker performance the longer

a subject is exposed to them (i.e., the greater the number of messages/badges/monetary

incentives she receives), then workers who initially are high performers will be the ones that

will receive the higher number of stimuli and, in consequence, will be more likely to show

any reaction to their presence.

There is one more subtle thing to examine. Let’s consider number of articles submitted or

speed of submission as our measures of performance (i.e., quantity). Since our performance

indicators only consider submissions that were actually completed, small improvements in

submission time after receiving a stimulus are not captured in the analyses presented above if

that reduction in time is not big enough to guarantee the submission of an additional article

that would not have been submitted otherwise. Therefore, small changes in submission

time —especially for those subjects with relatively low speeds of submission— might not be

reflected in the results when looking at data aggregated at the individual level.

To study the effects of our stimuli on both speed of submission and accuracy, we order

our data as if they corresponded to a panel (longitudinal) setting, with article as the time

27Remember that changes in total points obtained reflects variation in both speed and accuracy.
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dimension. The logic is the following: although we do not observe subjects at the same

points in time, we do observe their behavior whenever they submit an article. Since articles

appear in the same order for everybody, we can use the information recorded for each ar-

ticle (i.e., time required to submit and points obtained) to make inference on the effect of

our set of stimuli on speed and accuracy controlling for all time-invariant characteristics of

subjects (such as ability, age, educational level, video game familiarity, etc.) that we could

only partially control for in the analyses presented in Sections 1.5.1 and 1.5.2 by using the

responses from the survey.28 This way, we can study the impact of each type and number of

stimulus given to subjects in their subsequent submissions.

For each treatment arm we define dichotomous variables according to the thresholds

discussed in Section 1.3.4. Each dichotomous variable includes the articles in the range

defined by each threshold starting with the 11th article. This way, the first dichotomous

variable for each treatment spans articles 11 to 15 (including extremes), the second comprises

articles 16 to 20 (including extremes), and so on. Since the last stimulus is given after

completion of the 35th article, the corresponding dichotomous variable includes from the

article number 36 until the last one submitted by a subject. Constructing the dichotomous

variables in this form allows us to test the effect of our selected stimuli in a difference-

in-difference fashion, where the effects are always understood in comparison to the pre-

intervention period (first 10 articles submitted).

We consider two different dependent variables: time required to submit an article (natural

logarithm of seconds) and number of correct entries per article. Since most of the subjects

complete fewer than 40 articles, we exclude any article submission from the 41st article

onwards so to focus on parameters that are estimated with the ‘within’ variation of at least

a couple of subjects. Besides including fixed effects for each subject in the sample, we also

control for any particularities of articles (such as their difficulty or length) that might affect

either the speed of submission or the number of correct entries (or both) using article fixed

effects. Tables 1.12 and 1.13 present the results for the whole sample and male and female

subjects.

For the natural logarithm of seconds, our results show that for the sample as a whole only

two estimates (out of 36) are statistically significant at the 90 and 99 percent of significance,

28As we saw above, the randomization was for the most part effective, but not completely successful.
Additionally, we can only claim the randomization procedure was effective for the variables we can actually
observe, which might leave other confounding factor without proper control in our analyses.
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which could be mostly consequence of random variation and the presence of some outlier

observations rather than the representation of a true relationship in the data. For male sub-

jects (column (2)), the results indicate that individuals in the feedback condition decreased

their average submission time in about 22 percent (relative to the average submission time

of their first 10 articles) after receiving the fourth message and in around 30 percent af-

ter receiving the sixth, estimates that are statistically significant at the 90 and 99 percent

of confidence, respectively. Male subjects in the money condition show a similar behavior

regarding submission time as individuals in the feedback group: they show a statistically

significant decrease in submission time after the fifth and sixth monetary payment. Male

workers in the BA condition reduced their average submission time in almost 28 percent

after receiving the fourth badge, and in around 19 percent after observing the fifth badge

(both estimates are significant at the 95 percent of confidence). Subjects in the BA condition

even started to show a lower average submission time (-10 percent) after getting the third

badge, although this result is only statistically significant at the 89 percent of confidence.

On the other hand, estimates for males in the BR-20 condition denote that the reaction of

individuals to the digital badges was more on the opposite direction of what occurred with

most of the other treatments. According to the results in Table 1.15, males in the BR-20

condition took, on average, more time per article after receiving the first three badges than

during the submission of the first 10 articles. Subjects in the BR-2040 do not present any

variation in their speed of submission after obtaining any of the badges. Finally, males in

the BR-40 show lower submission times after the first and sixth badges. All the results

discussed so far are in line with what we found in Tables 1.8 and 1.10.

For females (column (3)), regression results regarding submission time look very different.

All significant estimates (at the 90 percent of confidence and above) are positive, which means

that most of our stimuli were ineffective and negatively affected female subjects’ performance

in terms of speed of submission.

For the number of points obtained per article, the results in columns (4) to (6) present a

similar picture to the one observed in Tables 1.8 and 1.10. Males (column (5)) in the feedback

condition experience a drop in the average number of correct entries after the fifth and sixth

messages. In the feedback condition, females (column (6)) show a decrease in the average

number of correct entries after as early as the second message is received (15th article).

This negative relationship is found in almost all estimates for females that received positive

feedback, with exception of the effect of the last feedback message, which is estimated as

positive. For BA badges, males show a decrease in their average accuracy only after the sixth
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badge, while for females there is no significant effect in statistical terms. Interestingly, male

subjects that received badges that show information about relative performance present a

decline in their accuracy after the fifth badge and in some cases the reduction in correct

entries is even more pronounced that the one experimented by subjects in the BA condition.

For females, in general the estimates present a negative relationship for some of the badge

conditions and accuracy, although no one is as strong as the one observed for the feedback

condition. However, although our estimates suggest that subjects lower their accuracy after

a certain number of stimuli have been received (probably as consequence of ‘gaming’ and the

interest of acquiring additional stimuli —messages and badges— at expenses of the quality

of the work being submitted), the results for subjects in the money condition show a more

extreme situation. Male subjects in this condition present a decrease in their accuracy after

the third monetary reward has been given. This reduction in the number of correct entries

is increasing in the number of monetary rewards received, reaching -1.3 correct entries per

article (relative to the overall accuracy observed during the first 10 articles) after a male

subject in the money condition has started working on his 36st article. The decrease for

females is less pronounced and it is noticeable mostly after the fourth and fifth payment has

been received.

It is important to mention that the analyses presented so far are complementary to

the ones in Sections 1.5.1 and 1.5.2. As explained at the beginning of the current section,

relationships observed in Tables 1.8 to 1.11 should be reflected in the results of the analyses

of the data in panel form. However, some of the results of our panel data analysis do

not, necessarily, need to be observed in our main analyses. Take as an example the higher

submission time of females after receiving the sixth badge (column (3)). Although this

estimate is highly significant in statistical and substantive terms, it is an effect that does not

appear in the aggregate analysis mainly for two reasons. First, the number of subjects that

actually reach the 40th article is relative low when compared to the number of subjects that

have the chance to complete the first 20 articles, which dilutes the average effect found for

high performers in the estimates. Second, estimates in our panel data analysis are more prone

to be affected by extreme observations than in the analyses where we use the aggregate data.

For example, it is quite possible for a subject to dramatically reduce their average speed if

she observes that, after submitting many articles, there is no enough time to submit more

than one (a similar argument can be applied to the effect of some stimuli on accuracy in the

case where a subject assumes there is not enough time to carefully complete a submission

and opts for sending the answers without making sure the information in them is accurate).
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Therefore, even though we could observe a significant estimate for the effect of a stimulus

on some variable of interest when we use our panel data specification, that would not imply

that a similar effect will be detected in the aggregate data we use in our main analyses.

As we discussed in Section 1.5.1, our results suggest that high-performance males show

the most benefit from our set of stimuli. At the beginning of this section, we argued that

individuals with higher productivity levels will receive more stimuli than low-productivity

subjects, which increases their chances of showing a reaction to the presence of any of the

interventions. To test the impact of our set of incentives on low and high-productivity sub-

jects we divide workers into quartiles according to their pre-intervention values of speed and

accuracy and check for the presence of any effect after the introduction of the treatments.29

We focus our attention on the first 20 articles submitted, so in the analyses presented below

we discard any information on articles submitted after the 20th to make sure we can compare

the effects on different types of workers. As before, our models include both subject and

article fixed effects.

To facilitate the understanding of the results, Tables 1.14 to 1.17 present the average

marginal effects of each treatment by quartile for submission time (natural logarithm of

seconds) and points obtained per article, respectively.

As we can observe in Tables 1.14 and 1.15 , in general the effect of the first two stimuli

given in each treatment arm have a positive impact on speed of submission, especially for the

subjects in the first quartile after they received the second stimuli. Interestingly, the positive

effect of most of the treatments is similar for both male and female subjects. For subjects

in the top quartiles, the effect of the treatments on submission time between articles 11

and 20 are usually non-significant and close to zero, although for some the effect is negative

and statistically significant. When we analyze the effect on correct entries, the results in

Tables 1.16 and 1.17 indicate that workers in the higher quartiles tend to do worse after

receiving a stimulus while working in articles 11 to 20. Although not all estimates for the

top two quartiles are statistically significant at the 90 percent level of confidence, in general

the estimates show a negative relationship between a high-performance subject’s number

of correct entries per article and the presence of a stimulus. For low-performance subjects,

most of the results show a positive effect after the first stimulus is observed. However, the

29Instead of having two different set of quartiles (one for each dimension), we also estimate the models
ordering the workers just using their speed10p values. The results obtained are similar and are available
upon request.
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effects of the second stimulus tend to be negative.

Based on the results exposed in Tables 1.14 to 1.17, we can observe that the effect of our

treatments are not limited to high-performance individuals (although these are more likely

to receive, and be affected by, our stimuli). Low-performance subjects, specially those with

lower speed of submission, tend to improve their submission time. Although the effects on

number of correct entries are less clear, in general we can appreciate that our set of stimuli

affects both high- and low-performance subjects, sometimes even in opposing directions.

1.5.4 Survey

After completing the first 25 minutes of work, subjects answered 16 multiple-choice questions

as the final step to complete the HIT.30 Although no numeric scale was offered as a potential

response to non-demographic questions, choices were always worded in a similar way in

order to keep consistency. For example, when asked about their opinion on the clarity of

instructions, how interesting they found the HIT, or how challenging the task was, subjects

always faced options in the following order:

‚ Extremely clear/interesting/challenging.

‚ Very clear/interesting/challenging.

‚ Moderately clear/interesting/challenging.

‚ Slightly clear/interesting/challenging.

‚ Not at all clear/interesting/challenging.

Since answers to this question express a logical order (e.g., ‘extremely clear’ implies the

instructions are clearer than in the case where ‘very clear’ is chosen), we analyze the responses

using an ordered logistic model. We operationalize the responses in the following way: we

give the lowest score (1 in our case) to the answers that show the highest disagreement (e.g.,

‘not at all challenging’ or ‘strongly disagree’) and the highest score (5) to the answers that

express the highest degree of conformity (e.g., ‘extremely interesting’ or ‘strongly agree’).

30The questions and their potential answers are listed in Appendix 1.8.
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Table 1.18 presents the results of our analyses for the first three questions of the survey,

which are reproduced below. All models control for the actual number of articles completed

in the first round and the unbalanced categories identified previously. 31

‚ Question 1: How clear were the instructions of this HIT?

‚ Question 2: How interesting was the HIT?

‚ Question 3: How challenging was the HIT?

As we can appreciate, the treatment arm does not help predict the response of a subject

regarding the clarity of the instructions; no estimate is statistically significant at the 90

percent of confidence. The estimate for males in the BA condition can be considered large

(in absolute value) when compared to the estimates for the other conditions, but the result

is statistically significant only at the 86 percent of confidence. When asked about how

interesting the task was, subjects in the BA and BR-20 conditions considered the HIT to

be less interesting than what individuals in the control group expressed (both estimates

significant at the 90 percent of confidence). When looking at the sub-samples, the only

statistically significant result found is for males in the BA condition. Finally, as it occurred

with the first question, the treatment arms do not help predict the response given by and

individual about how challenging the HIT was.

The survey also included the following two questions about the recognition and compen-

sation provided by the employer who posted the HIT on AMT. In both of these questions,

the answers ranged from ‘strongly disagree’ to ‘strongly agree’ (five options in total).

‚ Question 5: The requester of this HIT recognizes good job performance.

‚ Question 6: I am satisfied with the overall compensation I received for working on

this HIT.

The results of the ordered logistic models for the questions above are presented in Table 1.19.

According to the estimates in columns (1) to (3), males in the money condition are more likely

to choose an answer with a higher degree of conformity when asked about the recognition

31We also considered models with interaction terms for treatment arm and number of articles completed,
but results, in general, showed little difference between this specification and the one without interaction
effects.

33



given by the requester of the HIT. No other treatment arm seems to have a significant effect

on the answer selected by an individual (relative to the control group). Interestingly, there

is no effect for females in this treatment arm. When asked about satisfaction with the

overall compensation received, we find that subjects in the money condition are more likely

to choose answers that express full agreement with the question, while the contrary occurs

to subjects in the BA (these results are statistically significant at the 95 and 90 percent of

confidence). The estimate for the BR-20 condition is similar in magnitude to the estimate

for the BA condition, but it is only significant at the 88 percent of confidence. Although the

estimates for the BA and BR-20 conditions are similar for both males and females, males

seem to be the driver behind the effect found for the full sample.

According to the results, only male subjects that received extra monetary payments

are more likely to agree to the idea that good performance was recognized and also express

more satisfaction with the overall compensation received. On the other hand, both males and

female subjects in the BA and BR-20 groups seem to consider badges as a cheap substitution

of money. Badges that reward absolute performance (BA) and those that acknowledge a high

performance (BR-20 ) might have created the expectation of something more tangible as a

reward rather than just a digital icon on the screen.

1.5.5 Additional job offer

Badges, as awards in general, can also be understood as signals from the giver to the recipient,

especially in the case of discretionary awards. By bestowing an award on a worker, an

employer is signaling her interest in creating loyalty bond (Frey and Gallus, 2014). However,

this loyalty bond is in part mediated by the positive feedback that creates the idea of a

psychological contract with a long-term employment vision between the employer and the

employee (Suazo, Mart́ınez, and Sandoval, 2009). Therefore, by the establishment of this

loyalty bond, workers should be more prone to work for the firm in the future. Also, workers’

vision of the task might have changed as well towards a more positive one after being awarded

a badge. They could be more inclined to accept another task as a consequence of a more

positive attitude.

We estimate a logistic regression model to study the effect of our set of stimuli on a

subject’s likelihood of accepting the additional round offer. Our binary dependent variable

takes the value 1 if the subject accepted the additional round and 0 otherwise. We keep the

same set of control variables that we have used so far in this study and we also add the total
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number of articles submitted during the first round as an additional covariate to control for

any potential effects of past performance on the chances of accepting the offer. We present

the results of our estimations in Table 1.20.

For the sample as a whole, subjects in the BR-20 condition show a lower probability of

accepting the second round of work. When we divide the sample by gender, we notice that

there is no significant difference between treatment arms and the control group in the case

of males. For females, being part of the BR-20 condition makes subjects less likely to accept

the additional round (a result that is statistically significant at the 95 percent of confidence).

The coefficient for the feedback condition is negative, but it is not statistically significant

at the 90 percent of confidence (p-value: 0.21). Tabler̃eftab: accepted probabilities presents

the adjusted probabilities of accepting the second round by condition, considering all other

covariates at their sample means.32 The overall probability of accepting the second round

is close to 90 percent for most of the conditions, with the exception of females subjects in

theBR-20 condition that show an adjusted probability of accepting the offer of roughly 75

percent.

1.5.6 Round 2: points and articles

Figure 1.4. Presents a histogram of the number of articles submitted during the second

round by the subjects who accepted the additional job offer. Figure 1.5 shows a scatterplot

between the number of articles submitted in the first and second rounds. As we can see,

the number of articles submitted during round 2 is roughly the 60 percent of what subjects

submitted in round 1.

Tables 1.22 and 1.23 show the results of our regression models for the articles and points

obtained during the second round of the task. Besides our regular set of controls for the

unbalanced categories discussed in Section 1.4.3, we include the total number of articles

submitted and the total number of points obtained in the first round as additional covariates

in our first and second models, respectively.33 We include these two variables also as controls

for the potential effect past-performance can have on self-goals (Mathieu and Button, 1992).

32In this case, sample means are defined by each subsample.

33We do not include speed10 as a control since the total number of articles submitted in the first round
already takes into account the pre-intervention speed of submission. Speed10 and total articles submitted
have a coefficient of correlation above 0.92.
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As mentioned previously, we only consider observations in which at least 6 articles were

submitted during the second round.

In terms of the number of articles submitted during the second round (Table 1.22), we

can appreciate that for the sample as a whole, subjects in conditions BR-2040 and BR-40

submit, on average, around one more extra articles than the control group. The estimate for

those who received BA badges in the first round is positive, but not statistically significant

at the 90 percent of confidence (column (1)). For males, subjects in conditions BA and

BR-40 submit, on average, almost 1.7 additional articles than the control group (column

(3)). Individuals in the feedback and BR-2040 send almost one more article than the control

group, but these estimates are only significant around the 85 percent of confidence. Results

for females are similar, although no estimate is significant at the 90 percent of confidence.

Females in the BR-2040 submit almost one extra article than the control group, but this

estimate is statistically significant just at the 89 percent of confidence. Estimates for BR-20

and BR-40 are similar in magnitude, but fail to reach statistically significance. The negative

impact of feedback messages on females seems to persist even after the end of the first round,

although results do not allow us to reject the null hypothesis of no effect in this case.

When considering interaction terms in the full sample (column (2)), only one of interac-

tion term is statistically significant at the 95 percent of confidence: for subjects in the money

condition, the higher the number of articles they submitted in the first round, the lower the

number of articles submitted in the second round. This result appears to be significant only

for males (column (4)). Figure 1.6 presents the average marginal effect of the money con-

dition on the number of articles submitted for different values of productivity (i.e., articles

sent) in the first round. As we can observe, there is a clear downward slope as the number of

articles submitted in the first round increases. For low-productivity workers, the extra mon-

etary payments received seem to increase effort in the second round relatively to the control

group, although the higher the productivity in round one (and, in consequence, the number

of monetary bonuses awarded) the lower the observed productivity in the second round.

Since this negative interaction effect of money and initial productivity occurs only for the

condition that obtained monetary payments, this can be considered evidence of a reduction

in intrinsic motivation for subjects that received a high number of monetary payments as in

Deci (1971) and Deci (1972b). According to self-determination theory, an extrinsic reward

—such as an unexpected monetary payment— should not, per se, decrease a subject’s inter-

nal motivation unless the subject generates an expectation for the monetary payment in the

future. The fact that this negative relationship between performance in the first round and
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performance in the second round only occurs for subjects in the money condition and not for

the other treatments might be evidence that badges can help improve performance without

the crowding-out effect observed for monetary payments in the literature. This evidence

is coherent with the idea that badges can help foster a subject’s autonomy and feelings of

competency, which can improve her intrinsic motivation for a task.

1.6 Discussion and limitations

Although in this paper I have analyzed the impact of a specific set of conditions on worker

performance, I do not consider the effect of the stimuli on affective states such as happiness

and feelings of dominance (Azmat and Iriberri, 2012). The effect of badges on affective

levels might be of importance to organizations, since motivation, employee morale, and even

retention rates are variables that can influence worker and firm performance (Azmat and

Iriberri, 2012; Frey and Stutzer, 2002).

It is important to remember that the estimated effects in this paper are under a situation

were workers were hired under a fixed wage. In that respect, the effects analyzed might

represent, in some cases, a lower bound of what the true could be under a piece-rate scenario.

For example, the monetary payments given to workers might Azmat and Iriberri (2012) find

that the impact of relative feedback is larger when subjects are paid according to their

performance rather than when they receive a fixed amount.34

Similarly, the effectiveness of financial incentives and badges will probably be very dif-

ferent in a scenario in which they are presented to subjects before the task starts. This is

specially true for the money and digital badges conditions, since there is ample evidence in

the economics literature of the motivating power of financial incentives (Prendergast, 1999)

and also of awards (Ashraf, Bandiera, and Lee, 2014; Kosfeld and Neckermann, 2011; Neck-

ermann, Cueni, and Frey, 2014). As Antin and Churchill note, a fully implemented badge

system can be used to transmit information to workers relative to what is feasible to do on a

platform. This way employers could design badge structures such as to communicate what

is expected from the users of the platform.

34In Azmat and Iriberri (2012), subjects work for four periods, and they are provided with their relative
performance after the second period (subjects knew beforehand that they would receive that information at
that point). Azmat and Iriberri provide estimates of the interaction between relative feedback and gender,
but only for subjects under the piece-rate condition. This way, we do not know if the negative estimate they
got for females was different for subjects that received positive or negative relative feedback information.
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Although there was no proper badge system in place, i.e. subjects were not alerted of

its presence beforehand and its characteristics (such as total number of badges available

and the requirements to obtain them) remained hidden, there is still a chance that subjects

might have thought of badges (and the other stimulus as well) as ‘controlling’ initiatives that

implicitly told workers to improve their performance and get closer to the requester’s ‘ideal’

target. Clearly, that was not the idea behind the stimuli, and even though I do not have

any data to support or reject that conjecture, it is certainly a possibility. The way positive

feedback or rewards are transmitted/given to employees can have an effect on how they

perceive it, influencing on whether they think of them as controlling or informational (Deci,

Connell, and Ryan, 1989). For example, Ryan (1982) finds that subjects that received

controlling feedback performed slightly worse than those who got informational feedback.

The messages used in this study (and that were included in all treatment conditions) were

created with the purpose of highlighting the informational rather than the controlling aspect

(Deci and Ryan, 1980; Kast and Connor, 1988; Ryan, 1982). 35 Of the six messages that

accompany all digital stimuli, only the first one (‘Keep up the good work!’) looks like it could

be considered controlling by workers. Future research should look into this issue reducing

the possibility that feedback embedded in other stimuli or by itself could be thought of as

controlling by participants.

The literature on awards and gamification has identified some interesting areas for fu-

ture research, specially in firms. The introduction of badges on school settings has proved

beneficial, but the application of similar mechanisms in a workplace faces some important

challenges. First, scholars do not know how the demographic differences among employees

in firm might shape their disposition or attitude towards some regularly used elements in

gamification such as badges (Landers and Callan, 2011). Second, there are doubts about

the optimal design of an award or badge system (Neckermann, Cueni, and Frey, 2014), and

while some theoretical research has been done on this topic, there are still few unanswered

questions (Anderson et al., 2013). Third, more empirical research is needed in order to un-

derstand how badges, and awards more largely, can affect performance (Neckermann et al.

2014). Hence, improving our knowledge about these topics appears as fruitful avenues for

scholars to pursue.

35However, it is quite possible that females had interpreted the messages in a different way than males did
as in Deci (1972a) and Deci, Cascio, and Krusell (1973), which could have affected their disposition to work
and their overall performance.
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1.7 Conclusion

The focus of this paper has been the collection of causal empirical evidence with respect

to the effectiveness of discretionary awards (digital badges) that are kept private to the

recipient. According to Frey and Gallus (2014), gathering data on award distribution is one

difficult direction researchers should move into. I show how researchers can test the effects

of digital badges on worker performance by coding a website without complex features.

The results indicate that, in general, digital badges that are awarded as consequence of

quantity (in our case, number of articles submitted) increase the output in terms of quantity

for males, but not for females. In fact, females subjects show a decrease in their total output

when they only receive feedback messages, similarly to what occurred in Deci (1972a). While

the positive effects for quantity in males were not accompanied by a decrease in quality

(accuracy), for females the effects were quite different. For all treatment conditions except

for money, there was a drop in average accuracy. Dissimilar effects for male and female

subjects have been found before in the literature as consequence of feedback (Azmat and

Iriberri, 2012; Deci, Cascio, and Krusell, 1973). I also discuss how already high-performance

subjects were more likely to be affected by the treatments considered in this experiment, and

in consequence, more likely to drive the results. Although this is true, I show that subjects

that received one or two stimuli also reacted to them.

The overall effect of a certain stimulus on a subject’s performance should be the net

impact it has on both her intrinsic and extrinsic motivation. So as long as the potential

reduction in a subject’s intrinsic motivation as consequence of a treatment is overcome by

a desire of getting more of it (extrinsic motivation), which might lead her to increase her

effort, then net effect on performance will be positive. However, since in our case treatments

only make explicit the number of articles submitted and not their quality, the positive effect

on number of articles submitted might also arise as the outcome of a trade-off between

quantity and quality. If subjects derive some utility from our set of stimuli, and since the

only condition to obtain them is based on the number of articles submitted, then it might be

optimum for a rational worker to not increase their effort but rather increase their speed of

submission at the expense of accuracy (conditional on a low probability that her submissions

could be considered of bad quality by the requester).36 We only observe this trade-off for

36Requesters can reject submissions on AMT if they consider the quality of the work to be low. A rejection
negatively affects a workers’ rating on AMT.
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male subjects that received monetary payments. While subjects that received badges (BA

and BR-40 ) increased their speed of submission without impacting their accuracy, workers

in the money condition decreased their average accuracy. Additionally, for male workers in

the money condition, the data suggest that the greater the number of monetary payments

received during round 1, the smaller the output (in number of articles and correct entries)

during round 2. Since the average output of workers in the money condition do not differ by

much from what workers in other treatments completed in round 1, we can discard fatigue

as a potential explanation (as it is suggested by Prendergast (1999)). One possibility is that

the presence of monetary payments in round 1 affected the locus of causality (Ryan, 1982)

of workers in the money condition, especially those who got a greater number of monetary

payments. Then, when they start the second round, the absence of monetary incentives

traduced in a lower output for those who experimented a crowding-out effect Frey and Jegen

(2001).

With respect to the external validity of the results, it is worth mentioning that the

causal effect of private badges on worker performance captured in the experiment might

represent either a lower or an upper bound of what the true effect would be in a more

traditional workplace. Although subjects were not specifically told that this was a one-time

job, nothing in the instructions or on the website mentioned future options of employment.

To the extent workers did not consider future HITs from us a possibility, this should have

affected their beliefs about the requester’s interests of developing a long-term relationship

and, as a consequence, the effectiveness of badges as motivators. On the other hand, the

literature on gamification has shown that the users’ enjoyment of gamified systems tend to

decrease with time (Farzan et al., 2008; Koivisto and Hamari, 2014). This would mean a

decreasing impact of private badges on worker performance overt time (unless new features

such as other game mechanics or different badges bring freshness are included periodically).

Lately, scholars have started to analyze the strategic use of awards by companies to

motivate people and enhance firm performance, a topic mostly absent from the management

literature in previous years. Gallus and Frey (2016) discuss how firms can appropriate

some of the value created by awards in an organization and the potential sources of value

destruction when awards are not implemented adequately. I certainly believe the use of non-

monetary extrinsic rewards can be a fruitful subject of research in the future. However, as

this paper shows, the private dimension of non-monetary extrinsic rewards plays a relevant

role in employee motivation and can be a source of important productivity improvements.
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Table 1.1: Common feedback messages

Threshold Message

10 Articles
Congratulations, nickname!
You completed 10 articles.
Keep up the good work!

15 Articles
Congratulations, nickname!
You completed 15 articles.

Way to go!

20 Articles
Congratulations, nickname!
You completed 20 articles.
You’re doing a great job!

25 Articles
Congratulations, nickname!
You completed 25 articles.

Excellent progress!

30 Articles
Congratulations, nickname!
You completed 30 articles.

You should be proud!

35 Articles
Congratulations, nickname!
You completed 35 articles.

Amazing performance!

Table 1.2: Summary of treatment arms

Condition Characteristics

Feedback Positive feedback message after each threshold.
Money Feedback + $0.2 after each threshold.
BA Feedback + digital badge (number of articles submitted) after each threshold.
BR-20 Feedback + digital badge (top 20 percent) after each threshold.

BR-2040
Feedback + digital badge (top 20 percent) after first threshold.
Digital badge (top 40 percent) after all other thresholds.

BR-40 Feedback + digital badge (top 40 percent) after each threshold.

Table 1.3: Data collection

Data Date Conditions N

Wave 1 September 2-3, 2015 Control, Feedback, Money, BA 130
Wave 2 April 13, 2017 Control, Feedback, Money, BA 66
Wave 3 April 19, 2017 Control, Feedback, Money, BA 79
Wave 4 April 27-28, 2017 BR-20, BR-2040, BR-40 251
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Table 1.4: Descriptive statistics

Round 1 Accepted Round 2
Group Statistic Articles Points speed10 accuracy10 speed10p Offer Articles Points

Mean 22.08 66.15 0.86 3.01 2.6 0.89 15.77 51.81
Control SD 7.38 25.86 0.3 0.55 1.08 0.32 5.44 20.7

N 71 71 71 71 71 71 62 62
Mean 22.36 65.55 0.88 3 2.65 0.84 15.45 48.96

Feedback SD 7.12 24.94 0.26 0.54 0.94 0.37 4.75 17.94
N 64 64 64 64 64 64 53 53
Mean 23.47 70.62 0.89 3.12 2.8 0.92 16.8 53.85

Money SD 8.56 27.27 0.31 0.49 1.06 0.28 4.8 18.29
N 60 60 60 60 60 60 55 55
Mean 22.99 68.49 0.88 2.99 2.65 0.84 17.23 56.33

BA SD 8.12 30.11 0.29 0.52 1.08 0.37 5.72 22.91
N 80 80 80 80 80 80 66 66
Mean 25.84 78.16 1.02 3.05 3.14 0.77 17.83 57.28

BR-20 SD 9.18 33.9 0.35 0.54 1.28 0.42 6.05 23.66
N 70 70 70 70 70 70 54 54
Mean 22.46 64 0.87 2.89 2.53 0.88 16.95 54.4

BR-2040 SD 7.33 26.4 0.28 0.58 1.01 0.33 5.32 19.88
N 91 91 91 91 91 91 78 78
Mean 24.59 72.41 0.93 2.97 2.82 0.84 18.11 57.28

BR-40 SD 9.62 34.26 0.36 0.57 1.33 0.36 6.52 23.85
N 90 90 90 90 90 90 76 76
Mean 23.41 69.24 0.9 2.99 2.73 0.85 16.93 54.45

Total SD 8.31 29.56 0.31 0.55 1.13 0.35 5.62 21.31
N 526 526 526 526 526 526 444 444

The number of subjects in round 2 per condition might not match the number of subjects during
round 1 times the proportion of those who accepted the second round. We incorporate an extra
filter during round 2 of at least six articles submitted during that round (in addition to the filters
already considered for observations in round 1 — see Section 1.4.1) for an observation to be included
in our sample.
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Table 1.5: Balance 1

(1) (2) (3) (4) (5) (6) (7) (8) (9)
Control Feedback Money B-A B-R20 B-R2040 B-R40 Overall p-value

Female 0.592 0.469 0.517 0.550 0.757 0.626 0.600 0.591 0.025
p0.059q p0.063q p0.065q p0.056q p0.052q p0.051q p0.052q p0.021q

Age
18-20 0.014 0.016 0.000 0.037 0.014 0.011 0.011 0.015 0.707

p0.014q p0.016q p0.000q p0.021q p0.014q p0.011q p0.011q p0.005q
21-29 0.296 0.281 0.367 0.362 0.257 0.319 0.211 0.297 0.319

p0.055q p0.057q p0.063q p0.054q p0.053q p0.049q p0.043q p0.020q
30-39 0.324 0.453 0.300 0.338 0.343 0.308 0.356 0.344 0.597

p0.056q p0.063q p0.060q p0.053q p0.057q p0.049q p0.051q p0.021q
40-49 0.155 0.125 0.150 0.163 0.271 0.176 0.311 0.198 0.025

p0.043q p0.042q p0.046q p0.042q p0.054q p0.040q p0.049q p0.017q
50-99 0.211 0.125 0.183 0.100 0.114 0.187 0.111 0.146 0.294

p0.049q p0.042q p0.050q p0.034q p0.038q p0.041q p0.033q p0.015q
Race
White 0.648 0.781 0.783 0.762 0.700 0.626 0.767 0.721 0.124

p0.057q p0.052q p0.054q p0.048q p0.055q p0.051q p0.045q p0.020q
Black 0.099 0.031 0.067 0.062 0.086 0.143 0.100 0.087 0.298

p0.036q p0.022q p0.032q p0.027q p0.034q p0.037q p0.032q p0.012q
Native American 0.000 0.000 0.000 0.013 0.000 0.011 0.000 0.004 0.654

p0.000q p0.000q p0.000q p0.012q p0.000q p0.011q p0.000q p0.003q
Asian 0.113 0.109 0.100 0.062 0.043 0.099 0.067 0.084 0.660

p0.038q p0.039q p0.039q p0.027q p0.024q p0.031q p0.026q p0.012q
Hispanic 0.099 0.062 0.033 0.037 0.114 0.077 0.022 0.063 0.158

p0.036q p0.030q p0.023q p0.021q p0.038q p0.028q p0.016q p0.011q
Multiple 0.042 0.016 0.017 0.062 0.057 0.044 0.044 0.042 0.769

p0.024q p0.016q p0.017q p0.027q p0.028q p0.022q p0.022q p0.009q
Income
$0-$24,999 0.408 0.312 0.433 0.388 0.343 0.308 0.311 0.354 0.539

p0.059q p0.058q p0.065q p0.055q p0.057q p0.049q p0.049q p0.021q
$25,000-$49,999 0.338 0.359 0.350 0.338 0.329 0.385 0.344 0.350 0.993

p0.057q p0.060q p0.062q p0.053q p0.057q p0.051q p0.050q p0.021q
$50,000-$74,999 0.141 0.203 0.183 0.200 0.186 0.176 0.200 0.184 0.969

p0.042q p0.051q p0.050q p0.045q p0.047q p0.040q p0.042q p0.017q
$75,000-$99,999 0.070 0.109 0.017 0.037 0.129 0.077 0.100 0.078 0.174

p0.031q p0.039q p0.017q p0.021q p0.040q p0.028q p0.032q p0.012q
$100,000-$199,999 0.042 0.016 0.017 0.037 0.014 0.055 0.044 0.034 0.720

p0.024q p0.016q p0.017q p0.021q p0.014q p0.024q p0.022q p0.008q
Reason for Hits
Income purposes 0.310 0.312 0.333 0.287 0.271 0.231 0.300 0.289 0.864

p0.055q p0.058q p0.061q p0.051q p0.054q p0.044q p0.049q p0.020q
Extra cash 0.521 0.578 0.600 0.600 0.700 0.659 0.622 0.614 0.420

p0.060q p0.062q p0.064q p0.055q p0.055q p0.050q p0.051q p0.021q
Fruitful 0.127 0.062 0.050 0.113 0.029 0.044 0.056 0.068 0.152

p0.040q p0.030q p0.028q p0.036q p0.020q p0.022q p0.024q p0.011q
It is fun 0.028 0.016 0.017 0.000 0.000 0.033 0.011 0.015 0.529

p0.020q p0.016q p0.017q p0.000q p0.000q p0.019q p0.011q p0.005q
To kill time 0.014 0.031 0.000 0.000 0.000 0.033 0.011 0.013 0.312

p0.014q p0.022q p0.000q p0.000q p0.000q p0.019q p0.011q p0.005q
N 71 64 60 80 70 91 90 526
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Table 1.6: Balance 2

(1) (2) (3) (4) (5) (6) (7) (8) (9)
Control Feedback Money B-A B-R20 B-R2040 B-R40 Overall p-value

Hours working on HITs
1-5 0.169 0.141 0.117 0.163 0.171 0.242 0.156 0.169 0.533

p0.045q p0.044q p0.042q p0.042q p0.045q p0.045q p0.038q p0.016q
6-9 0.169 0.172 0.200 0.263 0.314 0.220 0.211 0.222 0.370

p0.045q p0.048q p0.052q p0.050q p0.056q p0.044q p0.043q p0.018q
10-20 0.310 0.359 0.433 0.225 0.214 0.286 0.356 0.308 0.065

p0.055q p0.060q p0.065q p0.047q p0.049q p0.048q p0.051q p0.020q
21-29 0.099 0.094 0.117 0.138 0.143 0.088 0.078 0.106 0.797

p0.036q p0.037q p0.042q p0.039q p0.042q p0.030q p0.028q p0.013q
30-168 0.254 0.234 0.133 0.212 0.157 0.165 0.200 0.194 0.548

p0.052q p0.053q p0.044q p0.046q p0.044q p0.039q p0.042q p0.017q
Education
Associate 0.155 0.203 0.050 0.125 0.229 0.154 0.111 0.146 0.083

p0.043q p0.051q p0.028q p0.037q p0.051q p0.038q p0.033q p0.015q
Bachelor 0.394 0.406 0.400 0.362 0.371 0.341 0.322 0.367 0.921

p0.058q p0.062q p0.064q p0.054q p0.058q p0.050q p0.050q p0.021q
Graduate 0.056 0.094 0.083 0.087 0.086 0.132 0.133 0.099 0.654

p0.028q p0.037q p0.036q p0.032q p0.034q p0.036q p0.036q p0.013q
High school (HS) 0.141 0.031 0.117 0.113 0.129 0.099 0.111 0.106 0.519

p0.042q p0.022q p0.042q p0.036q p0.040q p0.031q p0.033q p0.013q
Less than HS 0.000 0.000 0.000 0.000 0.000 0.022 0.000 0.004 0.143

p0.000q p0.000q p0.000q p0.000q p0.000q p0.015q p0.000q p0.003q
Some college 0.254 0.266 0.350 0.312 0.186 0.253 0.322 0.278 0.379

p0.052q p0.056q p0.062q p0.052q p0.047q p0.046q p0.050q p0.020q
Employment
Full-time 0.451 0.562 0.550 0.600 0.543 0.571 0.489 0.538 0.561

p0.059q p0.062q p0.065q p0.055q p0.060q p0.052q p0.053q p0.022q
Part-time 0.211 0.156 0.200 0.150 0.171 0.198 0.244 0.192 0.755

p0.049q p0.046q p0.052q p0.040q p0.045q p0.042q p0.046q p0.017q
Looking 0.141 0.156 0.133 0.075 0.186 0.088 0.067 0.116 0.169

p0.042q p0.046q p0.044q p0.030q p0.047q p0.030q p0.026q p0.014q
Not looking 0.099 0.078 0.100 0.113 0.100 0.088 0.133 0.103 0.949

p0.036q p0.034q p0.039q p0.036q p0.036q p0.030q p0.036q p0.013q
Retired 0.070 0.031 0.000 0.013 0.000 0.022 0.033 0.025 0.110

p0.031q p0.022q p0.000q p0.012q p0.000q p0.015q p0.019q p0.007q
Disabled 0.028 0.016 0.017 0.050 0.000 0.033 0.033 0.027 0.621

p0.020q p0.016q p0.017q p0.025q p0.000q p0.019q p0.019q p0.007q
N 71 64 60 80 70 91 90 526
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Table 1.7: Balance 3

(1) (2) (3) (4) (5) (6) (7) (8) (9)
Control Feedback Money B-A B-R20 B-R2040 B-R40 Overall p-value

Newspaper frequency
Every day 0.310 0.359 0.417 0.338 0.271 0.374 0.311 0.338 0.648

p0.055q p0.060q p0.064q p0.053q p0.054q p0.051q p0.049q p0.021q
Once a week 0.282 0.219 0.200 0.275 0.300 0.242 0.278 0.259 0.830

p0.054q p0.052q p0.052q p0.050q p0.055q p0.045q p0.047q p0.019q
Times a month 0.169 0.250 0.217 0.125 0.243 0.220 0.222 0.205 0.491

p0.045q p0.055q p0.054q p0.037q p0.052q p0.044q p0.044q p0.018q
Times a year 0.127 0.109 0.083 0.200 0.143 0.088 0.100 0.122 0.306

p0.040q p0.039q p0.036q p0.045q p0.042q p0.030q p0.032q p0.014q
Never 0.113 0.062 0.083 0.062 0.043 0.077 0.089 0.076 0.800

p0.038q p0.030q p0.036q p0.027q p0.024q p0.028q p0.030q p0.012q
Video games frequency
Every day 0.268 0.203 0.350 0.200 0.229 0.242 0.200 0.238 0.390

p0.053q p0.051q p0.062q p0.045q p0.051q p0.045q p0.042q p0.019q
Once a week 0.268 0.344 0.317 0.312 0.186 0.264 0.278 0.279 0.499

p0.053q p0.060q p0.061q p0.052q p0.047q p0.046q p0.047q p0.020q
Times a month 0.141 0.188 0.133 0.163 0.143 0.231 0.222 0.179 0.526

p0.042q p0.049q p0.044q p0.042q p0.042q p0.044q p0.044q p0.017q
Times a year 0.169 0.219 0.150 0.150 0.229 0.077 0.189 0.165 0.168

p0.045q p0.052q p0.046q p0.040q p0.051q p0.028q p0.041q p0.016q
Never 0.155 0.047 0.050 0.175 0.214 0.187 0.111 0.139 0.018

p0.043q p0.027q p0.028q p0.043q p0.049q p0.041q p0.033q p0.015q
Feedback from other requesters
Extremely often 0.028 0.016 0.017 0.000 0.000 0.000 0.033 0.013 0.298

p0.020q p0.016q p0.017q p0.000q p0.000q p0.000q p0.019q p0.005q
Very often 0.042 0.094 0.017 0.087 0.071 0.055 0.033 0.057 0.392

p0.024q p0.037q p0.017q p0.032q p0.031q p0.024q p0.019q p0.010q
Moderately often 0.169 0.188 0.150 0.200 0.200 0.165 0.111 0.167 0.745

p0.045q p0.049q p0.046q p0.045q p0.048q p0.039q p0.033q p0.016q
Slightly often 0.408 0.406 0.483 0.463 0.457 0.341 0.511 0.437 0.344

p0.059q p0.062q p0.065q p0.056q p0.060q p0.050q p0.053q p0.022q
Not at all often 0.352 0.297 0.333 0.250 0.271 0.440 0.311 0.325 0.175

p0.057q p0.058q p0.061q p0.049q p0.054q p0.052q p0.049q p0.020q
N 71 64 60 80 70 91 90 526
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Table 1.12: Longitudinal analysis: seconds (ln) and points per article.

(1) (2) (3) (4) (5) (6)
Seconds Seconds Seconds Points Points Points

Variable All Males Females All Males Females

Feedback (11-15) 0.045 0.009 0.076 ´0.034 0.020 ´0.085
p0.032q p0.037q p0.052q p0.073q p0.102q p0.101q

Feedback (16-20) ´0.014 ´0.033 ´0.009 ´0.174˚˚ ´0.104 ´0.239˚
p0.040q p0.065q p0.049q p0.088q p0.115q p0.134q

Feedback (21-25) 0.001 ´0.039 0.024 ´0.148˚ ´0.136 ´0.224˚
p0.040q p0.062q p0.056q p0.086q p0.112q p0.121q

Feedback (26-30) ´0.066 ´0.223˚ 0.096˚˚ ´0.297˚˚ ´0.276 ´0.255
p0.063q p0.131q p0.046q p0.142q p0.183q p0.255q

Feedback (31-35) ´0.008 ´0.098 0.010 ´0.461˚˚˚ ´0.573˚˚˚ ´0.329˚˚
p0.070q p0.095q p0.078q p0.108q p0.131q p0.145q

Feedback (36-40) ´0.051 ´0.302˚˚˚ 0.123˚˚˚ 0.262 ´0.488˚˚˚ 0.487˚˚˚
p0.075q p0.071q p0.040q p0.222q p0.140q p0.186q

Money (11-15) ´0.025 ´0.035 ´0.022 ´0.072 ´0.091 ´0.047
p0.032q p0.042q p0.046q p0.073q p0.105q p0.099q

Money (16-20) 0.002 ´0.030 0.021 ´0.150˚ ´0.196 ´0.104
p0.041q p0.059q p0.058q p0.083q p0.137q p0.098q

Money (21-25) 0.027 ´0.032 0.061 ´0.147˚ ´0.288˚˚ ´0.054
p0.047q p0.071q p0.063q p0.085q p0.139q p0.103q

Money (26-30) ´0.049 ´0.166 0.014 ´0.417˚˚˚ ´0.574˚˚˚ ´0.274˚˚˚
p0.067q p0.139q p0.063q p0.108q p0.193q p0.104q

Money (31-35) ´0.120 ´0.203˚ ´0.081 ´0.515˚˚˚ ´0.719˚˚˚ ´0.394˚˚˚
p0.077q p0.104q p0.102q p0.104q p0.176q p0.120q

Money (36-40) ´0.032 ´0.322˚˚˚ 0.105˚ ´0.227 ´1.332˚˚˚ 0.234
p0.074q p0.058q p0.054q p0.291q p0.246q p0.197q

BA (11-15) 0.003 ´0.013 0.014 ´0.026 0.044 ´0.080
p0.029q p0.042q p0.040q p0.069q p0.090q p0.100q

BA (16-20) ´0.010 ´0.038 0.006 ´0.026 0.133 ´0.138
p0.037q p0.062q p0.046q p0.082q p0.102q p0.116q

BA (21-25) ´0.002 ´0.101 0.059 ´0.119 ´0.014 ´0.197
p0.036q p0.062q p0.041q p0.094q p0.105q p0.134q

BA (26-30) ´0.109˚ ´0.277˚˚ ´0.010 ´0.168˚ ´0.163 ´0.155
p0.063q p0.137q p0.048q p0.097q p0.150q p0.125q

BA (31-35) ´0.012 ´0.192˚˚ 0.099 ´0.120 ´0.066 ´0.186
p0.077q p0.097q p0.103q p0.124q p0.121q p0.190q

BA (36-40) 0.138 ´0.184 0.296˚˚˚ 0.034 ´0.450˚˚˚ 0.061
p0.102q p0.146q p0.055q p0.245q p0.155q p0.218q

Constant 4.095˚˚˚ 4.078˚˚˚ 4.106˚˚˚ 3.229˚˚˚ 3.250˚˚˚ 3.215˚˚˚
p0.015q p0.023q p0.019q p0.033q p0.048q p0.044q

Observations 12,184 4,920 7,264 12,183 4,919 7,264
R-squared 0.322 0.288 0.358 0.434 0.451 0.434
Number of id 526 215 311 526 215 311

Individual and article fixed effects included in all models.
Robust standard errors in parentheses.
*** pă0.01, ** pă0.05, * pă0.1.
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Table 1.13: Longitudinal analysis: seconds (ln) and points per article (cont.).

(1) (2) (3) (4) (5) (6)
Seconds Seconds Seconds Points Points Points

Variable (All) (Males) (Females) (All) (Males) (Females)

BR-20 (11-15) 0.037 0.098˚˚ 0.027 ´0.033 0.111 ´0.088
p0.029q p0.045q p0.038q p0.067q p0.142q p0.083q

BR-20 (16-20) 0.040 0.140˚ 0.017 ´0.135˚ ´0.210 ´0.121
p0.040q p0.074q p0.047q p0.080q p0.138q p0.101q

BR-20 (21-25) 0.127˚˚˚ 0.209˚˚ 0.108˚˚ ´0.143˚ ´0.079 ´0.155
p0.047q p0.101q p0.051q p0.083q p0.123q p0.108q

BR-20 (26-30) 0.026 0.033 0.049 ´0.145 ´0.053 ´0.179
p0.063q p0.150q p0.042q p0.089q p0.166q p0.108q

BR-20 (31-35) 0.058 0.036 0.085 ´0.193˚˚ ´0.298˚ ´0.136
p0.067q p0.101q p0.081q p0.095q p0.174q p0.104q

BR-20 (36-40) 0.057 ´0.066 0.103˚˚ 0.241 ´0.549˚˚˚ 0.492˚˚˚
p0.058q p0.055q p0.041q p0.215q p0.104q p0.186q

BR-2040 (11-15) ´0.003 ´0.041 0.022 0.040 0.153 ´0.033
p0.030q p0.046q p0.040q p0.065q p0.093q p0.088q

BR-2040 (16-20) ´0.032 ´0.018 ´0.040 ´0.156˚˚ ´0.147 ´0.163
p0.039q p0.074q p0.044q p0.079q p0.119q p0.105q

BR-2040 (21-25) 0.028 0.065 0.009 ´0.164˚˚ ´0.303˚˚ ´0.089
p0.044q p0.091q p0.043q p0.081q p0.139q p0.100q

BR-2040 (26-30) ´0.028 ´0.094 0.016 ´0.166˚ ´0.127 ´0.183
p0.065q p0.147q p0.052q p0.098q p0.151q p0.126q

BR-2040 (31-35) ´0.005 ´0.134 0.056 ´0.118 ´0.385˚˚ 0.008
p0.073q p0.109q p0.087q p0.125q p0.190q p0.151q

BR-2040 (36-40) 0.113 ´0.014 0.120˚˚ ´0.010 ´0.918˚˚˚ 0.321
p0.079q p0.108q p0.052q p0.296q p0.351q p0.300q

BR-40 (11-15) 0.005 ´0.059˚ 0.048 ´0.032 ´0.063 ´0.011
p0.027q p0.034q p0.038q p0.063q p0.096q p0.084q

BR-40 (16-20) 0.004 ´0.036 0.029 ´0.146˚ ´0.016 ´0.225˚˚
p0.035q p0.056q p0.044q p0.080q p0.117q p0.106q

BR-40 (21-25) 0.025 ´0.015 0.049 ´0.096 ´0.105 ´0.095
p0.034q p0.057q p0.042q p0.072q p0.096q p0.100q

BR-40 (26-30) ´0.010 ´0.114 0.047 ´0.136 ´0.107 ´0.144
p0.061q p0.136q p0.041q p0.089q p0.156q p0.109q

BR-40 (31-35) ´0.016 ´0.105 0.027 ´0.277˚˚˚ ´0.268˚˚ ´0.297˚˚
p0.064q p0.092q p0.078q p0.096q p0.117q p0.133q

BR-40 (36-40) 0.049 ´0.206˚˚˚ 0.146˚˚˚ 0.104 ´0.399˚˚˚ 0.188
p0.059q p0.050q p0.041q p0.224q p0.136q p0.186q

Constant 4.095˚˚˚ 4.078˚˚˚ 4.106˚˚˚ 3.229˚˚˚ 3.250˚˚˚ 3.215˚˚˚
p0.015q p0.023q p0.019q p0.033q p0.048q p0.044q

Observations 12,184 4,920 7,264 12,183 4,919 7,264
R-squared 0.322 0.288 0.358 0.434 0.451 0.434
Number of id 526 215 311 526 215 311

Individual and article fixed effects included in all models.
Robust standard errors in parentheses.
*** pă0.01, ** pă0.05, * pă0.1.
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Table 1.14: Average marginal effects per quartile: seconds (ln).

(1) (2) (3) (4) (5) (6)
All All Males Males Females Females

Variable (11-15) (16-20) (11-15) (16-20) (11-15) (16-20)

Feedback
Feedback ˆ Q1 ´0.049 ´0.195˚˚˚ ´0.051 ´0.155˚ ´0.050 ´0.223˚˚˚

p0.047q p0.048q p0.058q p0.088q p0.071q p0.052q
Feedback ˆ Q2 0.000 ´0.118˚ ´0.035 ´0.219˚ 0.027 ´0.040

p0.045q p0.062q p0.068q p0.112q p0.058q p0.061q
Feedback ˆ Q3 0.107˚˚ 0.069 0.039 0.070 0.177˚˚ 0.041

p0.044q p0.043q p0.039q p0.060q p0.082q p0.062q
Feedback ˆ Q4 0.118˚ 0.077 0.065 0.035 0.185 0.116

p0.070q p0.054q p0.058q p0.074q p0.166q p0.085q
Money
Money ˆ Q1 ´0.101˚ ´0.094 ´0.094 ´0.385˚˚˚ ´0.112˚˚ 0.029

p0.052q p0.128q p0.092q p0.057q p0.053q p0.105q
Money ˆ Q2 ´0.098˚ ´0.071 ´0.057 ´0.050 ´0.184˚˚ ´0.132

p0.053q p0.057q p0.053q p0.064q p0.092q p0.107q
Money ˆ Q3 0.085˚˚ 0.058 0.053 0.020 0.105˚˚ 0.080

p0.042q p0.042q p0.087q p0.076q p0.047q p0.049q
Money ˆ Q4 0.009 0.067 ´0.020 0.022 0.030 0.097

p0.033q p0.066q p0.053q p0.077q p0.040q p0.105q
BA
BA ˆ Q1 ´0.071˚˚ ´0.264˚˚˚ ´0.094˚˚ ´0.314˚˚˚ ´0.057 ´0.210˚˚˚

p0.033q p0.053q p0.039q p0.079q p0.055q p0.054q
BA ˆ Q2 0.033 ´0.037 0.108 ´0.005 ´0.038 ´0.070

p0.060q p0.054q p0.103q p0.080q p0.063q p0.071q
BA ˆ Q3 ´0.010 0.040 ´0.045 0.018 0.015 0.052

p0.041q p0.046q p0.057q p0.080q p0.057q p0.054q
BA ˆ Q4 0.070 0.037 0.022 0.004 0.099˚ 0.056

p0.047q p0.038q p0.093q p0.063q p0.054q p0.048q

Observations 9,662 9,662 3,919 3,919 5,743 5,743
Number of subjects 526 526 215 215 311 311

Individual and article fixed effects included in all models.
Robust standard errors in parentheses.
*** pă0.01, ** pă0.05, * pă0.1.
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Table 1.15: Average marginal effects per quartile: seconds (ln).

(1) (2) (3) (4) (5) (6)
All All Males Males Females Females

Variable (11-15) (16-20) (11-15) (16-20) (11-15) (16-20)

BR-20
BR-20 ˆ Q1 ´0.104˚˚ ´0.185˚ ´0.077 0.356 ´0.095˚ ´0.171˚

p0.040q p0.100q p0.047q p0.394q p0.050q p0.103q
BR-20 ˆ Q2 ´0.002 0.050 0.050 0.185˚˚˚ 0.002 0.043

p0.026q p0.047q p0.035q p0.051q p0.034q p0.053q
BR-20 ˆ Q3 0.095˚ 0.024 0.316˚˚ 0.356 0.074 0.003

p0.055q p0.056q p0.156q p0.394q p0.055q p0.049q
BR-20 ˆ Q4 0.082˚˚ 0.091˚ 0.091˚˚ 0.113 0.077 0.075

p0.037q p0.049q p0.043q p0.072q p0.055q p0.065q
BR-2040
BR-2040 ˆ Q1 ´0.109˚˚ ´0.324˚˚˚ ´0.190˚˚ ´0.493˚˚˚ ´0.058 ´0.111˚

p0.046q p0.084q p0.093q p0.083q p0.047q p0.063q
BR-2040 ˆ Q2 ´0.016 ´0.098˚˚ ´0.027 ´0.017 ´0.007 ´0.135˚˚˚

p0.034q p0.043q p0.053q p0.070q p0.045q p0.048q
BR-2040 ˆ Q3 0.041 0.014 0.069 0.098 0.030 ´0.021

p0.053q p0.049q p0.093q p0.115q p0.065q p0.046q
BR-2040 ˆ Q4 0.052 0.074 ´0.044 0.044 0.128˚ 0.091

p0.049q p0.057q p0.062q p0.106q p0.067q p0.058q
BR-40
BR-40 ˆ Q1 ´0.091˚˚ ´0.279˚˚˚ ´0.134˚˚˚ ´0.126˚˚ ´0.059 ´0.334˚˚˚

p0.043q p0.065q p0.051q p0.062q p0.065q p0.069q
BR-40 ˆ Q2 0.009 ´0.084˚˚ ´0.040 ´0.122 0.042 ´0.061

p0.038q p0.042q p0.056q p0.074q p0.051q p0.050q
BR-40 ˆ Q3 ´0.001 0.054 ´0.068 0.044 0.036 0.062

p0.035q p0.039q p0.054q p0.063q p0.046q p0.050q
BR-40 ˆ Q4 0.069˚ 0.068˚ ´0.018 ´0.010 0.131˚˚˚ 0.121˚˚

p0.035q p0.038q p0.045q p0.059q p0.048q p0.048q

Observations 9,662 9,662 3,919 3,919 5,743 5,743
Number of subjects 526 526 215 215 311 311

Individual and article fixed effects included in all models.
Robust standard errors in parentheses.
*** pă0.01, ** pă0.05, * pă0.1.
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Table 1.16: Average marginal effects per quartile: points.

(1) (2) (3) (4) (5) (6)
All All Males Males Females Females

Variable (11-15) (16-20) (11-15) (16-20) (11-15) (16-20)

Feedback
Feedback ˆ Q1 0.315˚˚ ´0.274˚ 0.458 ´0.338 0.220 ´0.242

p0.151q p0.164q p0.296q p0.272q p0.154q p0.204q
Feedback ˆ Q2 ´0.101 ´0.100 ´0.001 0.153 ´0.187˚˚ ´0.332

p0.073q p0.133q p0.103q p0.113q p0.093q p0.215q
Feedback ˆ Q3 ´0.230˚˚˚ ´0.077 ´0.119 ´0.109 ´0.366˚˚˚ ´0.037

p0.086q p0.125q p0.096q p0.218q p0.136q p0.101q
Feedback ˆ Q4 ´0.215˚˚˚ ´0.260˚˚˚ ´0.164˚ ´0.231˚ ´0.309˚˚˚ ´0.249˚˚

p0.072q p0.096q p0.093q p0.120q p0.091q p0.114q
Money
Money ˆ Q1 0.157 ´0.554˚ ´0.044 ´0.425 0.483˚˚ ´0.899˚˚˚

p0.186q p0.323q p0.226q p0.442q p0.218q p0.093q
Money ˆ Q2 ´0.031 ´0.111 0.078 ´0.255 ´0.113 ´0.011

p0.106q p0.126q p0.173q p0.256q p0.127q p0.103q
Money ˆ Q3 ´0.066 ´0.074 ´0.205 ´0.102 0.016 ´0.058

p0.101q p0.083q p0.181q p0.133q p0.109q p0.107q
Money ˆ Q4 ´0.299˚˚˚ ´0.169˚˚ ´0.209˚ ´0.108 ´0.406˚˚˚ ´0.231˚˚

p0.088q p0.075q p0.117q p0.105q p0.119q p0.099q
BA
BA ˆ Q1 0.143 ´0.011 0.310 0.089 0.058 ´0.058

p0.160q p0.209q p0.258q p0.177q p0.202q p0.267q
BA ˆ Q2 0.011 0.080 0.052 0.290˚˚ ´0.026 ´0.121

p0.084q p0.113q p0.103q p0.117q p0.134q p0.168q
BA ˆ Q3 ´0.085 ´0.054 ´0.015 0.055 ´0.145 ´0.144

p0.089q p0.087q p0.094q p0.102q p0.146q p0.130q
BA ˆ Q4 ´0.242˚˚˚ ´0.215˚˚˚ ´0.184 ´0.162˚ ´0.277˚˚ ´0.247˚˚

p0.084q p0.073q p0.126q p0.096q p0.111q p0.101q

Observations 9,662 9,662 3,919 3,919 5,743 5,743
Number of subjects 526 526 215 215 311 311

Individual and article fixed effects included in all models.
Robust standard errors in parentheses.
*** pă0.01, ** pă0.05, * pă0.1.
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Table 1.17: Average marginal effects per quartile: points.

(1) (2) (3) (4) (5) (6)
All All Males Males Females Females

Variable (11-15) (16-20) (11-15) (16-20) (11-15) (16-20)

BR-20
BR-20 ˆ Q1 0.457˚˚˚ ´0.324˚ 0.789˚˚˚ ´0.184 0.265˚˚ ´0.404˚

p0.108q p0.186q p0.141q p0.326q p0.118q p0.228q
BR-20 ˆ Q2 ´0.051 0.041 ´0.024 ´0.242 ´0.069 0.101

p0.075q p0.120q p0.143q p0.282q p0.095q p0.132q
BR-20 ˆ Q3 ´0.224˚˚˚ ´0.167˚˚ ´0.324˚˚ ´0.222 ´0.206˚˚ ´0.158

p0.083q p0.082q p0.148q p0.136q p0.102q p0.105q
BR-20 ˆ Q4 ´0.211˚˚˚ ´0.291˚˚˚ ´0.106 ´0.349˚˚ ´0.253˚˚ ´0.287˚˚˚

p0.079q p0.082q p0.119q p0.145q p0.103q p0.101q
BR-2040
BR-2040 ˆ Q1 0.242˚˚ ´0.451˚˚˚ 0.298˚˚ ´0.444˚˚ 0.190 ´0.442˚˚

p0.098q p0.136q p0.142q p0.181q p0.130q p0.208q
BR-2040 ˆ Q2 0.119˚ 0.014 0.170˚˚ 0.065 0.086 ´0.017

p0.068q p0.099q p0.086q p0.125q p0.097q p0.138q
BR-2040 ˆ Q3 ´0.161˚ ´0.078 ´0.034 0.036 ´0.231˚ ´0.140

p0.091q p0.076q p0.132q p0.110q p0.120q p0.101q
BR-2040 ˆ Q4 ´0.320˚˚ ´0.147˚ ´0.524˚˚˚ ´0.022 ´0.306˚˚ ´0.184˚

p0.131q p0.083q p0.062q p0.084q p0.152q p0.104q
BR-40
BR-40 ˆ Q1 0.216˚˚ ´0.091 0.113 ´0.052 0.271˚˚˚ ´0.114

p0.099q p0.162q p0.213q p0.319q p0.099q p0.182q
BR-40 ˆ Q2 ´0.054 ´0.187 0.233˚ 0.462˚˚˚ ´0.127 ´0.315˚˚

p0.082q p0.119q p0.124q p0.119q p0.101q p0.134q
BR-40 ˆ Q3 ´0.139˚˚ ´0.096 ´0.121 ´0.055 ´0.137 ´0.128

p0.069q p0.084q p0.089q p0.113q p0.106q p0.125q
BR-40 ˆ Q4 ´0.255˚˚˚ ´0.238˚˚˚ ´0.324˚˚ ´0.163 ´0.178˚ ´0.306˚˚

p0.085q p0.085q p0.131q p0.104q p0.095q p0.134q

Observations 9,662 9,662 3,919 3,919 5,743 5,743
Number of subjects 526 526 215 215 311 311

Individual and article fixed effects included in all models.
Robust standard errors in parentheses.
*** pă0.01, ** pă0.05, * pă0.1.
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Table 1.20: Additional job offer.

(1) (2) (3)
Variable All Males Females

Feedback ´0.338 0.282 ´1.024
p0.514q p0.682q p0.787q

Money 0.314 0.518 0.0876
p0.603q p0.789q p0.953q

BA ´0.314 ´0.0277 ´0.663
p0.496q p0.687q p0.789q

BR-20 ´0.912˚ 0.670 ´1.489˚˚
p0.467q p0.912q p0.692q

BR-2040 ´0.0373 ´0.355 0.422
p0.495q p0.664q p0.844q

BR-40 ´0.387 ´0.385 ´0.482
p0.479q p0.644q p0.744q

R1 Articles 0.00231 ´0.0190 0.0178
p0.0155q p0.0241q p0.0242q

Constant 0.348 ´0.403 2.420˚˚˚
p0.875q p1.313q p0.841q

Observations 526 215 309
Pseudo R-squared 0.039 0.057 0.083

Controls for gender, age, and frequency of playing
video games included in all models.
Two observations are dropped from the analysis due to
collinearity (females between 18 and 20 years old
in our sample always accept the additional job offer).
Robust standard errors (in parentheses).
*** pă0.01, ** pă0.05, * pă0.1.
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Table 1.21: Adjusted predictions.

(1) (2) (3)
Variable All Males Females

Control 0.891˚˚˚ 0.833˚˚˚ 0.930˚˚˚
p0.0362q p0.0692q p0.0400q

Feebdack 0.854˚˚˚ 0.868˚˚˚ 0.828˚˚˚
p0.0450q p0.0555q p0.0710q

Money 0.918˚˚˚ 0.893˚˚˚ 0.936˚˚˚
p0.0361q p0.0587q p0.0460q

BA 0.857˚˚˚ 0.829˚˚˚ 0.873˚˚˚
p0.0404q p0.0707q p0.0524q

BR-20 0.767˚˚˚ 0.907˚˚˚ 0.751˚˚˚
p0.0529q p0.0650q p0.0630q

BR-2040 0.887˚˚˚ 0.777˚˚˚ 0.953˚˚˚
p0.0318q p0.0766q p0.0255q

BR-40 0.847˚˚˚ 0.772˚˚˚ 0.892˚˚˚
p0.0387q p0.0686q p0.0415q

Observations 526 215 309

Controls for gender, age, and frequency of playing
video games included in all models.
Adjusted predictions obtained after all other.
covariates were fixed at the corresponding sample mean.
*** pă0.01, ** pă0.05, * pă0.1.
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Table 1.22: Articles submitted in round 2.

(1) (2) (3) (4) (5) (6)
Variable All All Males Males Females Females

Feedback ´0.0628 ´0.268 0.950 0.866 ´0.988 ´1.509
p0.604q p0.788q p0.634q p0.663q p1.059q p1.474q

Money 0.327 0.306 0.534 0.180 0.198 0.354
p0.490q p0.484q p0.674q p0.711q p0.692q p0.653q

BA 0.833˚ 0.779˚ 1.703˚˚ 1.617˚˚ 0.286 0.231
p0.457q p0.470q p0.658q p0.694q p0.670q p0.661q

BR-20 0.536 0.471 0.320 0.170 0.673 0.647
p0.526q p0.530q p1.114q p1.184q p0.619q p0.623q

BR-2040 1.124˚˚ 1.109˚˚ 1.082 0.850 1.117˚ 1.151˚
p0.441q p0.466q p0.733q p0.755q p0.580q p0.590q

BR-40 1.088˚˚ 0.992˚˚ 1.752˚˚ 1.533˚ 0.760 0.740
p0.447q p0.457q p0.710q p0.782q p0.596q p0.603q

R1 Articles 0.584˚˚˚ 0.639˚˚˚ 0.559˚˚˚ 0.626˚˚˚ 0.605˚˚˚ 0.644˚˚˚
p0.0216q p0.0516q p0.0376q p0.0626q p0.0278q p0.0689q

Feedback ˆ R1 Articles ´0.146 0.00617 ´0.302
p0.177q p0.0892q p0.317q

Money ˆ R1 Articles ´0.166˚˚ ´0.203˚˚ ´0.141
p0.0717q p0.0918q p0.0902q

BA ˆ R1 Articles 0.00185 0.0398 ´0.00244
p0.0625q p0.0871q p0.0828q

BR-20 ˆ R1 Articles ´0.0561 ´0.0783 0.00485
p0.0690q p0.103q p0.0909q

BR-2040 ˆ R1 Articles ´0.0160 ´0.112 0.0165
p0.0636q p0.0856q p0.0836q

BR-40 ˆ R1 Articles ´0.0436 ´0.0496 ´0.0368
p0.0618q p0.111q p0.0758q

Constant 15.65˚˚˚ 15.58˚˚˚ 15.16˚˚˚ 14.78˚˚˚ 16.20˚˚˚ 16.20˚˚˚
p1.592q p1.623q p1.840q p2.026q p2.576q p2.612q

Observations 444 444 177 177 267 267
R-squared 0.762 0.769 0.769 0.780 0.769 0.781

Controls for gender, age, and frequency of playing video games included in all models.
Robust standard errors (in parentheses).
*** pă0.01, ** pă0.05, * pă0.1.
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Table 1.23: Points obtained in round 2.

(1) (2) (3) (4) (5) (6)
(Variable) (All) (All) (Male) (Male) (Female) (Female)

Feedback ´1.566 ´2.164 1.977 1.584 ´3.687 ´6.013
p2.252q p2.661q p2.688q p2.759q p3.793q p5.823q

Money 0.00563 ´0.0457 1.633 0.550 ´1.277 ´1.029
p1.685q p1.663q p2.491q p2.695q p2.238q p2.072q

BA 2.334 2.081 6.735˚˚ 6.326˚˚ ´0.334 ´0.480
p1.747q p1.727q p2.664q p2.684q p2.465q p2.420q

BR-20 0.703 0.542 1.715 0.849 0.412 0.353
p1.847q p1.774q p3.547q p3.359q p2.195q p2.157q

Br-2040 4.195˚˚ 4.064˚˚ 6.462˚˚ 5.321˚ 2.777 2.864
p1.664q p1.729q p2.810q p2.737q p2.099q p2.134q

BR-40 3.049˚ 2.851˚ 7.627˚˚˚ 6.917˚˚ 0.708 0.703
p1.685q p1.689q p2.867q p3.040q p2.108q p2.104q

R1 Points 0.641˚˚˚ 0.745˚˚˚ 0.590˚˚˚ 0.704˚˚˚ 0.674˚˚˚ 0.765˚˚˚
p0.0218q p0.0641q p0.0347q p0.0856q p0.0292q p0.0833q

Feedback ˆ R1 Points ´0.215 ´0.0672 ´0.349
p0.181q p0.107q p0.332q

Money ˆ R1 Points ´0.151˚ ´0.216˚ ´0.114
p0.0811q p0.112q p0.101q

BA ˆ R1 Points ´0.0466 ´0.0114 ´0.0511
p0.0746q p0.108q p0.0996q

BR-20 ˆ R1 Points ´0.109 ´0.0950 ´0.0881
p0.0772q p0.111q p0.0963q

BR-2040 ˆ R1 Points ´0.0991 ´0.206˚ ´0.0594
p0.0803q p0.110q p0.102q

BR-40 ˆ R1 Points ´0.128˚ ´0.176 ´0.106
p0.0725q p0.131q p0.0889q

Constant 51.33˚˚˚ 51.36˚˚˚ 50.20˚˚˚ 48.17˚˚˚ 52.17˚˚˚ 52.57˚˚˚
p4.956q p4.955q p8.709q p9.809q p3.132q p2.961q

Observations 444 444 177 177 267 267
R-squared 0.774 0.779 0.747 0.758 0.801 0.810

Controls for gender, age, and frequency of playing video games included in all models.
Robust standard errors (in parentheses).
*** pă0.01, ** pă0.05, * pă0.1.
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Figure 1.1: Instructions
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Figure 1.2: Digital badge (BA) presentation.
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Figure 1.3: Badges

64



Figure 1.4: Histograms of the number of articles submitted by round.
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Figure 1.5: Scatterplot: articles submitted during rounds 1 and 2.
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Figure 1.6: Average marginal effect of money condition on articles submitted in round 2.
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1.8 Appendix: Survey questions

At the end of the first 25 minutes of work, subjtects had to complete a short survey in order

to get the completion code for the task (which they will subsequently paste into a box on

the AMT website as a proof that they worked on the task). To get the code, every question

had to be answered. Below we present the questions and their potential answers in the same

order that subjects received them.

1. How clear were the instructions of this HIT?

‚ Extremely clear.

‚ Very clear.

‚ Moderately clear.

‚ Slightly clear.

‚ Not at all clear.

2. How interesting was the HIT?

‚ Extremely interesting.

‚ Very interesting.

‚ Moderately interesting.

‚ Slightly interesting.

‚ Not at all interesting.

3. How challenging was the HIT?

‚ Extremely challenging.

‚ Very challenging.

‚ Moderately challenging.

‚ Slightly challenging.

‚ Not at all challenging.

4. How often do you read a daily newspaper, either online or in print?

‚ Almost every day.

‚ At least once a week.

‚ A few times a month.

‚ A few times a year.

‚ Never.

5. The requester of this HIT recognizes good job performance.

‚ Strongly agree.
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‚ Agree.

‚ Neutral / Neither agree nor disagree.

‚ Disagree.

‚ Strongly disagree.

6. I am satisfied with the overall compensation I received for working on this
HIT.

‚ Strongly agree.

‚ Agree.

‚ Neutral / Neither agree nor disagree.

‚ Disagree.

‚ Strongly disagree.

7. Are you male or female?

‚ Male.

‚ Female.

8. What is your age?

‚ 18-20.

‚ 21-29.

‚ 30-39.

‚ 40-49.

‚ 50 or older.

9. What is the highest level of school you have completed or the highest degree
you have received?

‚ Less than high school degree.

‚ High school degree or equivalent (e.g., GED).

‚ Some college but no degree.

‚ Associate degree.

‚ Bachelor degree.

‚ Graduate degree.

10. Which of the following categories best describes your employment status?

‚ Employed, working full-time.

‚ Employed, working part-time.

‚ Not employed, looking for work.

‚ Not employed, NOT looking for work.

‚ Retired.

‚ Disabled, not able to work.
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11. Are you White, Black or African-American, American Indian or Alaskan
Native, Asian, Hispanic or Latino, Native Hawaiian or other Pacific Is-
lander, or some other race?

‚ White.

‚ Black or African-American.

‚ American Indian or Alaskan Native.

‚ Asian.

‚ Hispanic or Latino.

‚ Native Hawaiian or other Pacific Islander.

‚ From multiple races.

12. What is your approximate annul income?

‚ $0 - $24,999.

‚ $25,000 - $49,999.

‚ $50,000 - $74,999.

‚ $75,000 - $99,999.

‚ $100,000 - $199,999.

‚ $200,000 and up.

13. How many hours per week do you usually work on HITs?

‚ 1 to 5 hours.

‚ 6 to 9 hours.

‚ 10 to 20 hours.

‚ 21 to 29 hours.

‚ 30 hours or more.

14. What is the main reason you complete HITs on Amazon Mechanical Turk?

‚ Income purposes (primary source of income).

‚ Pocket change / extra cash.

‚ Fruitful way to spend free time.

‚ It is fun.

‚ To kill time.

15. How often do other Amazon Mechanical Turk requesters give you feedback
about your work?

‚ Extremely often.

‚ Very often.

‚ Moderately often.

‚ Slightly often.

‚ Not at all often.
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16. How often do you play video games?

‚ Almost every day.

‚ At least once a week.

‚ A few times a month.

‚ A few times a year.

‚ Never.
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CHAPTER 2

Motivating truck drivers: The role of points, badges,

prizes, and t-shirts on fuel efficiency

2.1 Introduction

Gamification has been mainly understood as the use of game elements in contexts different

from full games (Deterding et al., 2011), with the main objective of altering user behavior

(Hamari and Koivisto, 2013). Other definitions accentuate the affordance of gameful ex-

periences or the use of a design that resembles games with the objective of fostering the

value creation process (Hamari, Huotari, and Tolvanen, 2015; Huotari, 2012). Although

researchers have not reached a complete agreement with respect to what constitutes gam-

ification, or even the minimum characteristics that a gamified application should contain

(Seaborn and Fels, 2015), this has not stopped firms from implementing and developing

gamification applications to motivate and engage consumers and employees. The evidence

on the effect of gamification applications on subject behavior has been mostly positive, al-

though results vary depending on the context of the implementation and the final users of

it (Hamari, Koivisto, and Sarsa, 2014; Seaborn and Fels, 2015). Studies on the effectiveness

of digital badges and achievements have been carried out in topics such as Internet forums

(Grant and Betts, 2013), social media websites (Easley and Ghosh, 2013), photo-sharing

services (Montola et al., 2009), online newspapers (Jones, Altadonna, and Lindsey, 2012),

marketing (Huotari, 2012), and educational platforms (Abramovich, Schunn, and Higashi,

2013; Domı́nguez et al., 2013; Gibson et al., 2013; Haaranen et al., 2014; Landers and

Callan, 2011).. Gartner, an information technology research company, forecasted that by

2014 around 70 percent of the Forbes Global 2000 firms would have applied gamification

to some extent (Gartner Inc., 2012a). However, Gartner also predicted that about eighty

percent of those applications would fail as consequence of poor design (Gartner Inc., 2012b).

In order to understand the possibilities gamification brings for firms, a first step is to turn
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our attention to what a game is and its essential elements. Although gamification does not

consider the introduction of a full game, as is the case with has been called in the literature

serious games or edutainment in the case of games that are developed with educational goals

in mind (Domı́nguez et al., 2013), knowing the characteristics aspects of games will help

us understand what gamification is and how it can be used inside businesses. According

to Mcgonigal (2011), all games share the following four common components: goals, rules,

feedback system, and voluntary participation (p. 21). The goals are the objectives that

players intend to reach. The rules are the norms that limit the ways goals can be achieved.

The feedback system provides players with information on how close they are to accomplish

the goals. Finally, voluntary participation means that each player accepts the goals, rules,

and the feedback system in place. According to Koivisto and Hamari (2014), gamification

distinguishes itself from a game in the fact that gamification is used to achieve an objective

unrelated to a game while playing a game is an intrinsically motivated action that has a

purpose in itself. Although a carefully designed game can have some positive consequences

for an organization that incentivizes its member to play it (Smith, 2012), we do not consider

this kind of intervention here. An example of this latter situation is depicted in Mollick

and Rothbard (2014), where the authors study how consent moderates the relationship

between the application of a full game in a work environment —an approach that Mollick

and Rothbard call gamification— and its impact on worker performance. Some authors have

discussed the benefits of using games inside a company, highlighting how through games

employees can learn to trust each other and develop cooperative behavior (Smith, 2012).

Gamification, on the other hand, does not make use of full games but of game elements to

increase, for example, the engagement of subjects with the tasks they are performing.

In general, what differentiates gamification from a full game is the idea that the creator of

the gamified application uses elements from games in its system instead of a complete game.

However, the presence of mere game elements —and the absence of a complete game— does

not, necessarily, preclude the users of the platform to experience it as gameful (Deterding et

al., 2011). According to some authors, there is no clear definition of what a ‘game element’

is, since most of the typical components that one finds in games such as badges, levels,

marketplaces, etc. already exist outside games and these do not appear ‘gameful’ when

considered independently (Deterding et al., 2011).1

1Badgeville, one of the leader companies in the gamification industry, indicates in one post on their
online blog that gamification is the use of game mechanics and rewards in non-game settings (https:
//badgeville.com/gamification-101-gaming-the-system/). Badgeville gives the following examples of
mechanics: points, progress bars, badges, and leaderboards. If we compare this to the list of 51 items
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Although most of the research on gamification do not discuss theoretical foundations be-

hind their interventions (Seaborn and Fels, 2015), the majority of authors who do mention

them usually refer to the literature on intrinsic and extrinsic motivation (Deci, Koestner,

and Ryan, 1999; Seaborn and Fels, 2015) as the central theory of motivation behind gam-

ification. Although other authors (Ferrell et al., 2016) have also related gamification with

other motivation theories such as flow theory (Csikszentmilhalyi and Lefevre, 1989) and goal-

setting theory (Locke and Latham, 2002), it seems that the actual condition of the research

in gamification favors the idea of gamification focusing on the intrinsic values and needs of

the users of the applications (Seaborn and Fels, 2015). Przybylski, Rigby, and Ryan (2010),

when analyzing the appealing of video games, claim that they interest generated by video

games in people can be explained by the satisfaction the psychological needs of competence,

autonomy, and relatedness.

Critics of gamification have been questioning the focus on leaderboards, points, and

badges instead of the other attributes of games, an approach that has been called pointsifi-

cation. Robertson (2010) mentions that gamification just takes what is the least interesting

thing about games (e.g., points or badges) and presents it as the essential element of the

experience of playing games. However, it is hard to argue that by simply adding some of

these features to an external activity where rewards are predictable, worker performance

—or other behaviors— would change persistently (Fizek, 2014). According to Seaborn and

Fels (2015), around 60 percent of the papers on gamification they surveyed show positive

effects of gamification (studies were about various topics such as sustainability, education,

marketing, etc.). Seaborn and Fels also recognize that a ‘file-drawer’ effect might be in place,

in which only ‘good’ results made it to a publication while other never see the light. Addi-

tionally, various studies have found that the effects of gamification tend to be temporal and

mostly based on ‘novelty’ (Koivisto and Hamari, 2014; Seaborn and Fels, 2015). Therefore,

it is important to analyze empirical evidence of the effect of gamification to see whether the

sole introduction of game elements is sufficient to elicit a response from subjects that does

not fade away after a while, but that can help modify behaviors in more permanent ways.

Also, scholars have mentioned the need to integrate the study of gamification with other

areas of knowledge, since most of the discussion of gamification has occurred in game studies

that the website boardgamegeek.com, one of the largest online communities on board gaming, has for the
category game mechanics, we can see a huge difference. While for Badgeville game mechanics are just ways
to transmit feedback to the user, for board gamers mechanics refer to the procedures that designers choose
to implement in their games and determine the way players interact with it.
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(Hamari, Huotari, and Tolvanen, 2015).

The paper is organized as follows. Section 2.2 describes our empirical setting while

Section 2.4 describes the database and our empirical strategy. Section 2.5 shows the results

of our empirical analyses. Section 2.6 discusses the main findings, the limitations of the

present study, and future lines of research. Section 2.7 concludes.

2.2 Empirical setting: The trucking industry

In the literature, the relationship between drivers and trucking companies has been charac-

terized as one between agents and a principal, with drivers interested in maximizing their

utility, which depends positively on income and other benefits and negatively on effort, while

trucking companies maximize profits (Hubbard, 2000). As explained by Hubbard (2000),

drivers are one of the main determinants of the cost of transporting goods since the way

drivers operate trucks affect the time at which they arrive at their destination and the wear

of the equipment. Baker and Hubbard (2004) discuss how the cost of wear and tear of trucks

is kept low when drivers maintain a steady speed, but Baker and Hubbard recognize how

drivers might have different preferences. For example, driver might prefer to driver faster

and then rest for a longer period of time. Also, different driving techniques affect one of the

main costs for trucking companies (besides salary): fuel consumption. According to Hub-

bard, the costs for the trucking company increase (convexly) in the speed at which workers

decide to drive their trucks. Additionally, the costs (of effort) of arriving on time and driving

efficiently are born by drivers alone (Hubbard, 2000). Then, in an industry affected by a

shortage of drivers for the last 15 years and with high rotation (Costello and Suarez, 2015),

trucking firms are looking for ways to make workers drive more efficiently (without putting

more pressure on wages) and keep them satisfy or engage so to decrease the chances they

leave the organization.

Different approaches have been tested. Tulusan, Staake, and Fleisch (2012) show that

eco-feedback technologies can have a positive impact on driving behavior (in terms of fuel

consumption) even when drivers do not bear the cost of fuel or do not have financial incen-

tives to become more efficient drivers. Tulusan, Staake, and Fleisch (2012) use a smartphone

application that provides real-time feedback regarding three main areas: acceleration, brak-

ing, and speed using a score from zero to one-hundred (a higher score represents a more

‘ecological’ driving style). Tulusan, Staake, and Fleisch (2012) use a self-selected sample of
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corporate car drivers (42 in total) from a single company in Switzerland. Car drivers that had

access to the smartphone application showed an increment in their fuel efficiency, measured

as liters of fuel per 100 kilometers, of 3.2 percent. Tulusan, Staake, and Fleisch (2012) do

not offer an explanation to this effect besides mentioning the idea that persuasive feedback

technologies can have an effect on driving behavior. They also mention that acceleration has

a strong effect on fuel consumption. Siero et al. (1989) evaluate the effects of a program with

the objective of reducing fuel consumption. The initiative included the following features:

information, feedback, and control. Siero et al. have a quasi-experimental design, with two

groups of drivers (one control and treatment) Siero et al. claim that compared to the control

group, the experimental group reduced its consumption by 7.3 percent. In this case, it seems

that management involvement was key, as some qualitative data suggest that instructions

and talks by managers increased fuel efficiency. Five months after the end of the program,

there was still a difference between the experimental group and the treatment group (5.5

percent). Harvey, Thorpe, and Fairchild (2013) show results from focus groups in which

drivers expressed that feedback might be an incentive to drive more efficiently and that

saving time was more important than saving money. Based on these results, it is possible

that an application that considers feedback and other game elements might prove effective

on fuel efficiency.

2.3 The platform: FuelOpps

FuelOpps is an application developed by Propel IT, Inc. (Propel IT hereafter) that helps

improve the performance of truck drivers. The algorithm that powers FuelOpps analyzes

multiple data inputs and translate them into scores that provide information to drivers

regarding their driving skills and consumption of fuel as a consequence of idling. Scores are

in a zero to ten scale and are accompanied by information about a driver’s relative position

among their peers. By improving their driving skills, operators will drive more efficiently,

reducing the vehicle’s wear and tear and the consumption of fuel. The premise of FuelOpps

is that by focusing on the training of some specific driving skills, the industry’s key metric

for fuel consumption —miles per gallon (MPG)— will improve automatically.
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2.3.1 How does FuelOpps work?

Besides providing performance information to drivers in the form of scores tied to their

driving skills, FuelOpps also offers real-time support to drivers in the form of coaches that

can be reached via phone, e-mail, or Qualcomm messaging system for feedback on driving

habits and ways to improve scores.2 Trucking companies can determine whether they allow

drivers to be contacted by coaches, and if that is the case, coaches are usually very active in

terms of providing scores to drivers, offering help to discuss practical ways to polish skills,

and answering their questions. Also, FuelOpps supplies fleet managers with data about

drivers and their scores so to help with the supervision and administration of drivers.

2.3.1.1 The RPM matrix

The core of FuelOpps is the revolutions-per-minute (RPM) matrix. The RPM matrix is a

visual representation of the possible combinations of ranges of speed and RPM that could

occur while the engine of a truck is operating and the actual time spent on each RPM-speed

cell. To minimize fuel consumption, an engine should be running at the minimum RPM

possible, since any other combination represents just fuel lost. In the 2.0 version of the

algorithm, Propel IT has divided the RPM matrix into zones (green, yellow, and red). The

evaluation of each of the driving skills in FuelOpps is determined using the time drivers

spend in each of the zones. More time spent on green zones indicate better driving skills,

while time spent on red zones mean that fuel was consumed unnecessarily. In the 1.0 version

of the algorithm, which was the one available during the period covered by the database

analyzed in this study, there were only two zones: a green zone and a ’bad’ zone. For any

given speed, RPMs higher than a certain threshold were considered ’bad’ and penalized with

lower scores. In the 1.0 version, thresholds were the same for all firms, independent of the

nature of their operation. This was later changed in the 2.0 version of the algorithm, and

this rendered scores obtained in versions 1.0 and 2.0 incomparable between each other.

2The Qualcomm messaging system is directly connected to the truck’s computer and allows trucking
companies to send messages to drivers while they are operating the trucks. Also, the Qualcomm device
comes with a GPS, so trucking companies can monitor where the truck is at any moment in time.
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2.3.1.2 Driving skills and scores

Based on the RPM matrix, up to four different scores are computed for each driver depending

on the type of truck she drives. For manual transmission trucks, the dimensions scored

are: progressive shifting, high RPM, highest gear, and highway speed. Progressive shifting

evaluates how efficient a driver changes shifts while accelerating. High RPM assesses hard

acceleration (i.e., events in which a driver accelerates her truck in a very short time span,

sharply increasing the engine’s RPM and consuming more fuel than necessary if the driver

had chosen to increase speed slowly). Highest gear grades whether the truck is kept at the

lowest possible RPM given the current speed. Finally, highway speed checks the maximum

speed at which the trucks is operated (speeds over sixty-two or sixty-three miles per hour are

related to higher RPM and fuel consumption). On the other hand, for automatic transmission

trucks, the dimensions are acceleration, kickdown, and highway speed. The definition of these

dimensions is analogous to the ones for manual-transmission trucks, with the exception to

kickdown, which evaluates a driver’s ability to avoid her truck to downshift by slowing down

when possible. The scores for each of the dimensions are computed using the RPM matrix,

and they are a function of the time a driver spent on the green and red zones described

above. As a rule of thumb, the higher the time spent on green zones, the better a driver’s

score for each dimension would be.

Under the 1.0 version of FuelOpps, the range for the score of each dimension was from

zero to 100. The scores for the four dimensions in manual-transmission trucks (and the three

dimensions considered in the case of automatic-transmission trucks) are further summarized

in an overall score that aims to represent an aggregate measure of a driver’s driving skills

using the dimensions available. This overall score plays a large role in the determination of

the points allocated to each driver at the end of each day.

2.3.1.3 Messages and calls

FuelOpps coaches can contact drivers directly using the trucks’ on-board computers. Also,

by sending messages to the truck, coaches make sure drivers will receive the message since

the driver needs to be logged in for the message to arrive (otherwise it is not delivered).

The degree to which coaches can interact with drivers varies from company to company,

although in general coaches can respond to drivers questions or other inquiries. When

FuelOpps coaches have permission to contact drivers by either text messages or phone calls,
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coaches are generally very active; they would send information about the program and

scores obtained in the last period, details about any new or running marketing campaigns,

and some general advice on how to improve certain scores. Additionally, coaches may also

send congratulation messages that can be either directed to the driver (e.g., “We really like

how much better your high RPM score got this week”) or with the aim of giving public

recognition to a specific driver in a group (e.g., “Congratulations to first name last name.

He had the most improved FuelOpps score in your group during the past week...”). Drivers

can respond to the messages sent by coaches. Drivers also have the chance to opt out of

receiving more messages if they want to.3

Drivers can also call coaches in case they have questions about the FuelOpps program or

if they need advice to improve their driving skills. Besides using the smartphone application

or the website to check their scores, driver can also get them through an interactive voice

response (IVR) system.

2.3.2 Gamification features of FuelOpps

2.3.2.1 Points

When companies decide to implement FuelOpps, they can choose whether to enable a point

system tied to drivers’ scores and their number of miles driven. In some cases, the points

a driver accumulates can be redeemed for prizes (if the truck company also agrees to have

a catalog of items managed by Propel IT). Trucking companies have the freedom to create

their own campaigns. For example, a company might decide to give pecuniary prizes to the

top drivers according to their overall ranking at the end of a specific date.

If a company agrees to use a point system, Propel IT would suggest an exponential

function to allocate points to each driver piq on each day she drives ptq.4 The point allocation

function for a driver rests on six different variables; with some of them being relative to the

group pjq a driver belongs to: the lowest pr0jq and highest pr1jq percentile of drivers that will

receive points, the minimum pp0jq and maximum pp1jq number of points per thousand miles

3Although the database contains the messages sent to drivers, there is no way to actually determine
whether the messages were read.

4This way to allocate points was used during the 1.0 version of the FuelOpps algorithm. Under the
2.0 version, the exponential function was replaced by a step function that, similarly, awards an increasing
proportion of points to the top drivers.
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that a driver could obtain, the total number of miles driven pmitq, and a driver’s relative

rank pritq among members of her group. To rank a driver in its group on a given day, Propel

IT uses the driver’s overall score, which is stated to be independent of the total number of

miles she drove on that day. A score for a given day is generated only if the number of

miles driven by a driver is higher than a pre-defined threshold, which is usually around 25

miles for most companies. This assures that there is a minimum timeframe under which

performance can be measured and evaluated. After all scores for a group are computed, a

driver’s measure of relative ranking is given by the percentile rank of her score.5

The point allocation function is presented below.
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0, otherwise.

(2.1)

Companies typically choose to award points to drivers in the top 45 pr0j “ 55q or 35 percent

pr0j “ 65q within each group. The highest percentile of workers is usually fixed across

companies and groups and it is set to one-hundred pr1j “ 100q, so all top drivers —specially

those on the right tail of the distribution— receive points.

Figure 2.1 shows the point allocation function for a group j in a company with r0j “ 55,

r1j “ 100, p0j “ 10, and p1j “ 1, 000 for four different values of miles traveled (100, 300, 500,

and 700). We can see how there is an increasing amount of points allocated to the top-ranked

drivers. Given the way the allocation function is defined, the percentage of points allocated

to the top ten and top five percent of drivers is the same under any assumption of miles

driven (sixty-five and forty percent, respectively). The high proportion of points awarded to

top performers is meant to increase competition by drivers. Assuming a convex disutility of

effort for drivers, rewards should increase exponentially in order to incentivize employees to

drive better.

5According to Propel IT, once the relevant data is obtained from the telematics company, the scores
and points for each driver are computed overnight and become available to drivers in the first hours of the
following day. However, in the rare cases where the data from a specific driver is not received, which could
happen as consequence of faulty equipment on the truck or because the telematics company releases various
days of data in a row instead of providing daily observations, the score calculations cannot be performed.
This is because of the relative nature of the way points are computed. When a situation like this occurs,
Propel IT notifies drivers of their points as soon as the data for all drivers in the group is received. As stated
by Propel IT, this is a rare event and it is estimated to affect around one percent of the observations in the
database.
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2.3.2.2 Badges

Drivers can obtain digital badges at the end of each month if their relative rank in at least

one of the skill dimensions measured by FuelOpps is higher than a pre-defined threshold.

This is conditional on having a minimum number of extractions (i.e., observations) and total

miles traveled in that month. The thresholds are specific to each company and to each

dimension and vary according to the color of the badge, which can be either blue or gold.

Gold badges are harder to obtain, since their thresholds are higher than the ones for blue

badges. In general, blue badges are awarded to the drivers ranked in the top thirty or forty

percent, while gold badges are given to drivers in the top ten or twenty percent. Blue and

gold badges are mutually exclusive in a given month; if a driver receives a gold badge for his

relative ranking in the progressive shifting skill, she will not get a blue badge and vice versa.

Companies that implement FuelOpps can opt to include points per badges obtained as

well. In general, only a couple of companies have chosen to assign points to badges, so in

most cases badges represent just a non-pecuniary way to highlight positive driver behavior.

2.3.2.3 FuelOpps levels

According to Propel IT, the idea of creating FuelOpps levels (FL hereafter) was motivated

by the interest of introducing an additional gamification feature on the platform. FL are not

tied to any pecuniary reward or incentive, and the information regarding a driver’s level is

only privately available to each driver. The objective behind FL was to give drivers a way

to brag about their levels, which are correlated with their driving skills.

All drivers start at level one (F1). They can advance to the next level through accumu-

lation of experience points, which are provided by badges. Blue badges give one experience

point, while gold badges add five experience points. Table 2.1 presents the number of experi-

ence points needed to reach each level. The number of points required to level up is increasing

with each level, reaching a maximum of 2,000 for F16. Reaching F15 would require at least

50 months for the top drivers of manual transmission trucks, assuming these drivers get gold

badges in all four dimensions during each of the months in which the FuelOpps is operative.

A FL cannot be lost once reached. Also, experience points are cumulative. If, for example,

at the end of the first month a driver ends up with two experience points (given by two blue

badges she obtained in that month), she only needs to get one more blue badge in the next

period to achieve F2. If she had obtained one gold badge instead, she would have advanced
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to F3 directly at the end of the second month.

2.3.3 Company-specific interventions and campaigns

Trucking companies have the last word when it comes to which features of FuelOpps to

implement. The FuelOpps program allows for customization in terms of the features available

and the dimensions of performance that will be measured and rewarded. For example, firms

can choose to tie a portion of the drivers’ compensation to their scores. On the other

side, trucking companies can even leave scores as a purely symbolic evaluation of drivers’

performance, without any way to translate them into goods or higher earnings. Clients of

FuelOpps can also decide to run their own campaigns, such as bonus payments for drivers in

the top of the distribution according to their scores. This also applies to the way companies

use the information generated by FuelOpps to provide public recognition to their best drivers.

An example of this is the use of printed leaderboards posted at terminals so drivers can see

where they stand among their peers.

2.3.4 Graphical user interface

FuelOpps offers different ways to driver to access their scores and other pieces of information

such as items in the catalog or messages. One of the main ones is to do it via website, using

a login and a password provided by Propel IT.

Figure 2.2 presents a screenshot of the web version of FuelOpps 1.0 for a driver of an

automatic-transmission truck. On the top of the screen, the driver can choose the date range

that she would like to visualize. On the left of these boxes, the driver can see her actual FL

and her progression to the next level. Below this, the driver can observe her overall score

and her relative position in her group, with the same type of information also available for

each of the other driving skills. Blue regions in the graphs show the range of actual scores

obtained by other operators in the driver’s group. Information about idling (in minutes) is

also presented on the bottom of the screen. On the right-hand side, data on badges obtained

and points earned are displayed. A link to the catalog (if available) is located on the bottom-

right corner, where drivers can check the items that they can purchase using their points. All

products in the catalog are expressed in points rather than in their actual monetary values.

In general, a FuelOpps point is defined in such a way that it is worth, approximately, $0.01.

As mentioned above, drivers and coaches can interact with each other via messages
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that are sent to the Qualcomm device connected to the truck’s computer. Drivers can

also visualize these messages on the smartphone application of FuelOpps, which drivers can

download for free and use their credentials to log in, check their scores and points, and read

any messages sent by coaches. The website version of FuelOpps did not offer the ability to

read or send messages.

2.4 Data

2.4.1 Company 1050

The database consists of 96,742 daily observations between June 25th, 2014, and January 5th,

2016 for 706 drivers in Company ID #1050 (Company 1050 hereafter). Daily information

collected for drivers include (among other variables): distance covered, fuel consumed, an

identificator code for the truck driven on each day, FuelOpps scores, badges obtained, points

awarded, messages sent and received by drivers, calls made by coaches, and points redeemed

for goods or services. All drivers in Company 1050 operate manual-transmission trucks.

Company 1050 is one of the few firms in the database of historical customers of Propel IT

that has measures of performance for its drivers for at least a month prior to the introduction

of the FuelOpps platform. Even though collecting data from drivers is a standard procedure

before launching a trial, an activity that is done in order to test the communication ser-

vices between Propel IT and the telematic companies, the length of the collected pre-trial

information varies greatly among implementations of FuelOpps. The pre-trial data avail-

able for Company 1050 cover from June 25th until August 3rd, 2014, making it a suitable

candidate to test the impact of the FuelOpps platform on driver performance. In addition,

data of Company 1050 also include observations for the period after the implementation of

FuelOpps was finished, giving us the opportunity to test the impact on fuel efficiency after

the application was removed.

Regarding its activity, Company 1050 operates in the midwest zone of the United States

and most of its operation is about transporting different derivatives of petroleum products

such as gas or ethanol.
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2.4.1.1 Timeline of events in Company 1050

In general, trucking companies first agree to test the FuelOpps system on a subset of their

workers (i.e., a trial) to evaluate its impact before deciding whether to implement it for all

their workforce. The trial in Company 1050 formally started on August 11th, 2014 and it

was originally expected to last until October 31st of the same year. One group of drivers

—which we call treatment— was chosen to have access to the FuelOpps platform during

the trial. The drivers in the treatment group received the first message relative to their

participation in the FuelOpps program on August 4th. The messages stated acknowledged

drivers that they would be part of the trial and that they would have access to the FuelOpps

platform starting on August 11th.6

After the trial had ended on October 31st, 2014, Company 1050 decided to extend the

trial starting again on February 3rd, 2015 and ending on October 31st, 2015.7 In addition to

drivers in the treatment condition, a second group of drivers —which we call internal— got

access to FuelOpps during the second wave of the trial. Between the end of the first wave

of the trial and the start of the second, drivers in the treatment group stopped receiving

support from Propel IT.

With the inclusion of drivers the internal group, Company 1050 had its entire workforce

of full-time drivers in the FuelOpps system. The only subset of drivers working for Company

1050 that never were part of the FuelOpps programs was the one comprised of independent

drivers (operators that generally own their trucks and pay for their fuel).

In summary, we can distinguish three different types of drivers in Company 1050.8

‚ External: drivers in the external group never had access to the FuelOpps platform

6The messages sent to drivers during the seven days prior to the launch of the trial are presented in
Appendix 2.8.

7Besides just extending the trial, Company 1050 added two subsidiary companies to the trial starting on
March 11 and until June 9th, 2015. The data of these two subsidiary companies are not analyzed in this
study.

8As explained above, we identify three groups of drivers according to when they got access to FuelOpps.
However, the data provided to us by Propel IT does not directly recognize if a driver is a direct employee or a
contract operator. We were able to establish whether a driver was a direct employee of Company 1050 based
on the date they were added to the program. For drivers whose first measure of performance is obtained
after the start of the trials, and for which there is no message sent to by coaches, we are unable to determine
if they were full-time drivers or external contractors. We opt to eliminate all drivers for which we cannot
determine their status in the company.
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during the pre-trial, trial, or post-trial phases. This subset of drivers is comprised

of independent contractor drivers that are hired by Company 1050 to cover some

routes but are not considered full-time employees. In some cases, these independent

contractors also own their trucks, so they are responsible for the fuel expenses and the

depreciation of their vehicles.

‚ Treatment: drivers in this group had access to the FuelOpps platform between August

11th and October 31st, 2014 and then again from February 3rd, until October 31st,

2015.

‚ Internal: drivers in this group did not have access to the FuelOpps platform until

February 3rd, 2015. They had access through October 31st, 2015.

Figure 2.3 presents a timeline of the events related to implementation of FuelOpps in

Company 1050 and the dates for which we have information about the performance of drivers

for each of the groups described above. Dashed lines represent time intervals in which groups

did not have access to the FuelOpps platform, while solid lines represent periods in which

drivers had access to their FuelOpps scores and coaching support from Propel IT. We divide

the whole period for which we have information in five different phases in order to facilitate

the analysis. Phase 1, the pre-trial phase, includes performance information from June 25th

until August 10th, 2014. Phase 2 goes from August 11th until October 31st, 2014, which

is when the first trial ended. Phase 3 comprises between November 1st, 2014 and February

2nd, 2015, which is the period when drivers in Group 1 stopped receiving support from

Propel IT. Phase 4 starts on February 3rd and lasts until the end of the trial on October

31st, 2015. Finally, phase 5 includes all observations from November 1st until January 5th,

2016, a period in which no driver from Company 1050 had access to FuelOpps.

During most part of the trial phase, scores were computed under the algorithm 1.0. On

August 1st, 2015, Company 1050 requested that scores were presented under the new version

of the algorithm (2.0). As mentioned before, scores under different versions of the algorithms

are not comparable between each other.

Phases do not only differ in terms of the groups of drivers that had access to the Fu-

elOpps, but also on the specific features of the FuelOpps application that were available.

For example, while in phase 4 drivers could exchange their points for goods available in the

catalog, this feature was not accessible and points did not have any pecuniary value dur-

ing phase 2. Moreover, there are a few differences in the characteristics of FuelOpps that
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drivers experimented in each phase. While phase 4 can be understood as a somewhat full

implementation of FuelOpps in terms of the overall characteristics of the system explained

above, phase 2 gradually added some features that allows us to compare their effects on

driver performance. Figure 2.4 presents a summary of the main characteristics of FuelOpps

during Phase 2.

Phase 2 is composed of four different sub-phases. As mentioned previously, between

August 4 and August 10, 2014 drivers in the treatment condition received messages that

alerted them of the start of the trial on August 11. Although these messages did not offer

much detail regarding what the drivers could expect from FuelOpps, the message sent on

August 7th does mention that rewards would be given at the end of the trial to those who did

well. Starting August 11th drivers in the treatment condition got access to the main features

of FuelOpps such as skill scores, points, badges, and messages, attributes that were available

until the end of the trial on October 31, 2014. On September 15, drivers were informed that

at the end of the trial, those on the top 30, 20, and 10 percent would receive $75, $150, and

$250, respectively. Lastly, on Octobre 15, drivers received a message that communicated

them of a t-shirt campaign, which implied that all drivers who reached a target score —

determined specifically for each driver— during the last two weeks of the trial would get

a Nike FuelOpps shirt. We use this gradual addition of features as our main strategy to

study the effects of FuelOpps on fuel efficiency over the duration of the trial. Given that

the implementation of FuelOpps for the internal group of drivers (those who got access to

FuelOpps during 2015) included characteristics not available to those during the first part of

the trial such as a catalog of items that they could purchase using their points, we decide to

focus only on phases 1, 2, and 3 so to have a clear vision of the effects of FuelOpps on driver

behavior as new features were made available.9 Also, since during phase 3 drivers stopped

receiving support from Propel IT, we can still evaluate the impact of FuelOpps during a time

frame of almost three months in which one of the main services provided by FuelOpps, the

coach support, was not available and no other campaign was active.

It is interesting to note that the information available for Company 1050 allow us to

estimate (i) the impact of the introduction of the FuelOpps application on driver performance

and (ii) whether drivers that had access to FuelOpps show a better performance after the

trial has ended.

9Even though drivers in the treatment group were able to collect points as a result of their daily perfor-
mance during phase 2, there was no way for them to redeem those points for goods or services since Company
1050 chose to not have a catalog active during this phase of the trial.
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2.4.2 Characteristics of FuelOpps during phase 2

During Phase 2, all drivers in the treatment condition were assigned to the same group for

ranking purposes. With respect to the parameters of the point allocation function (Equa-

tion 2.1), the following ones were used: r0 “ 55, r1 “ 100, p0 “ 10, and p1 “ 1, 000.

In terms of non-monetary incentives, badges and FL were present during phase 2. Ad-

ditionally, physical leaderboards were posted at the terminals from which drivers were dis-

patched.10 With respect to feedback, coaches were very active in terms of reaching out to

drivers and congratulate them for increasing their scores from one week to the next or to

ask why scores have dropped.

Two additional campaigns were added to the trial:

‚ Monetary prize: On September 15, drivers were alerted that the top 30 percent of

drivers would obtain a financial prize at the end of the trial. The details were as

follows: the top 10 percent would get $250, the top 20 percent $150, and finally the

top 30 percent only $75.

‚ T-shirt: On October 15, drivers received a message that told them that they could

obtain a Nike FuelOpps shirt if they were able to reach a specific target score for the

last two weeks of the trial. Each target was uniquely determined by Propel IT’s former

CTO, and it was a combination of measures of past performance and relative ranking.

As we discuss in Section 2.5.4, this way of computing target scores implied that some

drivers got goals that were below their actual levels of performance.

2.4.3 Dependent variables

The most well-known measure of fuel efficiency in the trucking industry is MPG. However,

MPG is not the most appropriate metric to evaluate fuel efficiency as it can lead to erroneous

conclusions if not used carefully. The issue with MPG is that, for a given distance, the

relationship between fuel consumption and MPG is curvilinear (Larrick and Soll, 2008).

Therefore, comparing the reduction in fuel consumption for an increase in MPG is not

independent of the actual MPG of the vehicle. Let’s consider a somewhat extreme example

(see Table 2.2). Assume you drive 10,000 miles each year, what would be more beneficial in

10These leaderboards were only available during phase 2.
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terms of fuel efficiency: (A) replacing an old car with 1 MPG for one that offers 2 MPG or

(B) replacing a car with 25 MPG for one that gives 40 MPG? The first alternative would

allow us to save 5,000 gallons of fuel per year, while the second one would imply a reduction

in fuel consumed of just 150 gallons.11 With this in mind, we use the inverse of MPG or

gallons per mile driven (GPM) as our main dependent variable. GPM is a linear measure of

fuel efficiency and it can be used in a straightforward way to compare the performance of

drivers.

Driving is not the only task performed by truck drivers that is related to fuel consump-

tion. Idling, leaving the engine on while the vehicle is stopped, has been identified as an

activity that greatly affects the fuel used by a vehicle. Besides being bad for the environ-

ment, in the form of the additional CO2 that is emitted to the atmosphere, idling has been

associated with the consumption of up to one gallon of fuel per hour and higher wear-and-

tear expenses (Omnitracs, 2012). While there is some idling that is inevitable (i.e., having

to stop at a traffic light), there are many situations in which leaving the engine on is under

the direct control of the driver. Given that the objective of FuelOpps is to help reduce the

total fuel consumed by drivers, we also evaluate the impact of its introduction on fuel used

differentiating between driving and idling.

We construct different versions of our fuel efficiency variables. Throughout this study we

use i and t to denote drivers and days, respectively.

‚ GPMit: represents the ratio of total fuel used to distance traveled by driver i during

day t. By total fuel used we mean the fuel used while driving and also the fuel consumed

during idling.

‚ GPM-Dit: represents the ratio of fuel used while driving to distance traveled by driver

i during day t.

‚ GPM-Iit: represents the ratio of fuel used as consequence of idling to distance traveled

by driver i during day t. Since idling might be more likely when drivers need to cover

long distances, we choose to express the fuel consumed idling as a ratio to the total

distance driven, keeping it consistent with the other two variables defined above.

11The number of gallons consumed by the vehicle with 25 MPG is 400 “ 10, 000{25, while the number of
gallons used by the car with 40 MPG is 250 “ 10, 000{40.
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2.4.4 Graphical examination of GPM

Figure 2.5 presents the average fuel efficiency —GPMit— per group on each of the days

between June 25th, 2014 and January 5th, 2016. As can be seen, the daily average fuel

efficiency of group 1 and group 2 behave rather similarly during phase 1. However, we can

notice how both lines differ after the introduction of FuelOpps during the first days of phase

2. In phase 3, the difference in fuel economy between group 1 and group 2 becomes less

pronounced as time goes by, giving the impression that right after the start of phase 3 there

is little difference, if any, between the average fuel efficiency of those groups. During phase

4, which is the phase when both groups of internal workers have access to FuelOpps, we can

observe that their average fuel efficiency follows almost the exact same evolution over time

from the start of phase 4 and even after the trial ended (phase 5). For external drivers,

their daily average fuel efficiency during any of the phases is consistently worse than the one

observed for internal workers (groups 1 and 2).

Since the time covered by our database includes almost 18 months, it is easy to observe

the seasonality present in our fuel efficiency variable (GPM). During the summer season,

fuel economy is around 0.15 GPM, while in the winter season fuel efficiency ‘decreases’ to

levels around 0.165 (note that the lower the number of gallons consumed per mile driven,

the better the fuel efficiency). The spike in GPM during winter can be explained by, among

other reasons, an increased friction in engine and transmission, denser air (which affects

aerodynamics by increasing resistance), and lower tire pressure (DOE, 2017; EPA, 1976).

2.4.5 Independent variables

2.4.5.1 Control variables

One of the first variables that could affect the fuel efficiency of drivers is the total distance

that they drive in a single day. Engines consume less fuel when they are used in highest gears,

and that is something that is possible to achieve when driving long distances. Therefore,

we would expect, on average, a higher fuel efficiency when drivers cover longer distances.

However, we do not anticipate this positive effect of distance on fuel efficiency to be linear,

since the ability and concentration of drivers to change gears as soon as possible (so to reduce

the amount of energy the engine uses) might be negatively related to the amount of time

the driver has been operating the vehicle. This could be specially relevant for trucks that

use manual transmission, as it is the case with Company 1050. Thus, we include both the
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distance driven, defined as hundreds of miles driven in a single day, and its square term in

our regressions as control variables.

Additionally, weather conditions might also affect the performance of drivers (EPA, 1976).

Operators need to be extra careful when driving trucks in bad weather conditions, since they

could easily lose control of their trucks if they do not take precautionary measures such as

reducing their top speed and the gear they use.12 In order to control for all these day-

specific characteristics, we include day fixed effects in our models in the form of dichotomous

variables for each of the days in our database. Similarly, we control for machine fixed effects;

since we have a variable that allows us to identify the truck an operator is driving, we use this

variable to control for machine-specific effects that might affect the performance of drivers.

As for day-specific effects, we use a set of dichotomous regressors to capture for the average

effect a specific truck may have on a driver’s measure of fuel efficiency. Finally, we add driver

fixed effects to control for drivers’ time-invariant attributes (e.g., a driver’s ‘quality’) that

can be associated with better performance.

2.4.6 Filters

According to Propel IT, the raw version of Company 1050’s data may not be error-free. In

order to eliminate some potential outliers from our data, we drop all observations that: (i)

contain missing values (or zero) for either the fuel consumed or the total distance driven; (ii)

have a value for the distance driven in a single day that is less than 25 or greater than 800

miles; (iii) have a value for GPM, GPM-D, or GPM-I that is greater (less) then the mean

plus (minus) four times its standard deviation; (iv) are not directly related to a specific

driver; and (v) correspond to a multi-day extract (i.e., drivers that were dispatched more

than once on a specific day). Table 2.3 presents the descriptive statistics for the final sample

of drivers.

2.4.7 Empirical strategy

Given the nature of the data and the way the FuelOpps application was introduced, we use a

differences-in-differences approach to measuring the impact of FuelOpps on fuel performance.

12Additionally, the actual composition of fuel changes between the winter and summer seasons; in the
United States, the fuel produced in the summer contains less energy than the fuel produced in winter (DOE,
2017).
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A differences-in-differences estimator compares the changes in a variable of interest between

a group that receives a treatment at some point and a group that does not (hence its name).13

In our setting, a generalized version of the simplest diff-in-diff model with t “ 1, ..., T

(T ą 2) that explains fuel efficiency (GPM) as a function of 1) the introduction of Fu-

elOpps , 2) a set of dichotomous variables to control for common factors (dt) that might

affect fuel performance such as weather conditions and/or general events that take place in

the geographical zone where drivers operate,, 3) additional covariates to control for time–

varying variables (Xit), and 4) and dichotomous variables to control for fixed characteristics

of the trucks that drivers operate (mit) is presented in Equation 2.2.

GPMit “ α ` βFuelOppsit `Xit
1δ ` dt `mit ` vi ` uit. (2.2)

Although the estimate of β in Equation 2.2 cannot be expressed as the exact difference

between the changes experimented by the treatment and control groups when a vector of

time-varying variables is included in the model (see Appendix 2.9), the causal interpretation

of the effect of FuelOpps on fuel performance remains the same (Wooldridge, 2010).14

One potential modification to Equation 2.2 would be to include a driver’s lagged fuel

efficiency as an additional regressor. Although this idea has intuitive appeal since a driver’s

past performance is usually the best indicative of what her future performance would be,

incorporating this variable into our model will make the OLS estimation inconsistent (Angrist

and Pischke, 2008).

2.4.8 Parallel trends

One of the assumptions of a diff-in-diff approach is that the pre-intervention trends should

be similar for both the control and treatment groups. To test this, we run the following

regression in a fashion similar to Aouad, Brown, and Whaley (2017), but only considering

13Please see Appendix 2.9 for a more detailed explanation of the differences-in-differences methodology.

14Equation 2.2 includes a constant term, which we denote α just for practical purposes. Since we include
driver fixed effects to control for subjects’ time-invariant characteristics, we need to either drop the constant
term or one of the drivers’ dichotomous fixed effects to actually estimate our models. We use Stata 13 to fit
our models, and Stata by default presents a constant for fixed-effects panel data models that is an average
of all the drivers’ fixed effects. This way, we keep the constant term in our equations with the caveat that
it does not represent an actual individual’s fixed effect but rather an average of all the estimated individual
effects.
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the data from the pre-trial period:

GPMit “ α `
02Aug
ÿ

t“25Jun

βt pdt ˆ treatediq `Xit
1δ ` dt `mit ` vi ` uit. (2.3)

In Equation 2.3, we regress GPM on a group of driver-day specific variables (Xit) that in-

cludes distance covered, its squared term, and short idle time. We also add dichotomous

variables that control for day (dt), vehicle (mit), and time-invariant driver (vi) characteris-

tics.15 Variable treatedi takes the value of 1 if driver i is part of the treatment group and

the term βt captures any difference, on average, that could exist between these drivers and

the ones in the control group (internal and external drivers) relative to fuel efficiency (GPM)

in the pre-trial period. August 3, 2014 —the day before drivers received the first message

about FuelOpps— is the base category for the computation of the effects of interest.

Figure 2.7 presents the estimates for the βt parameters in Equation 2.3. As we can see,

the estimates and their 95% confidence intervals include zero in each of the days. According

to the figure, the performance of the treatment group before the trial started does not seem to

be systematically different from the control group (internal and external drivers), especially

during the week before drivers started receiving the first pre-trial messages.

2.5 Results: does FuelOpps help improve driver performance?

As explained in Section 2.4.7, we evaluate the effect of the introduction of FuelOpps on fuel

efficiency by regressing our measure of fuel efficiency (GPMit) against a dichotomous variable

that becomes 1 if the driver has access to FuelOpps on day t plus our set of control variables

(explained above) along day, vehicle, and driver fixed effects. We expand Equation 2.2

by including two additional binary variables to help us capture the influence of the pre-

trial messages (PT-Messagesit) and the effect FuelOpps had on the post-trial performance

(Post-Trialit) of drivers. Our main regression model appears below.

GPMit “ α`β1PT-Messagesit`β2FuelOppsit`β3Post-Trialit`Xit
1δ`dt`mit`vi`uit. (2.4)

15This same set of control variables is used throughout all the models estimated in this paper. All models
are estimated considering driver fixed effects except when noted otherwise.
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Column (1) in Table 2.4 presents the estimates for the FuelOpps program as a whole, without

differencing among the different stages in phase 2. As we can see, the average daily effect

of FuelOpps on GPM is a reduction of almost ´0.00281 in gallons of fuel consumed per

mile driven, considering both driving and idling (a result that is also highly significant in

statistical terms). Since the average driver in the treated group covered around 6,000 miles

during August, 2014, we can approximate the total average reduction of fuel consumed per

driver as 16.86 gallons per month. Interestingly, there is also an effect on GPM during the

period when drivers received the pre-trial messages, although the messages did not contain

any tip on how to improve scores. Since drivers could access the FuelOpps website and

check their scores since the day the login credentials were sent (August, 8th), we expect

them to show curiosity and be excited about this new system that promised to bring them

the recognition they deserved as it was mentioned in the first pre-trial message on August

4th (Appendix 2.8). This ‘anticipation’ effect is smaller than our estimate for the FuelOpps

application, which also makes sense since little was know about all the characteristics of this

new program and the way it would work. The estimate for the post-trial effect of FuelOpps

is also significant both statistically and substantively, implying that during the three months

after the end of the trial drivers in the treatment group consumed less fuel per mile than

drivers that did not get access to FuelOpps. The post-trial effect is also lower than the effect

of FuelOpps when the trial was running, but not for much: during the post-trial period

drivers in the treatment group consumed, on average, 0.00041 gallons per mile more than

while the trial was running (or 2.46 gallons per month more assuming 6,000 miles driven per

month). Our results suggest that most of the newly acquired skills (if any) and/or behavior

changes that occurred as consequence of FuelOpps were ‘sticky’ and that they did not vanish

in the absence of external incentives (either monetary or non-monetary). This seems to be

the case, at least, for the period covered by our data.

Control variables behave in the expected ways in all models estimated in Table 2.4.

Specifically for results under column (1), the total number of miles driven appear to have a

positive effect on fuel efficiency (i.e., reduction of fuel consumed), but this effect seems to be

decreasing as drivers cover a longer distance. Our estimates suggest that the maximum GPM

is reached when workers have driven around 483 miles in a day, and any distance greater

than that negatively affects a driver’s fuel efficiency.16 Also, once a driver has surpassed

the 965 miles in a day, the total effect of distance becomes detrimental to GPM. Driving

16483 “ 0.01081{p2ˆ 0.00112q.

93



483 miles in a day is actually possible for a driver to achieve given the restrictions on the

number of hours that a driver can be behind the wheel. This result helps us visualize that

there is a limit to the fuel efficiency that a driver can achieve even if she is able to drive a

long distance (using a high gear and low RPMs) as a consequence of fatigue and exhaustion.

Finally, short idle time has a negative impact on fuel efficiency, which makes sense, since

every time that a truck has to stop because of a red traffic light or other events on the road,

the driver needs to accelerate the truck again incurring in a higher energy consumption.

The next question is whether the estimated impact of FuelOpps under column (1) is

constant over the different stages involved in phase 2. Under column (2), we show the

results of our main model but now differentiating among the three sub-phases in phase 2 as

depicted in Figure 2.4. The savings are greater during the first month of the trial, when there

was no information about the composition or the criteria that would be used to distribute

the prizes promised at the beginning of the trial. The decrease in fuel savings between the

first two stages of the trial is of almost 25 percent, while the difference between the first and

third stages the reduction is even more noticeable (38 percent).

Columns (3) to (6) show the results of our main models for GPM-D and GPM-I (gallons

of fuel consumed per mile as a consequence of driving and idling), respectively. Our estimates

in columns (4) and (5) indicate that the total fuel savings during the trial can be explained in

almost entirely for better driving techniques (although the estimate for the effect of FuelOpps

on idling is not significatively different from zero at the 90 percent of confidence). The

estimates for the effects of FuelOpps by each sub-phase are similar to those under column (2),

which seems natural given the importance of driving in the determination of fuel efficiency.

On the other hand, the estimates for the GPM-I show an interesting pattern. Although

drivers could see their score for idling when they accessed the FuelOpps platform, in all the

messages sent by FuelOpps coaches to drivers, idling was never mentioned.17 The decrease

in fuel consumed as consequence of idling during the first sub-phase (after the pre-trial

messages) can be attributed to the vague description of how prizes would be determined

at the end of the trial. Once it was made clear that prizes would be awarded in base to

the overall score (which did not include the idling score), idling returned to its pre-trial

levels for the rest of the trial. However, after the trial ended, drivers in the treatment group

exhibited a drop in their GPM-I relative to other drivers in the company. We do not have

17There is only one message sent by a FuelOpps coach where she discussed idling, but it was in response
to a driver that had asked about it. Idling was never mentioned in any other message sent to drivers during
phase 2.
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any information on additional initiatives taken by Company 1050 after the end of the trial

with the aim of improving fuel efficiency among drivers in the treatment group.

2.5.1 Behavioral response

Once we have determined the impact of FuelOpps on performance, our next step is to analyze

the potential causes, besides idling, that could explain the observed drop in fuel consumption

during and after the trial.18 As mentioned above, FuelOpps provide drivers with scores on

progressive shifting, high RPM, highest gear, and highway speed. All these dimensions are

also further summarized in an overall score, and a driver can see all her scores (computed for

different time frames) on the smartphone application or on the FuelOpps website.19 Although

drivers in the internal and external groups were not part of the trial, Propel IT still computed

their scores. However, drivers in those groups never got access to them. Since drivers in the

treatment condition could track their scores and their evolution over time, it is natural to

think that they would try to improve their scores. Then, assuming that the FuelOpps scores

do capture important determinants of fuel consumption, then we should observe a positive

correlation between scores and fuel efficiency. Of the four scores, we only consider three in

our regression models: progressive shifting, highest gear, and highway speed. High RPM is

excluded because most of the drivers obtained perfect scores in that dimension. Figure 2.8

presents histograms for each score in each of the sub-phases considered in our analyses (from

the pre-trial to the post-trial periods). As can be appreciated, most of the distribution of the

scores shift to the right during the trial (especially when we compare the pre and post-trial

histograms). The introduction of FuelOpps helped increase FuelOpps scores.

We complement our analysis considering alternative measures to the FuelOpps scores.

Since one of the objectives of FuelOpps is to decrease the top speed of trucks on highways,

we look at both the average speed and move time and their evolution during the trial. A

reduction in top speed should be reflected in both the average speed and in the number of

minutes a worker is driving the truck, since a lower average speed implies more time driving

(keeping distance constant). We consider these variables as an alternative to the ‘highway

speed’ score.

18We already tested for the potential effect of FuelOpps on idling in Section 2.5, concluding that there
was almost no reduction in idling during the period under analyses. Therefore, the entire effect must be
consequence of better driving techniques or a reduction of average speed.

19The IVR system only provides information on the most recent scores.
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Each truck in Company 1050 is equipped with a specific sensor that records the number

of minutes the engine has been operated above a threshold, which is truck specific and it is

not defined by Propel IT. Lower RPMs are related to less engine wear, so the less time an

engine is operated above that threshold the better for the truck. We use this variable as a

replacement for the ‘high rpm’ score which we do not include in our analyses.

Table 2.5 shows the results for FuelOpps scores and our select set of variables that capture

changes in behavior mentioned above.20 In general, all scores increase during the trial.

Additionally, the effect of the trial on scores seems to be persistent, since positive differences

in scores for drivers in the treatment group are observed after the end of the trial. However,

some of the post-trial differences are not as large as the ones observed during the trial.

For example, the highest gear score shows an average increment during the post-trial phase

of almost 8.7 points with respect to the pre-trial, but the difference was as large as 11.9

points when the t-shirt campaign was running. Interestingly, the effect on the scores is also

perceived, although to a lesser extent, during the days when drivers were alerted of the trial.

To the extent that the FuelOpps scores capture important dimensions of fuel efficiency, we

can interpret these estimates as evidence that drivers know how to perform better (to some

extent), but that they lack the motivation to do it. If drivers had not known how to improve

their driving, and new skills were necessary, we hardly would have observed an effect of the

pre-trial messages on the dimensions measured by FuelOpps.

The score for the highway speed dimension improves during and after the trial as well.

Although this implies that drivers were better at the keeping the speed on highways around

62 MPH, it does not tell us how this impacted their average speed or move time (e.g., time

the truck is in movement). Columns (4) and (5) in Table 2.5 present the effect of FuelOpps

on speed and move time, respectively. As we can appreciate, the average speed is reduced

in almost 0.87 MPH during the first phase of the trial. This reduction in average speed

translates into an increase of almost 6.58 minutes of extra move time per day. Assuming a

worker drive for 23 days in a month, this estimate implies that —on average— this driver

would work for almost 2.5 extra hours in a month. After the trial has ended, workers did not

return to their previous levels of speed, but stayed at a somewhat lower level (-0.26 MPH

in comparison to the pre-trial levels) and took around two more minutes extra each day to

make the deliveries.

20Scores for 100 observations were not available in the database. This is the reason the total number of
observations is lower for the models that use FuelOpps scores as a dependent variable.
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Column (6) in Table 2.5 presents the result of a driver fixed-effects Poisson model in

which the dependent variable (over RPM) is the number of minutes the engine is operated

above a threshold that is specific for each truck.21 Our estimates indicate that the likelihood

of operating the engine above the threshold is lower while the FuelOpps trial is running,

especially during the t-shirt campaign. However, for the post-trial phase we cannot reject

the null hypothesis that drivers return to their original levels of operating the trucks above

their thresholds as much as they did before the trial.

2.5.2 Impact of FuelOpps by quartiles

Since we have already measured the average impact of FuelOpps on GPM for the sample

as a whole, the next step in understanding the way FuelOpps affected drivers is to analyze

whether the impact varied for different ‘quality’ of drivers. To accomplish this, we divide

our sample of drivers in quartiles according to the drivers’ fuel efficiency, which we obtain

from the simplified regression model below.

GPMit “ α `Xit
1δ ` dt `mit ` vi ` uit. (2.5)

The regression model in Equation 2.5 was estimated using only pre-trial observations for

drivers in the control and treatment groups. Driver fixed effects were extracted and divided

into quartiles according to their values. Those drivers with an estimated fixed effect below

the 25 percentile were categorized as ‘top’ drivers, since a low fixed effect implies better fuel

efficiency. Drivers with values between the 25 percentile and the median were considered

‘good’ drivers, and so on (the last two groups were named ‘bad’ and ‘worst’ just for clarity).

Table 2.6 presents the results of our main model when drivers are separated in quartiles.

The estimates in Table 2.6 present a very different story for each of the quartiles. While

the best three quartiles reacted to the pre-trial messages, the worst quartile did not show

any change in its average fuel efficiency during the days when the FuelOpps program was

21The number of observations is greatly reduced when compared to the other models in Table 2.5 because
all drivers that never had an ‘event,’ i.e. that never operated their trucks above the thresholds, were not
considered in the estimation. Additionally, we do not consider vehicle fixed effects in this analysis since
(i) the dependent variable is measured for each truck differently and (ii) the fixed-effect Poisson model, as
usually occurs with other non-linear models that include a large set of independent variables, had trouble
converging when we incorporated our set of dichotomous variables to control for vehicle fixed effects. Results
from an OLS regression that considers the whole sample, and that includes vehicle fixed effects, are similar.
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announced. The contrasting differences by group to the announcement of the program could

be explained by the chances each driver assumed she had to get a prize at the end, since

pre-trial messages only said there would be “rewards for doing well.” The results for the top

three quartiles give support to this idea since the effect of the announcement of FuelOpps is

greater for better drivers. During the first sub-phase of the trial, all groups react positively to

FuelOpps, implying that the set of points, badges, levels, and scores helped drivers improve

their skills. However, all this was under the promise of future rewards that were not fully

disclosed at the time. Once the criteria were defined, the effect on the lowest-quality drivers

was quite dramatic: they reverted to their pre-trial levels of performance. Since rewards

were only targeted to the top 30 percent of drivers, workers in the bottom quartile probably

felt they had almost no chance to get them, so they just stopped trying. Drivers in the other

groups also lowered their fuel efficiency, although they still showed a better performance in

comparison to the one they had before the trial started. It is interesting how drivers in the

top quartile lowered their effort levels after the specifics of the prizes were disclosed; the

$250 offered as prize for the top 10 percent might not have been enough to compensate the

additional effort and time (more on this in later) that they put on to decrease their fuel

consumption.

The estimates of the effects of the control variables are similar in sign and significance

to the ones in Table 2.4. However, some differences remain. Distance and its squared term

keep displaying the quadratic relationship we found previously. For all groups, the maximum

increase in fuel efficiency happens around the 500 miles driven, with each additional mile

having a negative marginal impact on GPM. However, the overall impact on GPM is different

for each group. While lowest-quality drivers can lower their GPM by almost 0.03 when

driving the optimal number of miles, top drivers can only achieve a GPM that is better

by 0.02. This difference might reflect their different set of skills if we assume that driving

a higher number of miles implies spending more time driving on highways where it is, in

general, easier to keep a steady speed.22 With respect to short idle time, all quartiles present

a lower GPM the longer the short idle time. Nevertheless, the estimates for the impact of

short idle time also reflect the distinction between quartiles: while each additional minute

of short idle time in a day increases GPM in 0.00034 (or 10.2 percent of gallon assuming a

driver covers 300 miles on that day) for low-quality drivers, it only increases GPM in 0.00028

22Also, low-quality drivers have more room to improve than top quality drivers, and this is also being
reflected in the estimates.
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(8.4 percent of a gallon) for top drivers. As discussed above, upshifting at the right number

of RPM and avoiding hard acceleration can have a big impact on fuel consumption, and

those are characteristics of high-quality drivers. Our estimates reflect the distinct skill levels

of drivers.

2.5.3 FuelOpps and novelty

Koivisto and Hamari (2014) present the idea of ‘novelty effects’ in a gamified application,

which they develop from the fact that users’ reported levels of satisfaction and usefulness

of a gamified platform decrease with the use of the service. After observing how the effects

of FuelOpps dissipated for the some of the quartiles after the prizes were made public on

September 15, 2014, we can question the efficacy of the gamification elements of FuelOpps

when considered in isolation. Although all drivers could have been genuinely motivated by

the promise of rewards at the end of the trial, we can go one step further and use the data

until September 15 to analyze how the reaction of drivers to FuelOpps evolved. To do this,

we define a new variable —daysit— that measures the number of days (divided by 30) that

a driver has been in the FuelOpps trial, similarly to Lazear (2000).23 The idea of daysit is

to help us control for the number of days drivers have ‘experienced’ FuelOpps, once the trial

started (August 11, 2014). We include both daysit and its squared term in our regression

models to capture any potential non-linearity in the effect of the days under FuelOpps on

fuel efficiency.24

Table 2.7 presents the results for the whole sample and for each of the quartiles. As we

can see the effect of both days and its squared term are statistically significant at the 99 and

95 percent of confidence, respectively. The sign of the coefficients implies that a quadratic

function is in place in terms of the effects of FuelOpps on fuel consumption. Similarly to what

occurs with the distance driven, our results for the period before September 15, 2014 indicate

that the effect of one extra day of FuelOpps is not independent of how many days a driver

has already been in the trial. From our results we can compute that approximately after the

22st day of FuelOpps, the effect of one additional day of the trial —keeping everything else

constant— negatively impacted the fuel performance of drivers in the treatment group. The

23We divide it by 30 just to avoid presenting estimates that are too small for the tables. Another way to
understand the variable days is to think of it in terms of ‘months’ rather than days.

24Please note that here we are not separating between active and non-active users of FuelOpps. We address
this in Section 2.5.5.
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presence of this ‘novelty’ effect has been found before in the evaluation of other gamified

applications (Seaborn and Fels, 2015) and it has been identified as one important challenge

to overcome in order to create successful implementations of gamification.

The results for the different quartiles (columns (2) to (5)) are similar to the estimates

found for the sample as a whole, although most of the estimates for days and its squared

term are not statistically significant, with exception of the ‘top’ drivers, who seem to be

driving the effect for the most part.

2.5.4 Target scores and t-shirts

As explained above, once the t-shirt campaign was launched, drivers in the treatment group

received a message that stated their current score and the target score they needed to achieve

during the last two weeks of the trial to get a t-shirt. One interesting feature about this target

score is that it was determined by the Propel IT’s former CTO and he used a procedure based

on past performance, percentile rank, and other inputs. Figure 2.9 shows a histogram of the

score gap, defined as the difference of the reported ranking and the target ranking when

the t-shirt campaign was announced to drivers via text message. As can be appreciated,

the score gap for most of the drivers was not very different from their actual scores (mean

of the score gap variable is 0.23), but for a significant portion of workers the target was

different from the current score. Surprisingly, for some drivers the target scores were even

lower than their actual scores. According to goal-setting theory (Latham, 2012), we would

expect higher performance when challenging goals are in place than when workers are just

asked to do their best. Table 2.8 presents our main regression model including the score gap

variable.

As we can see under column (2), the effect of the score gap variable on fuel efficiency

goes in the opposite direction; i.e., the higher (lower) the target score relative to the current

score, the lower (higher) the effect on fuel efficiency. In fact, according to our estimates, if the

score gap is closer to one, the positive effect of the campaign on fuel efficiency is completely

neglected. On the other hand, for drivers that were given targets below their current scores,

their performance got even better. There is evidence in goal-setting theory that without

goal commitment, imposed goals might not have any noticeable impact on behavior. Also,

without a sense of self-efficacy, goals can also be demotivating to workers since they might

question themselves if they have the tools to achieve what is being asked from them (Latham

and Locke, 2007). Another possibility is that drivers who got challenging goals thought of
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the t-shirt as a reward more difficult to obtain, or that the t-shirt was not worth the extra

effort that reaching the target would imply (Latham, 2012). For drivers on the other side of

the spectrum, receiving a message with a target lower than their current score might have

worked as an element of feedback, increasing the drivers’ perceived degree of mastery which

can also have a positive effect on their self-efficacy (Latham, 2012). Kanfer and Ackerman

(1989) mention the idea that goals might help improve complex task performance when they

are introduced after workers have gained the required skills. In our setting, it might have

been the case that workers knew how to improve their fuel efficiency (to an extent), but did

not understand how to —quickly— rise their scores so to have a chance to actually win the

t-shirt.

2.5.5 Interaction with FuelOpps

Consent, which is defined in the management literature as the “the active cooperation of

workers with managerial goals” (Mollick and Rothbard, 2014, p. 14) can play a central role

in the effectiveness of a gamified application or game that is imposed by the management

team. Scholars have started to show interest in how consent moderates the relationships

between gamification and employee affect and performance (Mollick and Rothbard, 2014).

In our case, FuelOpps was brought in by Company 1050’s management as a way to improve

fuel efficiency among drivers and, indirectly, keep its driver engaged an interested, with the

objective of reducing the high turnover ratios that affect the trucking industry. Although we

do not have information about drivers’ thoughts on FuelOpps —so to have a clear measure

of their consent— we do have data on the interaction they exhibited with the platform in

the form of logins and score checks via the IVR system that FuelOpps had in place during

the trial. Drivers with low consent should interact less (or show no interaction at all) with

FuelOpps than drivers that have higher consent. Therefore, we can approximate a driver’s

consent by looking at the actual measures of interaction she had with the platform and see

how her performance changed after controlling for our proxy of consent. We consider two

different measures of driver engagement; a dichotomous variable (activei) that takes a value

of 1 if driver i logged in on the FuelOpps application, website, or if she checked his scores

via the IVR system at least once during the trial, and variable sessionsit which measures the

number of times a driver (i) logged in or checked his scores on the system on day t. We also

analyze the effect of messages and calls from FuelOpps coaches to drivers (messagesit and

callsit) on each day of the trial. Table 2.9 presents the results of our models including the
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new variables and the interactions of active with each of the sub-phases of the trial.

As in other gamified applications in the literature (Farzan et al., 2008), FuelOpps does

not seem to be attractive to all potential users. Almost 45 percent of the drivers in the

treatment group (53 out of 118) never logged in or checked their scores during the entire

trial. This is a significant proportion of users for whom, apparently, FuelOpps had nothing

interesting to offer or were reluctant even to try it. In any case, these users still received

messages and might haver heard about FuelOpps by either their coworkers or by looking at

the physical leaderboards that were available at the terminals.25

Results under column (1) in Table 2.9 indicate that most of the effect of FuelOpps on

fuel performance is being driven by those drivers who showed at least some interest in the

platform. Although both active and non-active drivers (in terms of their engagement with the

FuelOpps platform) seemed to be equally excited about the announcement of the initiative,

in the period when the trial was effectively launched we can clearly observe a difference

between both groups; while non-active drivers are more efficient than during the pre-trial

period (´0.00216 GPM), active users show a change in their fuel consumption of almost

´0.00401. Once the prizes are announced on September 15, the non-active users return to

their pre-trial levels of fuel efficiency. Then, all the effects observed for the last two sub-

phases of the trial are entirely consequence of the efforts of the active users. However, after

the trial has ended, there is no statistically significant difference between both groups. The

post-trial effect for non-active users is estimated to be a reduction in fuel consumed of almost

11 gallons per month assuming 6,000 miles driven in a given month (´0.00182 ˆ 6, 000), a

result that is statistically significant only at the 90 percent of confidence. The estimate of the

interaction term of variables active and the score gap is positive, although it fails to achieve

statistical significance at the 90 percent of confidence. Column (2) presents the same model

as in column (1) plus the addition of the number of messages and calls received by driver

i on day t from the FuelOpps coaches. As we can see, there is no effect on fuel efficiency

during the days when messages were received. Additionally, the calls seem to decrease fuel

efficiency by a great amount. According to the estimates under column (3), there is no

evidence that messages or calls had a different effect on active drivers. Column (4) considers

the variable sessions which measures the number of logins by driver i on day t. This variable

is highly significant, even when all other variables discussed so far are included in the model

(column (5)). Although how frequently to log in on the smartphone application or website is

25Drivers had the chance to opt out of the FuelOpps notification system in case they wanted to.
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an endogeneous variable, we can safely conclude that there is a positive correlation between

logins and fuel efficiency. In other words, those drivers that were actively engaged during

the trial show better performance in terms of fuel consumption. Interestingly, the inclusion

of the sessions variable only affected the effect of FuelOpps for active users once the trial

started (and before the prizes were made public). This could mean that the positive effect of

engaging with the platform are more important while users are figuring out how the whole

system works and how scores change as a function of different driving patterns. Once that

is understood, the impact of additional interactions with the system might not improve fuel

efficiency by a relevant extent.

2.6 Discussion

User reviews of one implementation of the FuelOpps application have not been very support-

ive. On an Internet forum known as The Truckers Report, drivers discussed the features and

the “fairness” of the program.26 In general, drivers seemed critical with the implementation

of the FuelOpps application and mentioned having issues accessing the FuelOpps website.

Participants in this forum even calculated the value of a FuelOpps point and estimated its

value around $0.01. One forum participant computed the benefits for her employer if drivers

adopted better driving techniques and concluded that the savings for the company were ap-

proximately $8,000 per year per driver just considering fuel consumption. From the opinions

expressed on the forum, one could argue that the general sentiment towards FuelOpps was

negative; drivers thought that most of the benefits from the program would be captured by

the trucking company and that the extra effort exerted by them would not be tied to higher

levels of compensation. This general idea is captured by one of the messages sent by a driver

from Company 1050 as a response to a coach who was asking why her scores had dropped

lately.

“There are no challenges causing my score to drop, I’ve simply stopped caring

about it. I kept track for 5 weeks, and my score fluctuated wildly. So much

that I don’t think that my data was (sic) processed properly. Furthermore, I

spent approximate 7 extra hours on duty as a result of driving well below my

governor for a return of $10. To call that a waste of my time would be a colossal

26To see the comments in the forum, please click here.
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understatement.”

Not all driver-coach interactions show the same level of animosity towards FuelOpps as the

one above. In fact, as the results presented in this study show, some drivers were genuinely

interested in the system and the ways available to them to get better scores. However, it

is true that higher levels of effort were required to improve scores. Being more attentive to

the engine’s RPM and accepting to drive at a lower speed are two examples of costly efforts

that drivers must bear if they want to get better ratings.27

According to the information we have, drivers were alerted about the FuelOpps program

via text messages and phone calls. In general, little detail was given to workers regarding the

actual process used to compute the points, which might not be an easy process to explain

and/or understand. This, added to the fact that some drivers experimented high variation

in their scores when they had to drive different machines could have been damaging to the

validity of FuelOpps in terms of the fairness of the application and the clarity of its rules

(Mollick and Rothbard, 2014). Additionally, the imposition of a goal during the t-shirt

campaign without a rationale behind describing why the goal was chosen in the first place

could be a potential reason why drivers reacted negatively to it (Latham, 2012).

During the time algorithm 1.0 was operative, the objective determined by Propel IT

was for FuelOpps to help minimize RPMs as much as possible, with the idea that similar

threshold of RPM/speed combinations could be used to evaluate the performance of drivers

in different trucking companies. However, since trucking companies operate in different

settings and in the transportation business of dissimilar goods such as cereal, asphalt, natural

gas, and other hazardous materials like fuel, toxic, and corrosive and radioactive materials

(BTS, 2016), metrics that apply to one firm might not work another. Starting with the 2.0

version of the algorithm, Propel IT took these differences into account and now the scores

provided by FuelOpps should be more accurate and provide a better representation of the

actual performance of drivers, which should also increment the effect of the platform on fuel

efficiency.

It is also important to recognize how some demographic factors might be in play and

affect the effectiveness of a gamified application (Seaborn and Fels, 2015). Gender and age

are some are some of the characteristic that have been discussed in the gamification (Koivisto

27According to the results discussed in previous sections, at some point during the trial workers in the
treatment group were driving, on average, an extra 2.5 hours per month.
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and Hamari, 2014), economics (Azmat and Iriberri, 2012) and psychology (Deci, Cascio, and

Krusell, 1973) literatures regarding their moderating effect on some interventions such as

feedback, which as we have discussed above plays an important role in all gamification

initiatives. Unfortunately, the data collected by Propel IT do not include gender or any

other type of demographic information from drivers. In order to explore whether the effect

found in this paper might be different for males and female drivers, we use Gender-API,

a web application that identifies genders from first names, to classify 95 percent of the

names in our database as either male or female with at least 92 percent of accuracy (for the

rest of the names, we manually decided whether it corresponded to a male or female based

on information available on the Internet). Only four drivers in the treatment group were

identified as female, which is in line with some statistics that say that around six percent of

truck drivers in the United States are female. However, given the small number of female

drivers relative to male drivers, we decide not to add this set of results to this study.28

In short, our estimates suggest that females react similarly to males to the introduction

of FuelOpps and that female workers drive slower than males during the t-shirt campaign.

However, female drivers increase (decrease) their average speed (move time) after the end

of the trial in comparison to their pre-trial levels, which indicates that, in some way, female

drivers could be trying to recover the extra time they spent driving slowly during the trial.

Even though the database facilitated by Propel IT contains multiple variables related

to the performance of drivers, we miss information on Company 1050 so as to have a more

comprehensive view of the context in which FuelOpps is being used. For example, Company

1050’s compensation policy is one of the characteristics that could affect the impact of the

FuelOpps platform on fuel consumption and truck depreciation that we do not have access

to. Even more, the premise of behavioral change imbued in FuelOpps depends, implicitly,

on driver, road, load, and compensation aspects that are not included in our database and

that might prove relevant to the evaluation of the effects of FuelOpps on driver behavior.

Although we control for these characteristics in our estimates via fixed effects, we miss the

opportunity of exploring the moderating effect of these elements on the impact of FuelOpps.

In some sense, what FuelOpps does is aggregating information that trucking companies

already receive. Virtually all trucks operated by Company 1050 have systems on board

that keep track of the data relevant to the operation of the truck (distance traveled, RPMs,

fuel consumed, etc.). According to agency theory, workers should increase their effort when

28They are available upon request.
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incentives are in place —a fact that has been corroborated empirically (Larkin, Pierce,

and Gino, 2012; Prendergast, 1999)— or firms should be able to write contracts that make

wages contingent to certain performance metrics given the current availability of information.

However, this does not seem to be the case, at least for Company 1050. We can think of

two potential explanations. First, given the current shortage of drivers Costello and Suarez

(2015), one of the main challenges faced by trucking companies is the attraction of talented

workers and the low retentions rates that plague the industry. Then, if a company starts

implementing policies that restrict the time drivers can idle or put some pressures on wages

according to the operation of the trucks based on the information recorded by the on-board

systems, some drivers would probably walk away and start driving for a different company

unless their compensation increases considerably. Second, anecdotal evidence indicates that

driver managers lack the skills to make use of the information generated by the computer

systems on the trucks. Therefore, although the information is available, they require a

simpler solution —such as the FuelOpps score— that summarizes all relevant information in

a straightforward way.29

2.7 Conclusion

In summary, our results show that drivers in Company 1050 react, in general, positively to

FuelOpps. On average, a driver in the treatment group saved around 15.6 gallons of fuel

per month during the trial (considering 6,000 miles driven per month).30 And this effect did

not vanish completely after the coach support from FuelOpps stopped on October 31 (the

day the trial ended); drivers in the treatment group reduced their consumption of fuel in

around 12.4 gallons in the months after the trial. This effect seems to be unrelated to the

time drivers spent idling, which does not show any variation while the FuelOpps program

was in place. Therefore, all the improvement in fuel efficiency came from a combination

of better driving skills and or/lower average speed. Our estimates indicate that, overall,

drivers in the treatment group improve their ability to upshift using the lowest number

of RPMs (progressive shifting) and keep a constant speed at the minimum RPMs possible

(highest gear). Additionally, our results indicate that after the trial had ended, drivers in

29According to an industry expert, driver managers “cannot do spreadsheets.”

30Considering currently prices of gas of around $3 per gallon, the overall savings per driver per month are
about $50.
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the treatment group decreased their average speed in almost -0.26 MPH, which translates

into almost an extra 2.25 minutes of driving each day. Considering a driver that is on the

road for 23 days in a month, this implies that she drives almost 52 minutes extra each month

for no additional compensation.

Given the way rewards were added to the trial, we were able to study the effect of the

gamification elements of FuelOpps during a period where drivers were only ‘promised’ a

future reward without any indication of the conditions under which it would be awarded.

This way, we could quantify the effect of one extra day under in the FuelOpps program

conditional on the promise of future rewards. According to our estimates, drivers began to

lose interest in the system around 20 days after the introduction of the program, with each

day after that mark negatively affecting the fuel efficiency of drivers. Although this is not a

test of the effect that a gamified platform with no promise of external rewards would have on

fuel efficiency, it would be hard to argue that FuelOpps would have been remotely as effective

as our results show without pecuniary incentives. As discussed in the literature review on

gamification at the beginning of this paper, there is little evidence that workers or consumers

would constantly be motivated to engage in certain behaviors when the consequences of their

acts translate in the same set of non-monetary rewards —such as points or badges— being

awarded time after time. Similar to what occurs with games, the feedback provided by a

game, although an essential part of it, is not what makes a game interesting in the long

term. The novelty effect (Koivisto and Hamari, 2014; Seaborn and Fels, 2015) generated by

the introduction of a gamified platform reflects the fact that as time goes by there is little

incentive for a user to come back to the platform once its major characteristics have already

been discovered and understood.

Although the premise of gamification is simple, its implementation is not. User experience

with a platform is not increased automatically by the inclusion of game-like features, as is

documented in the literature (Haaranen et al., 2014). An important research effort remains

to be done in order to fill our knowledge gaps with respect to the game element/mechanics

that workers value and the types of employees more likely to react to the gamified incentive

system (Hamari, Koivisto, and Sarsa, 2014). In order to have a successful gamification, it is

important not only to focus on the goals of the firm implementing the gamified application,

but also on the experience of the individuals that will engage with the platform (Hamari,

Huotari, and Tolvanen, 2015). We need to remember that points and badges, although

useful in their own terms to communicate relevant information to individuals, are not ends

by themselves. They just play a secondary role in making an experience more gameful.
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Table 2.1: FuelOpps levels and experience points.

Level Exp. Points Level Exp. Points

F1 0 F9 90
F2 3 F10 120
F3 7 F11 155
F4 13 F12 200
F5 20 F13 250
F6 30 F14 500
F7 45 F15 1, 000
F8 65 F16 2, 000

Table 2.2: MPG and GPM.

Case Car MPG ∆ MPG GPM ∆ GPM

A A1 1 1
A A2 2 1 0.5 ´0.5

B B3 25 0.04
B B4 40 15 0.025 ´0.015
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Table 2.3: Descriptive statistics.

Group Variable Phase 1 Phase 2 Phase 3

Observations 3,665 6,290 6,152
Drivers 118 118 107
GPM 0.149 0.148 0.161
Fuel (gallons per day) 46.230 45.043 49.621

Treatment Fuel: driving 45.406 44.299 48.625
Fuel: idling 0.824 0.744 0.997
Move time (minutes) 383.399 379.256 377.916
Idle time (minutes) 26.960 22.275 45.671
Distance (100 miles) 3.134 3.080 3.101
Short idle time 24.454 20.173 37.321

Observations 8,641 15,562 16,468
Drivers 285 283 284
GPM 0.151 0.152 0.164
Fuel (gallons) 45.251 45.633 49.018

Internal Fuel: driving 44.416 44.828 47.978
Fuel: idling 0.835 0.804 1.040
Move time 359.941 360.825 358.743
Idle time (minutes) 40.109 35.661 53.493
Distance (100 miles) 3.031 3.043 3.022
Short idle time (minutes) 31.411 28.732 38.978

Observations 9,479 16,053 14,432
Drivers 303 302 268
GPM 0.155 0.156 0.168
Fuel (gallons) 35.645 36.232 38.930

External Fuel: driving 34.678 35.288 37.682
Fuel: idling 0.967 0.944 1.249
Move time 313.288 315.069 314.098
Idle time (minutes) 40.172 39.795 69.303
Distance (100 miles) 2.343 2.365 2.339
Short idle time 32.847 32.123 44.528
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Table 2.6: Fuel efficiency (GPM) by quartile.

(1) (2) (3) (4)
Variable Worst Bad Good Top

Pre-Trial Messages ´0.00092 ´0.00247˚˚ ´0.00252˚˚˚ ´0.00289˚˚˚
p0.00104q p0.00103q p0.00094q p0.00098q

FuelOpps ´0.00346˚˚˚ ´0.00222˚ ´0.00428˚˚˚ ´0.00273˚˚˚
p0.00125q p0.00121q p0.00097q p0.00077q

FuelOpps + Prize ´0.00369˚˚ ´0.00163 ´0.00331˚˚˚ ´0.00109
p0.00153q p0.00116q p0.00119q p0.00107q

FuelOpps + Prize + T-Shirt ´0.00277˚ ´0.00058 ´0.00254˚ ´0.00209
p0.00156q p0.00184q p0.00145q p0.00137q

Post-Trial Phase ´0.00108 ´0.00125 ´0.00381˚˚ ´0.00244
p0.00195q p0.00177q p0.00156q p0.00169q

Distance ´0.01205˚˚˚ ´0.00949˚˚˚ ´0.01030˚˚˚ ´0.00732˚˚˚
p0.00099q p0.00101q p0.00102q p0.00099q

Distance (Squared) 0.00123˚˚˚ 0.00091˚˚˚ 0.00110˚˚˚ 0.00073˚˚˚
p0.00013q p0.00013q p0.00014q p0.00013q

Short Idle Time 0.00034˚˚˚ 0.00030˚˚˚ 0.00027˚˚˚ 0.00028˚˚˚
p0.00001q p0.00001q p0.00002q p0.00001q

Constant 0.17147˚˚˚ 0.16972˚˚˚ 0.14224˚˚˚ 0.14054˚˚˚
p0.00174q p0.00189q p0.00214q p0.00181q

Observations 23,967 24,348 24,582 23,701
R-squared 0.43001 0.48749 0.48981 0.51275
Number of drivers 175 177 176 177

Day, vehicle, and driver fixed effects included in all models.
Standard errors (in parentheses) clustered at the driver level.
* p ă 0.1; ** p ă 0.05; *** p ă 0.01
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Table 2.7: Novelty effects.

(1) (2) (3) (4) (5)
Variable All Worst Bad Good Top

Pre-Trial Messages ´0.00191˚˚˚ ´0.00070 ´0.00215˚˚ ´0.00220˚˚˚ ´0.00271˚˚˚
p0.00044q p0.00095q p0.00091q p0.00080q p0.00085q

Days ´0.00972˚˚˚ ´0.00798˚ ´0.00668 ´0.01562˚˚˚ ´0.00791˚˚˚
p0.00195q p0.00447q p0.00427q p0.00355q p0.00295q

Days (Squared) 0.00667˚˚˚ 0.00516 0.00374 0.01250˚˚˚ 0.00492˚
p0.00175q p0.00400q p0.00386q p0.00321q p0.00269q

Distance ´0.01127˚˚˚ ´0.01465˚˚˚ ´0.01003˚˚˚ ´0.01123˚˚˚ ´0.00902˚˚˚
p0.00060q p0.00120q p0.00137q p0.00112q p0.00110q

Distance (Squared) 0.00120˚˚˚ 0.00161˚˚˚ 0.00098˚˚˚ 0.00123˚˚˚ 0.00098˚˚˚
p0.00008q p0.00017q p0.00018q p0.00015q p0.00015q

Short Idle Time 0.00035˚˚˚ 0.00038˚˚˚ 0.00035˚˚˚ 0.00032˚˚˚ 0.00034˚˚˚
p0.00001q p0.00002q p0.00002q p0.00002q p0.00002q

Constant 0.16002˚˚˚ 0.17693˚˚˚ 0.16156˚˚˚ 0.15745˚˚˚ 0.13781˚˚˚
p0.00175q p0.00186q p0.00239q p0.00179q p0.00171q

Observations 38,017 9,570 9,605 9,556 9,235
R-squared 0.32124 0.36481 0.32096 0.31744 0.33815
Number of drivers 706 175 177 176 177

Day, vehicle, and driver fixed effects included in all models.
Standard errors (in parentheses) clustered at the driver level.
* p ă 0.1; ** p ă 0.05; *** p ă 0.01
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Table 2.8: Target score

(1) (2)
Variable All SDS

Pre-Trial Messages -0.00214*** -0.00215***
(0.00049) (0.00049)

FuelOpps -0.00318*** -0.00319***
(0.00054) (0.00054)

FuelOpps + Prize -0.00230*** -0.00231***
(0.00064) (0.00064)

FuelOpps + Prize + T-Shirt -0.00177** -0.00229***
(0.00077) (0.00081)

Shirt Giveaway Score Gap (Target - Current) 0.00243***
(0.00083)

Post-Trial Phase -0.00202** -0.00202**
(0.00087) (0.00087)

Distance -0.00992*** -0.00993***
(0.00051) (0.00051)

Distance (Squared) 0.00101*** 0.00101***
(0.00007) (0.00007)

Short Idle Time 0.00030*** 0.00030***
(0.00001) (0.00001)

Constant 0.14949*** 0.14949***
(0.00509) (0.00510)

Observations 96,742 96,537
R-squared 0.46337 0.46365
Number of drivers 706 706

Day, vehicle, and driver fixed effects included in all models.
Standard errors (in parentheses) clustered at the driver level.s
*** pă0.01, ** pă0.05, * pă0.1
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Table 2.9: Interaction

(1) (2) (3) (4) (5)
Variable

PT Messages ´0.00246˚˚˚ ´0.00246˚˚˚ ´0.00246˚˚˚ ´0.00246˚˚˚ ´0.00246˚˚˚
p0.00067q p0.00067q p0.00067q p0.00067q p0.00067q

PT Messages ˆ Active 0.00057 0.00057 0.00057 0.00060 0.00060
p0.00086q p0.00086q p0.00086q p0.00086q p0.00086q

FuelOpps ´0.00216˚˚˚ ´0.00219˚˚˚ ´0.00210˚˚˚ ´0.00215˚˚˚ ´0.00210˚˚˚
p0.00054q p0.00054q p0.00053q p0.00054q p0.00054q

FuelOpps ˆ Active ´0.00185˚˚ ´0.00186˚˚ ´0.00202˚˚ ´0.00087 ´0.00106
p0.00092q p0.00092q p0.00091q p0.00094q p0.00093q

FuelOpps + Prize ´0.00050 ´0.00054 ´0.00045 ´0.00050 ´0.00045
p0.00068q p0.00068q p0.00069q p0.00068q p0.00069q

FuelOpps + Prize ˆ Active ´0.00321˚˚˚ ´0.00322˚˚˚ ´0.00337˚˚˚ ´0.00255˚˚ ´0.00274˚˚˚
p0.00109q p0.00109q p0.00108q p0.00103q p0.00103q

FuelOpps + Prize + T-Shirt 0.00033 0.00026 0.00039 0.00033 0.00039
p0.00137q p0.00138q p0.00139q p0.00137q p0.00139q

F + P + T ˆ Active ´0.00374˚˚ ´0.00375˚˚ ´0.00395˚˚ ´0.00297˚ ´0.00322˚
p0.00168q p0.00168q p0.00170q p0.00166q p0.00168q

Post-Trial ´0.00182˚ ´0.00182˚ ´0.00181˚ ´0.00182˚ ´0.00181˚
p0.00106q p0.00106q p0.00106q p0.00106q p0.00106q

Post-Trial ˆ Active ´0.00038 ´0.00039 ´0.00042 ´0.00028 ´0.00032
p0.00153q p0.00153q p0.00152q p0.00153q p0.00153q

Shirt Giveaway Score Gap ´0.00039 ´0.00035 ´0.00039 ´0.00039 ´0.00038
p0.00196q p0.00198q p0.00196q p0.00197q p0.00197q

SGSC ˆ Active 0.00304 0.00299 0.00302 0.00242 0.00238
p0.00214q p0.00215q p0.00213q p0.00208q p0.00208q

Messages 0.00016 ´0.00021 ´0.00020
p0.00026q p0.00041q p0.00041q

Messages ˆ Active 0.00062 0.00077
p0.00050q p0.00049q

Calls 0.00226˚˚ 0.00004 0.00002
p0.00106q p0.00543q p0.00543q

Calls ˆ Active 0.00237 0.00309
p0.00552q p0.00553q

Sessions ´0.00098˚˚˚ ´0.00099˚˚˚
p0.00032q p0.00031q

Distance ´0.00993˚˚˚ ´0.00993˚˚˚ ´0.00993˚˚˚ ´0.00992˚˚˚ ´0.00992˚˚˚
p0.00051q p0.00051q p0.00051q p0.00051q p0.00051q

Distance (Squared) 0.00101˚˚˚ 0.00101˚˚˚ 0.00101˚˚˚ 0.00101˚˚˚ 0.00101˚˚˚
p0.00007q p0.00007q p0.00007q p0.00007q p0.00007q

Short Idle Time 0.00030˚˚˚ 0.00030˚˚˚ 0.00030˚˚˚ 0.00030˚˚˚ 0.00030˚˚˚
p0.00001q p0.00001q p0.00001q p0.00001q p0.00001q

Constant 0.14953˚˚˚ 0.14953˚˚˚ 0.14955˚˚˚ 0.14918˚˚˚ 0.14919˚˚˚
p0.00510q p0.00510q p0.00510q p0.00505q p0.00505q

Observations 96,537 96,537 96,537 96,537 96,537
R-squared 0.46395 0.46396 0.46397 0.46445 0.46449
Number of driver 706 706 706 706 706

Day, vehicle, and driver fixed effects included in all models.
Standard errors (in parentheses) clustered at the driver level.
* p ă 0.1; ** p ă 0.05; *** p ă 0.01
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Figure 2.1: Point allocation function for a subset of number of miles traveled.
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Figure 2.2: Website screenshot of FuelOpps version 1.0.
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Figure 2.3: Timeline of events for company 1050.
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Figure 2.6: Fuel efficiency (GPM) across groups and phases.
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Figure 2.7: Pre-intervention trend (treatment group).
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Figure 2.9: Histogram of the difference between target and current score.
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2.8 Appendix 1: Pre-trial messages

The messages sent to the drivers that participated in the first phase of the trial are below.

Text in italics such as first name or company id was replaced with a driver’s specific values

when the text was sent.

‚ 08/04/2014 - Monday

Hi first name, in 8 days, company name will be launching a trial of the FuelOpps

Program. The goal of the FuelOpps program is to recognize and reward the best

drivers for fuel efficient driving skills NOT their MPG. Over the next several days

you will receive your login information and a link to the FuelOpps website, which

will enable you to check your daily scores and track your point total. Thanks, The

FuelOpps Team.

‚ 08/05/2014 - Tuesday

Hi first name, you can receive the recognition you deserve for driving fuel efficiently.

Your driver ID identifies you as the driver in the FuelOpps program, so it doesn’t

matter what or when you are driving. Watch for your login information coming soon.

Sincerely, The FuelOpps Team.

‚ 08/06/2014 - Wednesday

Hi first name, you can access FuelOpps any anytime. Just go to www.company code.fuelopps.com

and login by using driver id as both your Username and Password. You can also down-

load the FuelOpps mobile app on your smartphone search for the word Fuelopps in the

Android or Apple stores. Have any questions? Just reply back with a question or call

1-XXX-XXX-XXX and we will be happy to help. Thanks, The FuelOpps Team.

‚ 08/07/2014 - Thursday

Hi first name, Do you wonder how FuelOpps works? The driving components that

you are scored on are Progressive Shifting, Keeping RPMs down, Highway Speed, and

being in the Highest Gear you can when possible. NOT your MPG. There will be

rewards at the end of the trial for doing well. If you would like to know more about

the program and the rewards, just reply to this message or give us a call. Thanks, The

FuelOpps Team.

‚ 08/08/2014 - Friday

Hi first name The FuelOpps Trial starts on Monday. To reach a FuelOpps team member
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to learn more about the program and gain the secrets of scoring well, please give us a

call at 1-XXX-XXX-XXXX. Your personal Phone Pin number to use when first calling

in is pin number Thanks again for participating, FuelOpps.

‚ 08/11/2014 - Monday

Hi first name The FuelOpps Trial begins today. If you have not already had a chance to

login and see what FuelOpps is all about, please give it a quick try. Also, if you prefer

you can download the FuelOpps Smartphone app for either Android or IOS devices or

go to www.company code.fuelopps.com and use driver id as both your username and

password. Thanks and good luck during the trial, FuelOpps.

126



2.9 Appendix 2: About the differences-in-differences approach

The simplest estimate of a differences-in-differences model that considers multiple observa-

tions of every individual (i) across time (t “ 1, 2) is presented below (Wooldridge, 2010).

yit “ α0 ` α1D 2t ` α2D TGi ` βtreatmentit ` uit. (2.6)

In Equation 2.6, D 2 and D TG are dichotomous variables that control for characteristics

in the second period that could affect the outcome we are measuring (y) and for general

attributes present in the treatment group that could explain differences in our dependent

variable, respectively. β represents the effect of the treatment, and it can be understood as

the difference in change of the mean responses between periods one and two for the treatment

and control groups (Wooldridge, 2010). This simple model does not include covariates that

control for time-invariant individual characteristics, but including them will not change the

estimate or the interpretation of coefficient β.

yit “ α0 ` α1D 2` βtreatmentit ` vi ` uit. (2.7)

Equation 2.7 includes a set of vi terms that capture time-invariant differences across individ-

uals (the inclusion of these terms implies that we need to drop the constant, α0, that appear

in Equation 2.6 or one of the vi). For simplicity, assume these vi terms represent the coef-

ficients of a set of dichotomous variables (one for each individual). Adding these covariates

to Equation 2.6 implies that the coefficient of D TG cannot be identified and needs to be

dropped from our model (D TG is a perfect linear combination of the set of dichotomous

variables for the individuals in the treatment group). However, even with the inclusion of this

new set of variables, the estimate and interpretation of β remains unchanged. To show this,

we can first-difference Equation 2.7, which leave us with 4yi “ α1 ` β4 treatmenti `4ui.
The OLS estimate of β can be expressed as β̂ “ Ď4ytreatment ´

Ď4ycontrol, which is the differ-

ence in our dependent variable for the treatment and control groups between the two periods

(Wooldridge, 2010). Equation 2.7 can be easily extended to include additional regressors to

control for other potential confounding variables that might affect our estimate of β.
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CHAPTER 3

Stakeholder value appropriation: The case of labor in

the worldwide mining industry

3.1 Introduction

The question of who appropriates the value generated by a firm is central to understanding

differences in performance across organizations (Brandenburger and Stuart, 1996). Despite

its importance, the strategic management literature has given little attention to how the

value generated by a firm is allocated among its stakeholders and to the determinants of this

allocation (Asher, Mahoney, and Mahoney, 2005). The few studies that have empirically

evaluated value appropriation have focused on analyzing whether the firm or its customers

appropriates value (Bennett, 2013; Grennan, 2014) rather than on studying the determinants

of value appropriation at the firm level.

In this article, we evaluate how the value appropriated by employees varies in response to

an exogenous shock to the price of the firm’s product and how this variation depends on insti-

tutional and ownership structures. Because employees are major stakeholders that support

the firm’s value generation process (Molloy and Barney, 2015), our research informs an issue

that interests both scholars and practitioners: the relationship between the stakeholder view

of strategy and the dynamics of value appropriation (Amit and Zott, 2001; Brandenburger

and Stuart, 1996; Garcia-Castro and Aguilera, 2015).

The effect of a change in the value generated by the firm on the value appropriated

by employees depends on the employees’ relative bargaining power (Brandenburger and

Stuart, 1996). An important determinant of this power is labor regulation (Botero et al.,

2004; DiNardo, Fortin, and Lemieux, 1996; Rodrik, 1999). Regulations that favor firms

over employees may decrease the amount allocated to the latter in response to an increase

in the value generated by a firm, whereas the opposite is true for regulations that favor
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employees over firms. Another determinant of employee bargaining power is the type and

concentration of ownership (Sapienza, 2004). Because of a more diffuse objective function,

the management of stated-owned enterprises may be more sympathetic than the management

of privately owned enterprises to employee demands when there are more resources to be

distributed (Bertrand and Mullainathan, 2003; Inoue, Lazzarini, and Musacchio, 2013),

whereas a more concentrated ownership can improve the monitoring capacity of owners over

managers, decreasing the intensity of principal-agent problems and the likelihood of larger

transfers to employees (Shleifer and Vishny, 1986).

The empirical analysis of the moderating effects of labor regulations and type and con-

centration of ownership on the value appropriated by employees seeks to assess the effects of

institutional determinants and ownership configurations on employees’ ability to appropriate

value (Greckhamer, 2016) and to inform managers about characteristics that are important

to consider when determining the countries and types of firms in which to invest.

Our setting is the mining industry. We have very detailed information about the per-

formance and characteristics of the largest copper mines in the world, which are located in

different countries and have different ownership structures. The mining industry provides a

good setting in which to study how value is distributed between employees and employers for

various reasons. First, copper mines sell a commodity, and no mine accounts for a large share

of the total quantity sold in the market; thus, prices are exogenously determined. Unlike

other industries in which different buyers can negotiate distinct prices for the same product

from the same supplier (Grennan, 2014), price exogeneity allows us to isolate the effects of

negotiations between firms and consumers in the determination of the value appropriated by

employees when there is a change in the financial prospects of the firm. Second, our dataset

includes a period in which a large exogenous shock to copper prices is observed, providing a

good opportunity to explore variation over time in our variables of interest. Third, because

copper mines are located in a large number of countries and have different ownership struc-

tures, we can have a clean measure of the effects of regulatory and institutional variables on

the amount of value appropriated by employees.

Our main results show that the value appropriated by employees rises in response to

an exogenous increase in the price of the firm’s product. Our results also indicate that

the value captured by employees as a consequence of a positive shock to the firm’s product

price is larger in stated-owned companies, when labor regulations promote productivity-

based payments, when wages are determined through a centralized bargaining process, and
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when regulations associated with hiring and firing are more flexible. Overall, the results

presented in this article, which are robust to the use of different measures and specifications,

suggest that employees benefit from higher firm cash flows driven by an exogenous shock,

but the magnitude of this benefit greatly depends on the institutional setting and the firm’s

ownership structure.

3.2 Theory and hypotheses

3.2.1 General considerations

Brandenburger and Stuart (1996) introduced formally the concepts of value creation and

appropriation, and since then, these concepts have become keystones in competitive strategy

research (“Value creation, competition, and performance in buyer-supplier relationships”

2010). An increasing interest in stakeholders as claimants and appropriators of value in their

interactions with the firm has opened up opportunities to investigate further the returns to

stakeholders different from shareholders (Garcia-Castro and Aguilera, 2015).

The distribution of the value generated by the firm among its different stakeholders affects

managerial decisions (Obloj and Sengul, 2012). For instance, shareholders of firms with

positive price prospects for their products may prefer to enter markets in which they expect

to appropriate all or most of the additional value generated by the higher price and avoid

markets in which other stakeholders are expected to appropriate this value. An important

determinant of the division of value between shareholders and other stakeholders is the

relative bargaining power of each party (MacDonald and Ryall, 2004). This bargaining power

depends on regulatory and institutional variables (Coff, 1999) and ownership structures

that can affect managerial motivations (Inoue, Lazzarini, and Musacchio, 2013; Shleifer and

Vishny, 1986).

In one of the few empirical studies of the dynamics of value creation and stakeholder value

appropriation, Bennett (2013) analyzes how the organizational structure of the sales process

affects the portion of value appropriated by customers and firms in U.S. car dealerships,

concluding that firms that organize their sales process serially, where customers are first

served by less experienced salespeople and are then approached by more senior clerks as

the difficulty of closing the deal increases, are able to increase their bargaining power and

reduce customers’ outside alternatives. In another article, Grennan (2014) uses a model of
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buyer demand and buyer-supplier bargaining to estimate both firm and customer bargaining

abilities in the U.S. coronary stent market, wherein different buyers (hospitals) pay different

prices for the same product provided by a common supplier. Grennan concludes that supplier

costs, buyer willingness-to-pay, and competition determine only the range of potential prices,

with the final price depending on the relative bargaining ability of each party. Unlike previous

analyses, we focus on the value appropriated by employees, one of the most important firm

stakeholders (Coff, 1999).

3.2.2 The effect of an exogenous positive shock on employees’ value appropri-

ation

Baker (2002) defines the value created by employees as their contribution to the firm’s

objective and the value appropriated by them as the value they retain. Employees should

not appropriate more than their contribution to the transaction (i.e., their marginal product);

otherwise, the other stakeholders would be better off without them (MacDonald and Ryall,

2004). Additionally, employees should not receive less than the value provided by the best

opportunity they are not taking because of this transaction, i.e., their opportunity cost;

otherwise, they would be better off by choosing not to work for the firm (Gans, 2005).

The difference between an employee’s marginal product and her outside option defines a

range that contains all the potentially acceptable payoffs she could receive from the relation-

ship. The exact payoff received by employees depends on the aforementioned range and their

bargaining ability (Brandenburger and Stuart, 2007; Obloj and Sengul, 2012). A positive ex-

ogenous shock to the firm’s product price increases the value of the employee contribution to

the firm’s objective function (i.e., the same amount and quality of work delivers more value

to the firm) and broadens the range of potential payoffs they could obtain. Alternatively,

a negative exogenous shock to the firm’s product price decreases the value of the goods or

services produced by employees and their marginal contribution to the firm’s profits.1

Briefly, an exogenous increase in the price of the firm’s product increases the (i) employee

1A real-life example provides anecdotal support for the relationship between the capacity of employees
to appropriate value and their contribution to firm resources. On July 22, 2015, the president of Codelco,
a Chilean state-owned company and one of the largest copper mining companies in the world, alleged that
copper market conditions did not allow for an expansion of worker benefits (La Tercera, 2015). In 2013,
in bilateral negotiations between the same company and its employees, the firm was much more flexible in
granting additional financial benefits to its employees. Between mid-2013 and mid-2015, the price of copper
decreased approximately by 30 percent.
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contribution to the firm’s objective function and (ii) firm financial resources. These two

consequences facilitate the value appropriation process for employees, leading to hypothesis

1 (H1).

H1: Employees appropriate more value when there is an exogenous increase in the price

of the firm’s product.

3.2.3 The moderating effects of labor regulations

Numerous studies indicate that regulations and institutional factors affect the determination

of employee compensation. For example, DiNardo, Fortin, and Lemieux (1996) show that

de-unionization and minimum wages affect countries’ wage distributions. Card, Kramarz,

and Lemieux (1999) compare labor market rigidities in Canada, France and the United

States, finding that they impact the wage distributions of these countries. Blau and Kahn

(1999) emphasize the decentralized nature of wage bargaining in the United States relative

to other countries in shaping wages at the bottom end of the wage distribution. Greckhamer

(2016) finds that the ratio of CEO compensation to worker pay depends on a number of

interdependent institutional factors, including labor regulations. Rodrik (1999) finds that

the size of the wage gap across countries is explained by differences in both labor productivity

and labor regulations.

Regulations that favor firms over employees may decrease the value appropriated by

employees, whereas the opposite is true for regulations that favor employees over firms. By

exploring whether an exogenous change in the price of the firm’s product affects the value

appropriated by employees in different regulatory environments, we can argue in favor or

against an institution-based approach to value appropriation.

Given that regulations affect market outcomes, every country has established a set of

laws intended to protect the interests of employees and the functioning of the economy

(Botero et al., 2004). Countries may provide legal protection for collective bargaining rights

to seek a balance of power between labor unions and employers; for example, by empowering

labor unions to represent employees collectively (Coff, 1999), the wage bargaining process

becomes more centralized (e.g., at the industry level) rather than centered on the firm

level.2 A more centralized wage bargaining process is believed to increase the bargaining

2Scholars tend to agree that employees are able to enhance their power relative to that of organizations
and capital holders by acting as a collective (Coff, 1999; Greckhamer, 2016).
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ability of employees, whereas a more individualized negotiation process is thought to increase

the bargaining ability of employers; thus, firms usually express concern about changes in

regulations that shift power to unions or that improve collective bargaining (Mason, 2015).

Regulations can also affect flexibility in hiring and firing employees. More flexibility favors

employment under fixed-term contracts and allows for easier dismissals, which are usually

associated with “employer-friendly” regulations. Conversely, less flexibility usually implies

higher costs of firing, including higher severance payments and mandatory penalties, and

stricter guards against temporary work, which are both usually associated with “employee-

friendly” regulations. Thus, regulations that favor hiring and dismissal of employees may

increase the relative bargaining ability of employers with respect to employees. The literature

has focused on the impact of employee protection laws on employment rather than on wages,

leading to scarce evidence regarding the impact of protection laws on employees’ earnings

(Betcherman, 2012). According to the OECD (2011), there is a negative relationship between

employee protection regulation and wage inequality in OECD countries. Other scholars have

found similar results (Koeniger, Leonardi, and Nunziata, 2007; Checchi et al., 2008).

Laws and regulations can also affect the extent to which employees’ earnings are associ-

ated with their productivity. Because a stronger relationship between pay and productivity

implies that wages are more closely correlated with workers’ output, we should expect a

positive relationship between the value captured by workers and the degree to which wages

are sensitive to productivity levels. In a setting in which productivity is higher (in dollar

terms), for instance, because of an increase in the price of the firm’s product, employees

should increase their effort levels when their compensation is more closely associated with

productivity. Empirical evaluations of the relationship between pay-for-performance schemes

and wages have generally concluded that the higher the dependence of wages on employee

productivity, the higher the level of output (Lazear, 2000; Prendergast, 1999).

Because the capacity of employees to appropriate value may depend on the characteristics

of the labor regulations, it is important to analyze the moderating effects of these regulations

on the employees’ ability to appropriate value when there is an exogenous shock to the price

of the firm product. A positive shock increases the difference between the financial resources

available to the firm and the minimum amount the firm will be willing to accept to remain in

business, raising the amount of value available for distribution among the firm’s stakehold-

ers. In a setting of increasing resource availability, employees’ bargaining ability becomes

relatively more important, and thus, regulations that are thought to increase this ability,
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such as more centralized bargaining processes, less flexible hiring and dismissal processes,

and more intense pay-for-performance schemes, should become relatively more important

in explaining the value appropriated by employees. This discussion leads to hypotheses 2a

(H2a), 2b (H2b), and 2c (H2c).

H2a: The positive effect of an exogenous increase in the firm’s product price on the

value appropriated by employees is larger when wages are determined by a more centralized

bargaining process.

H2b: The positive effect of an exogenous increase in the firm’s product price on the value

appropriated by employees is smaller when labor regulations of hiring and firing are more

flexible.

H2c: The positive effect of an exogenous increase in the firm’s product price on the value

appropriated by employees is larger when labor regulations are more favorable to productivity-

based pay.

3.2.4 The moderating effects of firm ownership type

Firms can be state owned (SOEs), privately owned (POEs), or a combination of both.

SOEs are companies over which the state has significant control through full, majority, or

significant minority ownership (OECD, 2015). State ownership is an influential global force

in many industrial sectors and countries (Inoue, Lazzarini, and Musacchio, 2013; Tian and

Estrin, 2008; Musacchio and Lazzarini, 2014). For example, in the copper mining industry,

24 percent of world production was controlled by states in 2008 (Ericsson and Massey, 2011).

Major differences between SOEs and POEs appear to be driven by their different motivations

and objectives. CEOs of SOEs are generally focused on creating wealth in the economy and

ensuring the well-being and employment of citizens, whereas managers of POEs primarily

focus on creating wealth for their shareholders.

There are different views concerning the role of state ownership in firms (Sapienza, 2004).

The social view (Atkinson and Stiglitz, 1980) suggests that SOEs are created to address mar-

ket failures whenever the social benefits of SOEs exceed their costs. According to this view,

POEs and SOEs differ because the former maximize profits and the latter maximize broader

social objectives. The political view (Shleifer and Vishny, 1994) posits that SOEs are a

mechanism for pursuing the goals of politicians, such as maximizing employment or financ-

ing favored companies. The agency view shares with the social view the idea that SOEs are
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created to maximize social welfare but stresses that SOEs can also generate corruption and

misallocation because of weak managerial incentives, low effort, and diversion of resources

for personal benefit (Banerjee, 1997; Hart, Shleifer, and Vishny, 1997). In the agency view,

misallocation of resources occurs because managers shirk or divert resources for private use,

whereas in the political view, misallocation of resources is the objective rather than the result

of perverse incentives because politicians deliberately transfer resources to their supporters

(Shleifer, 1998).

Because of a more diffuse objective function, SOEs may be more sympathetic than POEs

to employee demands when there are more resources to be distributed. Larger distributions

to employees can facilitate the SOE manager’s job by reducing turnover and bargaining for

higher effort or simply by keeping the peace with employees (Bertrand and Mullainathan,

2003). POE managers, who report to shareholders and are mainly interested in maximizing

profits, may face difficulties distributing any additional resources generated by the company

to employees. More broadly, SOE managers might care more than POE managers about

improving workplace relations and satisfying employee demands.

The different theories of SOEs cannot be disentangled by examining the effects of state

or private ownership on the value appropriated by employees. In other words, it is not clear

whether SOEs would allow employees to appropriate more value because they maximize

broader social objectives, have incentives to do so, or inefficiently cater to politicians’ wishes.

However, these theories suggest that state ownership may be an important factor affecting

employees’ bargaining ability and that the effects of SOEs on this bargaining ability should

be increasing in the percentage of the firm’s state ownership.

Briefly, if state ownership increases the bargaining ability of employees, there should

be an increase in the value appropriated by employees when firms have increasing levels of

financial resources. This discussion leads to hypothesis 3 (H3).

H3: The positive effect of an exogenous increase in the price of the firm’s product on the

value appropriated by employees increases with the extent of state participation in the mine’s

ownership.

3.2.5 The moderating effect of ownership concentration

Firms can have diluted or concentrated ownership. Large shareholders (usually associated

with higher ownership concentration) have the power to monitor managers and influence
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them, thus reducing managerial malfeasance and shirking (Shleifer and Vishny, 1986). Given

that controlling shareholders, or their representatives, often serve as directors and officers,

they can influence management decisions directly, facilitating the alignment of managerial

and shareholder interests (Wang and Shailer, 2015). In contrast, in corporations with di-

luted ownership, individual shareholders have little incentive or power to monitor managers

(Grossman and Hart, 1980; Stulz, 2005), allowing managers to pursue their own goals, which

can lead to more pronounced principal-agent problems (Jensen and Meckling, 1976).3

Because low ownership concentration makes monitoring more difficult, a positive relation

between ownership concentration and firm performance is expected. Shleifer and Vishny

(1986) show that large shareholders play an important role in increasing firm value and that

the share price of the firm increases with the proportion of shares held by large shareholders.

Consistent with this view, we hypothesize that more concentrated ownership improves the

capacity to monitor managers, increasing the alignment of shareholder and manager interests

and reducing the possibility of discretionary resource transfers to employees. Less closely

monitored managers have more discretionary power to allocate resources when firms have

more funds available. More transfers to employees may increase the management’s prestige

among employees and provide a more pleasant work environment despite possible reductions

in firm profits and share prices.

Briefly, the possibility and power to monitor managers is reduced when ownership con-

centration is low (Grossman and Hart, 1980). This lower monitoring capacity promotes

larger transfers of resources to employees when there are more resources available as long as

managers obtain benefits from better-paid employees. This discussion leads to hypothesis 4

(H4).

H4: The positive effect of an exogenous increase in the price of the firm’s product on the

value captured by employees is larger when the firm’s ownership is less concentrated.

Our theoretical framework and hypotheses are summarized in Figure 3.1.

3Regardless of the benefits of improved monitoring and reduced principal-agent problems between share-
holders and managers, concentrated ownership may increase conflicts of interest between controlling and
minority shareholders, exacerbating the difficulty of assuring that minority shareholders are not expropri-
ated and that inefficient activities will not be performed (La Porta et al., 1998; Morck, Shleifer, and Vishny,
1988).
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3.3 Empirical setting

Our empirical setting is the copper mining industry. We have detailed information about

the performance and characteristics of the main copper mines in the world. To better

understand our setting, it is useful to briefly explain the basic phases of the most common

copper production process. The first phase involves mining the ore (the rock that contains

the metal). This step is performed in either open pit or underground mines. Whereas the

extraction method is the same for all open pit mines, different mining methods can be used in

underground mines, and the selection of one over another depends on economic and geological

factors. The second phase, milling, involves crushing of the ore to obtain a powder that,

after being mixed with chemical reagents, is deposited in flotation cells from which copper

concentrate is obtained (copper concentrate is approximately 30 percent copper). The next

phases are smelting (to remove impurities) and refining (to obtain other valuable metals if

they are present at this stage). At the Our empirical setting is the copper mining industry.

We have detailed information about the performance and characteristics of the main copper

mines in the world. To better understand our setting, it is useful to briefly explain the basic

phases of the most common copper production process. The first phase involves mining

the ore (the rock that contains the metal). This step is performed in either open pit or

underground mines. Whereas the extraction method is the same for all open pit mines,

different mining methods can be used in underground mines, and the selection of one over

another depends on economic and geological factors. The second phase, milling, involves

crushing of the ore to obtain a powder that, after being mixed with chemical reagents, is

deposited in flotation cells from which copper concentrate is obtained (copper concentrate

is approximately 30 percent copper). The next phases are smelting (to remove impurities)

and refining (to obtain other valuable metals if they are present at this stage). At the end

of these processes, 99.95–99.99 percent pure copper is obtained.

Metals such as silver, lead and zinc are regularly found in copper ore. These metals

are separated during either the concentration (lead and zinc) or the refining and smelting

phases (silver) (Ayres, Ayres, and Rade, 2002). The mining and crushing steps are necessary

processes common to all metals found in the ore. Table 3.1 shows the main metals present in

the ore treated by copper mines in our sample. On average, copper accounts for 65 percent

of net revenues.

The copper mining industry provides a good setting in which to study the factors that

affect the value appropriated by employees. First, mines are almost certainly price takers.
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For instance, copper is a homogeneous product that is traded in the worldwide market,

and no producer controls a large share of annual extraction (Ericsson and Massey, 2011).

Thus, unilateral market power appears to be absent, and coordinated oligopoly action seems

unlikely.4 Copper producers recognize that the industry is highly competitive and that

financial performance depends heavily on the international price of copper (Corporation,

2009).

Second, during the period covered by our data (2000 to 2008), the prices of copper and

other metals produced by copper mines changed dramatically. From a stable copper price of

approximately one dollar per pound between 2000 and 2003, the price jumped to 2.5 dollars

per pound in 2004, remaining at a price higher than three dollars per pound in 2005 and 2006

and declining thereafter. Thus, the period of nine years considered in our sample includes

different subperiods. Additionally, our database includes information on 157 mines located

in 30 countries, which provides variation in labor regulations and employee opportunity costs

in different geographic regions and over time that is worth analyzing.

Finally, our setting is also interesting because labor in the mining industry has been

characterized as active in terms of worker organization and disputes with management (U.S.

Congress Office of Technology Assessment, 1988). There is evidence that in the U.S., mine

employees receive better compensation than employees with comparable skills in other in-

dustries (Itkin, 2007). A higher employee compensation creates pressure on management

to reduce labor costs and switch to less labor-intensive technologies (U.S. Congress Office

of Technology Assessment, 1988).5 As Table 3.2 shows, after consumables – which include

maintenance parts, diesel, and inputs such as chemical products used in the production

process – labor is the second-largest cost for mining companies.6

4Copper mining companies face several constraints that preclude their ability to modify output in the
short term. High operational and startup costs make it difficult to decrease or stop operations for short
periods, while the need for large investments to expand capacity makes it difficult to increase production in
the short run (Mikesell, 2011).

5According to the Occupational Wages around the World database (WDR, 2013), industries related to
the extraction of natural resources such as coal mining, petroleum, and other types of mining generally
pay above the median wage between 2000 and 2003. Starting in 2004, the rank of these industries improved
significantly, and for most of the remaining of the period, the average earnings of employees in these industries
increased in both absolute and relative terms.

6The decrease in the average number of employees per mine over the years is explained by the entry of
smaller mines with fewer employees and not by a decreasing number of employees at the mines that were
operating at the beginning of our sample period.
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3.4 Data and descriptive statistics

Our data come from different sources. Brook Hunt, which is now part of Wood Mackenzie,

a leading consulting company in the metal and energy industries, provides detailed financial

and operational information for the largest copper mining companies in the world. Informa-

tion for each mine includes, among other things, the year in which the operation started,

estimated year of closure, mining methods used, ores mined, metals present in ore, tons

of concentrate produced, revenue, cost breakdowns for mining and milling, depreciation of

physical assets, energy and fuel consumption, number of employees, average earnings, and

total hours worked. Other sources of data are provided in the variable definitions below.

Before the application of any filter, the database comprised the activities of 164 mines

operating in 34 countries from 2000 to 2008. The full sample of mines includes 1,086 mine-

year observations. Given that mines can start or stop producing at any point during the

period under study, we have an unbalanced panel of firms. All monetary variables are

reported annually in US dollars (USD). Hereafter, mines and years are denoted by the letters

i and t, respectively.

3.4.1 Dependent variable

Average Earnings. Our dependent variable is the average annual earnings per employee at

mine i in year t. This is the actual average compensation received by employees after all social

security costs and taxes have been deducted. We choose this measure because it does not

include the effects of laws that might affect employees’ pre-tax income via changes in payroll

deductions that are the responsibility of employers. Our variable includes bonus payments

made in year t by mine i to its workers, if any. By examining how average earnings change

over time, we can better understand the effects of price variations in the firm’s product on

the actual value captured by employees. In general, an employee appropriates more value

when she receives higher compensation for a similar amount of work.

3.4.2 Independent variables

Price. This variable reflects the exogenous shock that mining companies experienced during

the period under study. Instead of considering one price for all mines, we take into account

that ores can contain different compositions of valuable minerals. Thus, we compute a price

per ton of ore mined, which is specific to each mine-year, since the composition of minerals
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found in the ores extracted could change from mine to mine and even from year to year.

To compute this variable, we multiply the average quantity of each mineral found per ton

of rock mined by its international price, as reported by the Chilean Ministry of Mining and

the World Bank. Given that almost 100 percent of the mines in our sample produce some

copper, in Figure 3.2, we show the evolution of the average of our measure of price and the

international price of copper between 2000 and 2008.7 As can be seen, the patterns of prices

are similar.

Labor regulations. Our measures of labor regulations come from the Executive Opinion

Survey (EOS), whose results are included in the Global Competitiveness Report (GCR)

prepared by the World Economic Forum (WEF). The GCR includes hard data, such as

economic indicators and demographic information, along with country scores for each of the

dimensions of the EOS. Executives around the globe are contacted through partner institutes

responsible for administering the survey in each country following precise guidelines with

respect to the sampling process. Respondents evaluate each question on a 7-point Likert

scale ranging from 1 to 7, where 1 represents the worst scenario. Data from the GCR

and EOS have been used in recent academic research on labor regulations (Belenzon and

Tsolmon, 2016; Freeman, Kruse, and Blasi, 2008; Sleuwaegen and Boiardi, 2014). The

raw data obtained from the surveys are screened to detect issues with the answers (e.g.,

surveys that are not at least 50 percent complete are discarded) and to ensure that answers

are representative of the overall sample from a country (i.e., detection of outliers using a

multivariate test and z-scores).

Consistent with our theoretical developments, we examine variables related to wage de-

centralization, hiring and firing, and pay and productivity. These variables have been con-

sidered in other cross-national studies of labor practices (Freeman, Kruse, and Blasi, 2008).

Table 3.3 provides the actual wording of each question.

Wage decentralization: The wage bargaining process can be centralized (e.g., at the

industry level) or conducted independently by each firm. A high value of wage decentraliza-

tion implies a more decentralized negotiation process.8 Flexibility of hiring and firing:

This variable measures the flexibility of companies to hire and to fire workers, where a higher

value implies more flexibility. Pay and productivity: A higher value of this variable im-

7There is only one mine in our sample that does not produce copper between 2000 and 2008.

8This variable is called wage flexibility in the EOS.
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plies that wages are more closely correlated with worker productivity.

Since the questions from the EOS are rated on a 1 to 7 scale, we use the raw scores for each

question as our measures of labor regulation. Table 3.4 shows the descriptive statistics of the

variation in labor regulations between and within countries. For example, the average wage

decentralization for the full sample is 5.243, with a minimum value of 2.1 and a maximum

value of 6.206. Additionally, the minimum value and maximum value of the average mine

are 2.673 and 6.085, respectively. The “within” row shows the minimum and maximum

deviation of a mine from its average. For instance, the largest negative deviation of a mine

from its own average is -0.944, whereas the largest positive deviation is 0.903. The standard

deviation of this variable (the “within” standard deviation) is 0.205, whereas the standard

deviation of the average value per mine (the “between” standard deviation) is 0.725.9

State ownership. To measure state-ownership, we use a continuous variable ranging

from 0 to 1, where a higher value indicates more state ownership (a value of zero implies

no state ownership – i.e., the mine is completely private owned – while a value of one

indicates that the state is the sole owner of the mine). To determine the percentage of state

ownership, we reviewed the name and percent ownership of each shareholder for each year

in our database. To provide a more complete measure of state ownership, we computed

the total participation of a state in a mine by adding its direct and indirect participation.

By indirect participation, we mean the percentage of state ownership through another firm.

For example, let us consider the Chambishi mine in 2008. Chambishi is located in Zambia,

and it had two owners at that time: China Non-Ferrous Metals (85 percent) and ZCCM

(15 percent). In 2008, the Zambian government owned 77.7 percent of ZCCM. Thus, state

participation in Chambishi in 2008 was recorded as 11.7 percent (0.85ˆ 0.77).

We do not incorporate the state-ownership variable as a stand-alone regressor because

of its almost nonexistent variance within mines. Including the main effect of the state-

ownership variable would capture specific mine characteristics for which there is variation in

the percentage of state ownership, making its interpretation specific to those mines rather

than providing a generalizable estimate of the effect would be in the population. Thus, we

incorporate the state-ownership variable as an interaction with the price to measure how

the value appropriated by employees is affected by changes in the price of metals. Table 3.5

9In all cases, the between standard deviation is greater than the within standard deviation, meaning that
there is more variability across mines than within mines. Because we estimate our models using mine fixed
effects, we only exploit the within variation to identify our parameters.
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presents some descriptive statistics relative to our state-ownership variable.

Ownership concentration. To compute this variable we analyzed the complete owner-

ship structure of each mine in each year and computed a Herfindahl-Hirschman index (HHI)

of ownership concentration, which equals the sum of the squares of the individual owner-

ship percentages. We consider a continuous variable in which a higher HHI value implies

higher ownership concentration. Table 3.6 presents more detailed descriptive statistics for

this variable.

Controls. To capture the potential effects of extended work hours (overtime) on average

annual earnings per employee, we control for the average number of hours worked per em-

ployee. Since mines can also change the number of employees hired in response to variations

in price, we include the total number of employees per mine. Additionally, we control for

the presence of subcontractors in mine i’s operations using a dummy variable to catch any

effect on average wages.

We also control for the average amount of ore treated per employee each year to better

isolate the effect of price variations on employee earnings from that of productivity changes

(Berchicci, Dowell, and King, 2012). Mine age, computed as the number of years since

the mine started its most current operations, is included as a control given the observed

relationships between firm age and performance, innovation, and business life cycle (Loderer

and Waelchli, 2010; Phene, Fladmoe-Lindquist, and Marsh, 2006; Shan, Fu, and Zheng,

2016). Since mines differ greatly in the amount of capital they have available for operations,

we also control for the total depreciation cost per worker (Koch and McGrath, 1996).10

Because all values reported in USD and employee earnings are usually expressed in local

currency, part of the observed change in our dependent variable might reflect exchange rate

variation. Additionally, in some countries, earnings are tied to an inflation index to preserve

purchasing power in presence of widespread price increases. To control for exchange and

inflation rate variation, we include the natural logarithm of the exchange rate (in terms of

the quantity of local currency needed to buy one USD) and the natural logarithm of the

10The depreciation value includes depreciation costs of equipment related to the mining and milling stages
as well as depreciation of the smelting and refining phases if the mine is vertically integrated (these are the
next two steps in the process of obtaining refined copper). Unfortunately, this is the best proxy we could
find for the capital intensity of the mine. Since our models also consider mine fixed effects to control for
time-invariant characteristics of the mines, we believe that characteristics such the vertical integration of
refined copper production will be captured by these fixed effects, which partially alleviates our concerns
about this control variable.
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inflation rate (measured as a percentage).11

To control for the evolution of a country’s gross domestic product (GDP) of the natural

resources sector, we include GDP per capita in current prices multiplied by the percentage

of rents explained by natural resource activities in each country as reported by the World

Bank. Although this measure will not control for the actual GDP per capita of the natural

resources sector (since we do not have the aggregate number of workers employed in each

country), we expect this variable to help us capture – to some extent – the evolution of the

true GDP per capita of the natural resources sector in the countries included in our sample.

As actual measures of opportunity costs are hard to find, to control for workers’ oppor-

tunity costs, we use the unemployment rate in year t for the country in which mine i is

located as a proxy for variation in employee opportunity costs. A higher unemployment rate

is understood as a lower opportunity cost for a hired worker, decreasing the attractiveness

of leaving the mining company (Burdett and Mortensen, 1998; Shapiro and Stiglitz, 1984).

A lower unemployment rate implies an increase in the employees’ opportunity cost because

it is less difficult to find a job elsewhere. The data on unemployment rates come from the

World Bank.

Year fixed effects, although common in econometric models with panel data, are not

included in our models. Although our price variable is not a perfect linear combination of

year fixed effects, much of the overall trend in mineral prices is captured by year fixed effects

if they are included in our models. Therefore, the inclusion of year fixed effects would hinder

us from analyzing the impact of price variation on the value captured by employees, which

is a major goal of our study.

Even though we have included a reasonable number of mine-level controls, differences

in available resources, quality of management, and employee human capital are examples of

controls not included in our models that are time-invariant characteristics of the mines. To

control for these potentially important variables, we use mine fixed effects in all of our specifi-

cations. The inclusion of mine fixed effects prevents us from introducing other time-invariant

variable into our models, especially dichotomous variables that represent characteristics that

do not vary over time, such as country fixed effects. Table 3.7 summarizes the variables

considered in our study and their sources.

11Given that a logarithmic transformation cannot take a negative argument and to avoid losing observations
in countries that experienced negative inflation rates, we add a base value of two to the reported inflation
rates before computing the logarithmic transformation. In our database, five observations have reported
inflation rates of less than zero.
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Table 3.8 presents summary descriptive statistics for the observations included in the

final sample. For an observation to be included, we require complete information for all

the variables in the regression model. As a result, our final sample includes 983 mine-year

observations. Table ?? shows the pairwise correlation matrix of the variables considered in

this study.

The composition of mines and countries considered in our final sample is shown in Ta-

ble 3.9. Approximately 33 percent of the countries have only one mine operating during the

study period (when we consider countries with one or two mines, this percentage increases to

50 percent). This is a reflection of the geographical distribution of copper producers rather

than negative or biased coverage of our data (Copper’s top 10 Countries and Companies).

3.5 Econometric model

We consider two equations to test our hypotheses about the relationships between the value

appropriated per employee and our selected explanatory variables.

AverageEarningsit “ α ` βRock Priceit ` λConcentrationit

`

3
ÿ

l“1

ωlLRlit `

10
ÿ

j“1

θjControljit ` ui ` εit. (3.1)

In Equation 3.1, β represents the average impact of the price on earnings per employee.

The λ term summarizes the effect of our ownership concentration variable on average earn-

ings. The coefficients ωl capture the impact of the variables that measure labor regulation

characteristics (LRlit). The effects on our dependent variable of our group of control vari-

ables are captured by the θj parameters. As mentioned in the previous section, mine fixed

effects (ui) are included in our model to control for time-invariant characteristics that might

affect the value appropriated by employees. The idiosyncratic error term in our model is

denoted by εit.
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AverageEarningsit “ α ` β1Rock Priceit ` λ1Concentrationit

`β2pRock Priceit ˆ State Participationitq

`λ2pRock Priceit ˆ Concentrationitq

`

3
ÿ

l“1

ωlLRlit `

3
ÿ

l“1

ρlpRock Priceit ˆ LRlitq

`

10
ÿ

j“1

θjControljit ` ui ` εit (3.2)

Equation 3.2 expands 3.1 by incorporating interaction terms between price and our vari-

ables that measure ownership concentration (λ2), state ownership (β2), and labor regulations

(ρl).

3.6 Results

To make our estimates easier to interpret, we mean center all of our variables of interest

by taking the average and subtracting it from the original value. This re-parameterization

does not affect the estimates of the interaction effects, but the coefficients and interpretation

of the main effects of the variables that interact with our price variable do change, since

they now reflect the effect of each variable when the price takes on its mean value (Jaccard,

Turrisi, and Wan, 1990). This centering occurred after the variables were log-transformed,

with exception of the presence of contractors, variables related to labor regulations, and our

state-ownership regressor, which are included in our models without log-transformation.

3.6.1 Equation 1

We can appreciate the positive impact of price on average earnings per employee. Since

all of our variables of interest —with the exception of those related to labor conditions—

have been log-transformed, we can interpret the estimated coefficients as elasticities. In the

case of price, a 100-percent increase in the average price is associated with an increment
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in average earnings of approximately 15.5 percent (column (1)).12 This result is highly

significant, confirming hypothesis 1. We also found that, in general, more flexibility (in

terms of hiring and firing policies and the sensitivity of employee earnings to productivity)

is, on average, positively related to employee earnings in the mining industry and that

ownership concentration does not affect employee compensation.

With respect to our control variables, an important result is associated with the oppor-

tunity cost of labor. We found that a 100-percent increase in the unemployment rate is

associated, on average, with a reduction in average earnings of approximately 19 percent.

3.6.2 Equation 2

In the full model reported in column (2) of Table 3.10, the interactions between labor reg-

ulations and price are statistically significant. The negative interaction between wage de-

centralization and price (p-value less than 0.001) indicates that companies that negotiate

directly with their employees (instead of relying on a centralized bargaining process) are

able to reduce the positive impact of an increase in the price on employee earnings. On

the other hand, the positive and significant coefficients of the interactions of (i) price and

pay and productivity and (ii) price and hiring and firing (p-values of 0.03 and 0.026, respec-

tively) show that the more closely wages are tied to productivity and the more flexible are

the regulations associated with hiring and firing, the higher the positive impact of changes

in price on employee earnings. These results provide support for hypotheses 2a and 2c but

not for hypothesis 2b.

Figure 3.3 presents three graphical depictions of the marginal effect of price on yearly

earnings as a function of the actual observed values of wage decentralization, hiring and firing,

and pay and productivity.13 For example, keeping everything else at its mean value, when

wage decentralization takes on its lowest value (i.e., centralized negotiations), a 100-percent

increase in price is, on average, associated with an increase of almost USD 7,500 in employee

earnings, whereas when individual mines are able to negotiate with their employees directly,

the same change in price raises earnings by approximately USD 800. When regulations

regarding the hiring and firing of employees take on the highest value observed in our sample

(i.e., more flexibility), a 100-percent increase in price is, on average, associated with an

12This 15.5 percent comes from the following expression: exp0.144´ 1.

13Marginal effects were computed by fixing all other variables at their full-sample mean values.
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increase in employee earnings of almost USD 4,500, whereas the effect of the same increase

in price on employee earnings is approximately USD 700 for low values of hiring and firing

flexibility. When employee wages depend greatly on productivity, a 100-percent increase

in the price raises yearly wages by approximately USD 4,000. However, for low values of

pay and productivity, i.e., when wages are mostly fixed, the impact of price on earnings is

statistically indistinguishable from zero at the 95 percent confidence level. The graphs in

Figure 3.3 were computed assuming that all other variables are fixed at their sample means.

However, extreme values of wage decentralization, low flexibility of hiring and firing, and a

low correlation between pay and productivity are related to cases in which workers capture

little to none of the extra value generated by firms when the price of the products they sell

are affected by a positive exogenous shock.

The estimated effect of the interaction between price and state ownership is positive and

statistically significant (p-value less than 0.001) in our full model (column (2)). Using this

last estimate, when the government is the only owner of a mine, the impact of a 100-percent

increase in the price of minerals extracted by that mine on employee earnings increases

by approximately 10 percentage points compared to the case of no government ownership.

This result is consistent with different CEO motivations and shows that employee earnings

increase more in state-owned companies than in fully privately owned companies following

an improvement in the firm’s financial prospects, providing support for hypothesis 3. We did

not find any statistical effect of ownership concentration on employee compensation; thus,

we do not find support for hypothesis 4.

In columns (3) to (6), we present the estimates of the models in Equations 3.1 and 3.2

using the estimated average earnings for production employees (those engaged in the mining

and milling steps of the production process) and general and administrative (G&A) or clerical

employees.14 In general, the results are consistent for both types of workers. However, one

interesting difference can be appreciated in terms of the main effect of price in columns (4)

and (6) of Table 3.10. For production workers, the main effect of price when the interacted

variables take on their mean values is positive and highly significant (p-value of 0.018),

whereas this coefficient is indistinguishable from zero in statistical terms when the earnings of

G&A workers are used instead. While productive workers enjoy, on average, an increase of 20

14The earnings for these two types of workers are not reported directly in our database, so we had to
estimate them using information on labor costs per function, productivity, and hours worked. For nine
observations, we could not estimate the earnings, so we opted to exclude those observations from these
analyses.
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percent in earnings if they live in a country with “average” levels of ownership concentration,

state ownership, and labor regulations, G&A workers only experience pass-through of 3.2

percent. This result reflects that different types of workers are affected differently by the

same shock to the firm’s product prices.

3.6.3 Robustness checks

To ensure that mines that started or stopped operations at some point between 2000 and 2008

are not driving our results, we divide our sample into two main groups: mines that operated

over the whole period (nine years) and those that did not. This latter group includes the

following mines: (i) operating before 2000 and stopped before 2008; (ii) started operations

after 2000; or (iii) stopped operations after 2000 but resumed then before 2008. Our results

show that the main conclusions drawn from the full database do not change when the subsets

of mines with fewer than nine years of data are excluded (see column (7) of Table 3.10).15

Additionally, we check whether countries with one or two mines could be driving our results.

We re-estimate the full model considering only countries with three or more mines operating

between 2000 and 2008. The results obtained for this subsample —presented in column (8)

of Table 3.10— are in line with those presented in column (2).

To check the robustness of our results to the relative presence of copper, we re-estimate

our models considering only mines for which copper represent over 50 percent of revenues

(column (9)). In this case, we use the price of copper as an independent variable and control

for the total percentage of copper of mine revenues. The results remain quite similar to the

estimates in column (2).

Up to this point, we have implicitly assumed that wages are determined in the same year

that institutional changes occur. However, it is possible that variations in labor regulations

do not have contemporaneous effects on earnings but lagged effects (i.e., the full impact of

these changes are observed in future rather than in current average earnings ). Column (10)

of Table 3.10 presents the results of our full model (Equation 3.2) considering lagged values

of our labor regulation variables. The estimates obtained from these specifications are in line

15The total number of observations is not a multiple of nine since an observation included in our sample
was required to have complete information for all the variables in our models. Therefore, although one
mine could have operated during the nine years covered by our database, if in one of the years has missing
information for at least one of the variables we consider in our regressions, that observation is automatically
discarded.

148



with those presented in column (2) in terms of both the point estimates and their statistical

significance.

In column (11), we re-estimate the full model (Equation 3.2) using the average cost per

worker as the dependent variable, with the percentage of on-costs of the total cost as an

additional control.16 The main results and statistical significance remain similar to those of

the main specification.17

We also analyze whether factors other than those studied in this article might be af-

fecting location decisions, such as natural and geological characteristics. For example, some

deposits might be so convenient that their exploitation can be undertaken without other ma-

jor considerations relative to – for example – labor regulations and/or ownership structure.

To check for this possibility, we took the top 50 percent of mines in terms of the value of ore

extracted at the start of the study period and re-estimated our main specification using this

subsample. The results obtained are in line with those presented in Table 3.10.18

3.7 Discussion

The division of value between economic actors is a key issue in the analysis of heterogeneity

in firm performance. Economic actors usually seek to appropriate higher shares of the value

generated in an exchange; for example, employees want higher wages, suppliers try to obtain

higher prices for their inputs, and shareholders seek higher stock prices or profits. Although

the strategic management field has been concerned with the appropriation of value in or-

ganizations since its emergence, only recently have scholars started considering stakeholders

other than shareholders in their analyses (Greenan2014; Bennett, 2013). This considera-

tion has led to a need for broader empirical analysis of who appropriates the value generated

16This variable includes the average earnings and bonuses received by employees plus on-costs, such as
insurance contributions and other social security expenses (that are the responsibility of the employer).

17In our baseline scenario, we use a continuous variable ranging from 0 to 1 to measure state ownership.
However, and consistent with the body of literature (Inoue, Lazzarini, and Musacchio, 2013; Musacchio
and Lazzarini, 2014; Tian and Estrin, 2008) that argues that the participation of the state in managerial
decisions matters only when the state has at least some minimum percentage of ownership, we re-estimate
our models considering that state ownership only when the participation of the state is greater or equal to
10 percent and 20 percent, respectively. The results obtained by using these different thresholds remain the
same. These estimates are available from the authors upon request.

18These results are available from the authors upon request.
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by a firm and the determinants of that value.

In this article, we focus on the value appropriated by employees and empirically demon-

strate that institutional variation impacts the value captured when there is an exogenous

change in the price of the firm’s product. We focus on the impact of price on average com-

pensation instead of other options, such as the labor percentage of total costs, because a

dependent variable in the form of average salary allows us to analyze how an exogenous

shock in prices affects the value captured by employees independently of other costs and of

which stakeholders benefited (or suffered) from the change in price. In industries in which

employees are important stakeholders (such as mining), understanding the determinants of

worker compensation is a necessity for both managers and shareholders.

Our results show that a centralized bargaining process increases the bargaining power

of employees and that this increase in power becomes more important when the size of the

pie to be distributed increases. The positive effect of more flexibility of hiring and firing

on the value appropriated by employees when there is a positive shock to revenues was not

consistent with our predictions and shows that with more flexibility, firms have to pay more

to retain their employees and to hire from outside when firm prospects improve. Our findings

also suggest that when the price of a firm’s product increases, workers are able to appropriate

more of the value generated by the firm.

Consistent with different CEO motivations in SOEs and POEs, and thus contributing to

our understanding of the effects of ownership on value appropriation, we find that the value

appropriated by employees after an increase in the exogenous price of the firm’s product is

higher in companies with state ownership. However, our results show that concentration

of ownership does not influence the change in value appropriated by employees, possibly

indicating that more monitoring from large shareholders does not change employee compen-

sation or that the benefits obtained by managers from better paid employees do not differ

from those obtained by shareholders. Overall, we conclude that depending on regulations

and ownership structures, and although they may lack formal residual-claimant rights (Coff,

1999; Fama and Jensen, 1983), employees can still capture a relevant share of the addi-

tional value obtained by firms when companies experience positive shocks to the prices of

the products they sell.

Our findings, which are robust to different measures of variables and econometric spec-

ifications, suggest that employee compensation is not the only answer to changes in value

generated by firms. Another response to increasing output prices is the opening of new
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mines. This is coherent with the conjecture that there is more entry when prices increase.

Higher prices support the entry of mines for which there are higher extraction costs and

the extraction of minerals from higher cost deposits in current mines, affecting the marginal

product of labor. Other firm responses to higher output prices include adding capital and

extracting larger quantities from existing veins. Our econometric modeling controls for all

of these factors.

For managers and investors, our work highlights the importance of institutional and

ownership variables in the determination of the distribution of value between a firm and its

employees. As firms move across countries and have different ownership arrangements and

partners, we need to consider how the institutional characteristics of countries might affect

value appropriation by different stakeholders. Choices such as the locations and types of

companies in which to invest should consider how the allocation of value among stakeholders

changes following shocks that affect the value captured by a firm as a whole. For instance,

shareholders of firms with positive future expectations about the prices of their products may

prefer to enter markets in which salary negotiations are not centralized or where partnership

with the local government is not obligatory.

Several avenues for further research stem from this study. First, we only analyze the

effect of an exogenous shock to the price of the firm’s product on the value appropriated

by employees. It would be interesting to analyze the effects of similar shocks to the value

captured by other stakeholders. Second, a more detailed analysis of the main institutional

determinants of value generation and appropriation is needed. Because more complete sets of

indicators of the quality of labor regulations are being developed, researchers should soon be

able to provide more comprehensive explanations of the ways institutions shape bargaining

power and influence the value captured by each party. Finally, the analysis of the effect of

ownership type on the value appropriated by different stakeholders deserves further attention.

Ownership differs not only in terms of concentration and in private versus state ownership

but also in whether firms belong to a business group, for example.

Our work has several limitations. First, we analyze a specific industry. It would be

interesting to compare our results with those of other industries with exogenously driven

variation in prices or other relevant variables. As mentioned previously, given that em-

ployees in the mining industry have been characterized as active in terms of disputes with

management (U.S. Congress Office of Technology Assessment, 1988), we should be cautious

when generalizing our results to employees in other industries. Second, our dataset covers a
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relatively short period (2000 to 2008). Although an important structural change in copper

prices occurred during that period, it would be informative to analyze value appropriation

by different stakeholders over a longer period. Third, it would be interesting to determine

whether the conclusions of our analysis can be extrapolated to other exogenous shocks that

might affect the firm’s value appropriation process, such as shifts in the prices of inputs

driven by technological change. Fourth, despite controlling for a vast set of variables, it

is not possible to completely disregard the possibility that the results can be explained by

other factors that change contemporaneously with prices.

In sum, we hope that our study provides relevant results and motivates the development

of a more comprehensive theory of value appropriation, encouraging future investigations

into the sources of variation in bargaining power among firms and suppliers. This endeavor

is especially relevant given that the distribution of economic value is a fundamental concern

in the history of economic thought (Asher, Mahoney, and Mahoney, 2005) and that empirical

work in this field is still in its infancy (Gans and Ryall, 2017).
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Table 3.1: Metals in ore.

Metal Occurrence

Copper (Cu) 99%
Silver (Ag) 80%
Gold (Au) 70%
Zinc (Zn) 33%
Lead (Pb) 17%
Molybdenum (Mo) 14%
Cobalt (Co) 11%
Nickel (Ni) 6%

N = 983. Mines = 157.

Table 3.2: Average percentage of each cost component of the total cost to concentrate per
ton of ore.

2000 2001 2002 2003 2004 2005 2006 2007 2008

Labor 31 30 30 30 29 29 28 27 25
Energy 17 17 17 17 16 16 16 15 16
Consumables 33 33 33 33 33 33 34 34 34
Others 19 19 19 19 20 20 21 23 24

Percentages are rounded to the next whole number; thus, the total
for each year might not add up to 100.

Table 3.3: Labor regulation variables.

Variable Definition in GCR 2008-2009

Wage flexibility “In your country, wages are (1 = set by a centralized bargaining
process, 7 = up to each company)”

Hiring and firing “The hiring and firing of workers is (1 = impeded by regulations,
7 = flexibly determined by employers)”

Pay and productivity “In your country, pay is (1 = not related to worker productivity,
7 = strongly related to worker productivity)”
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Table 3.4: Labor regulation variables: descriptive statistics.

Variable Mean Std. Dev. Min Max

(LR) Wage Flexibility Overall 5.243 0.800 2.100 6.206
Between 0.725 2.673 6.085
Within 0.205 -0.944 0.903

(LR) Hiring Firing Overall 3.886 0.872 1.900 5.897
Between 0.823 2.250 5.454
Within 0.369 -0.917 1.722

(LR) Pay and Productivity Overall 4.387 0.643 2.103 5.900
Between 0.626 2.809 5.447
Within 0.251 -1.085 1.330

N = 983. Mines = 157.

Table 3.5: State ownership variable: descriptive statistics.

Variable Mean Std. Dev. Min Max

State Ownership Overall 0.100 0.262 0.000 1.000
Between 0.236 0.000 1.000
Within 0.037 -0.622 1.000

N = 983. Mines = 157.

Table 3.6: Ownership concentration: descriptive statistics.

Variable Mean Std. Dev. Min Max

Herfindahl-Hirschman Index Overall 8,124 2,515 2.100 10,000
Between 2,228 2.673 10,000
Within 1,161 -4,444 5,884

N = 983. Mines = 157.
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Table 3.7: Variables and sources.

Variable Summary Source

Average Earnings Average annual earnings per
worker (including bonus pay-
ments)

Brook Hunt

Price International prices of miner-
als times presence of minerals
per ton of ore mined

Cochilco (Chile’s Ministry of
Mining) / World Bank –
Brook Hunt

Unemployment Country’s unemployment
rate

World Bank

Labor Regulations Wage decentralization (wage
flexibility), flexibility of hir-
ing and firing, and pay and
productivity

Global Competitiveness Re-
port (World Economic Fo-
rum)

State Ownership Sum of direct and indirect
participation of a state in a
mine’s ownership

Brook Hunt / Own computa-
tions based on financial state-
ments and public sources

Ownership Concentration Herfindhal-Hirschman index
of concentration

Own computations (see
above)

Controls Number of hours worked, ore
treated, and depreciation cost
per worker, number of em-
ployees, presence of contrac-
tors, on-costs (for models that
consider total cost per em-
ployee), and mine age

Brook Hunt

Controls Inflation rate; average ex-
change rate, GDP per capita
(current prices); rents of nat-
ural resources sector as per-
centage of GDP

World Bank
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Table 3.8: Summary descriptive statistics.

Variable N Mean Std. Dev. Min Max

Average Earnings 983 27401.5 21940.99 246 120300.05
Average Hours Worked 983 1994.23 386.08 60 2864
Number of Employees 983 1885.97 4562.45 18 48750
Ore Treated per Worker 983 10098.61 12867.16 59.91 63832.84
Depreciation per Worker 983 37818.61 46557.2 190.24 437021.91
GDP (Nat. Res.) 983 1140.31 1338.85 6.75 6383.66
Mine’s Age 983 30.98 30.54 0 116
Exchange Rate 983 6887.47 92582.32 0.68 1507226
Inflation 983 5.1 5.19 -1.11 54.87
Contractors 983 0.14 0.35 0 1
On-costs 983 40.82 12.6 8 133
Unemployment 983 8.14 5.03 2.3 37.6
Rock Price 983 121.11 146.62 6.59 1654.68
Herfindahl Index 983 8123.51 2516.28 2096.43 10000
State Participation 983 0.1 0.26 0 1
LR: Wage Flexibility (GCI) 983 5.24 0.8 2.1 6.21
LR: Hiring and Firing (GCI) 983 3.89 0.87 1.9 5.9
LR: Pay and Productivity (GCI) 983 4.39 0.64 2.1 5.9

Table 3.9: Countries and mines.

Country Mines Obs. Country Mines Obs.

Argentina 1 9 Mongolia 1 4
Australia 22 147 Morocco 1 7
Botswana 2 14 Namibia 2 14
Brazil 3 16 Peru 10 67
Bulgaria 2 18 Philippines 5 19
Canada 26 159 Poland 1 9
Chile 16 123 Portugal 1 9
China 4 29 Russia 4 31
Congo D.R. 7 13 South Africa 4 27
Finland 1 9 Spain 2 2
India 1 9 Sweden 4 34
Indonesia 2 18 Turkey 1 9
Kazakhstan 7 23 USA 12 83
Mauritania 1 3 Vietnam 1 3
Mexico 5 35 Zambia 8 40
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Figure 3.1: Summary of theoretical framework and hypotheses.

Figure 3.2: Price variable and international price of copper between 2000 and 2008.
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Figure 3.3: Marginal effects of price on earnings (95 percent confidence intervals).
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