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Abstract

Machine learning approach to observability analysis of high-dimensional

nonlinear dynamical systems using Koopman operator theory

by

Shara Rhagha Wardhan Balakrishnan

Nonlinear systems can be decomposed into observable and unobservable subsystems

in theory, but achieving this decomposition in a data-driven framework is challenging.

Koopman operators enable us to embed nonlinear dynamical systems in high-dimensional

function spaces. In this thesis, we explore how the observable decomposition of linear

Koopman models relates to the observable decomposition of nonlinear systems and show

how this decomposition can be achieved in a data-driven setting. In a model biological

soil bacterium, Pseudomonas putida, we use a deep neural network approach to learn

Koopman operator representations to model the gene expression-phenotype dynamics.

Using the Koopman observable decomposition, we identified 18 out of 5564 genes in

Pseudomonas putida, which impact the growth phenotype of the bacterium in R2A

media. We use CRISPRi for multiplexed targeted gene regulation and show that 80%

of the gene targets have the predicted impact on the fitness of the bacterium. Our

results provide a novel machine learning tool to detect critical states that generate desired

outcomes in complex, high-dimensional nonlinear dynamical systems.
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Chapter 1

Introduction

Biological systems are high-dimensional, nonlinear cellular processes. One such system

is the single-celled bacterium, Escherichia coli, found in the human gut. E. coli is a

well-researched organism and is used extensively in biomanufacturing industries in the

production of enzymes [77], rare chemicals [49, 116, 115], and biofuels [53]. A single E.

coli cell has over 4,400 genes that undergo the transcription process to produce mRNA,

which later undergoes a translation process to produce proteins. The proteins react with

metabolically relevant chemical compounds called metabolites to drive various functions

within the cell, like metabolism, growth, and cell division. From a dynamical systems

perspective, a single-celled E.coli is characterized by concentrations of inputs, products,

and intermediates in transcription, translation, protein-metabolite interaction, and any

other chemical reaction that takes place. The dynamics of the cell can be represented by

chemical reaction kinetics which is typically nonlinear. The vastness in the processes that
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takes place with a single cell of E. coli makes it a complex (high-dimensional and non-

linear) dynamical system. Despite the complexity, E. coli is one of the simpler biological

systems.

Researchers explore, exploit and optimize specific reaction pathways of E. coli based

on the intended applications [44, 89]. The field of bioengineering is booming by incor-

porating other bacteria that evolve under different environmental conditions and other

organisms like fungi and bacteriophages with fundamentally different cellular architec-

tures. Bacteria extremophiles in the Grand Prismatic Spring at Yellow Stone National

Park have adapted to high temperatures [96]. Marine bacteriophages interact with ma-

rine bacteria to rewire the metabolic processes and optimize certain pathways [41]. The

unique capabilities of each new organism and the synergies resulting from their interac-

tions are vast and offer endless possibilities for advancement. In such a growing space,

traditional biological approaches to characterizing individual genes and pathways associ-

ated with specific traits might become tedious, and unscalable [111]. There is a need to

accelerate this exploration process.

Machine learning and system identification have advanced to a stage where we can

extract valuable insights about the dynamical processes solely from data. Sensor technol-

ogy has likewise progressed rapidly, offering researchers unprecedented access to data on

the dynamics of various systems. Observability is a fundamental concept in control sys-

tems theory that links the sensor data to the internal state of the system. Observability

analysis has been extensively used to monitor the state of the system [90, 13, 83], esti-
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mate process model parameters [3] and identify optimal locations for sensor placement

[40]. The theory of observability is well established for linear systems [39]. Observability

theory for nonlinear systems is limited to the differential geometric results for analytical

systems [82], and algebraic results for polynomial systems [101]. For nonlinear systems

learned from data, methods are being developed to identify if the system is observable

[113]. The theory to identify the observable subspace decomposition of nonlinear systems

from data-driven models is yet to be established.

Observable subspace decomposition has the potential to facilitate the scalability of

discovering genetic networks in biological systems that drive desired phenotypic behav-

iors. For instance, in the context of breaking down plastic using a single bacterium or a

consortium of organisms, we can measure time-series gene expression and the amount of

plastic breakdown to model the dynamic interaction of genes (states) and their impact

on the plastic breakdown process (output). By asking the observability analysis question

of what internal states of the system can be inferred by the output measurement, we

can identify the most critical genes that significantly influence the plastic breakdown

process. This approach can enable the development of effective strategies for breaking

down plastic and provide a better understanding of how gene interactions result in de-

sired phenotypic behaviors. This approach is applicable to any complex nonlinear system

where we aim to identify the critical states that contribute to the output of the study

from data. These outputs, which we aim to identify the critical states for, are also known

as the performance objectives of the system.
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For a linear system, the performance objective can be treated as the output, and an

observable subspace decomposition results in the minimal system dynamics that drive

the output [119]. Equivalent results have been developed for nonlinear systems using

differential geometry for analytical systems where the governing equations are known

prior [82]. The approach does not extend to systems that are learned from data.

Koopman operator theory is an increasingly popular approach to learning and analyz-

ing nonlinear system dynamics, specifically due to a growing suite of numerical methods

that can be applied in a data-driven setting [87, 74]. Koopman models are promis-

ing because they construct a set of state functions called Koopman observables that

embed the nonlinear dynamics of a physical system in a high-dimensional space where

the dynamics become linear [20]. Koopman models are typically learned from data us-

ing a dimensionality reduction algorithm called dynamic mode decomposition (DMD),

which was developed by Schmid [92]. Extensive research has enabled Koopman models

to increase their predictive accuracy and decrease computational complexity. Koopman

models serve as a bridge between nonlinear systems and high-dimensional linear models,

making them particularly helpful for extending linear notions to nonlinear systems in ap-

plications such as modal analysis [73, 99, 70], construction of observers [98, 97, 4, 113, 80]

and development of controllers [87, 54, 88, 114, 46].

Koopman operator approaches are commonly used to learn the underlying dynamics

by combining all sensor measurements into a single dataset. This method is observed in

systems such as traffic dynamics [6, 62], human gait [15, 47, 28], and robotics [34]. These
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approaches do not differentiate between state measurements and output measurements.

Koopman operators have been extended with output equations for various applications,

such as observer synthesis [97, 98, 4], optimal sensor placement [37, 36], and quantifying

observability of nonlinear systems [113]. These methods are theoretical and operate

under the assumption that the outputs lie within the span of Koopman observables, yet

there is no established theory on when this assumption holds. Additionally, there are no

existing algorithms to learn output-inclusive Koopman models from data as Koopman

models are generally obtained by either using direct state measurements [108, 38, 65] or

delay-embedded output measurements [9, 10, 5]. Furthermore, the process of utilizing

Koopman operator models learned from data to estimate the observable decomposition

of the nonlinear system has yet to be established.

This thesis develops the theory and algorithms that enable the extension of Koop-

man operator models to include output equations and establish a connection between

the linear observable decomposition of Koopman operators and the geometric observable

decomposition of nonlinear systems. Chapter 2 introduces the required mathematical

preliminaries and notations. Chapter 3 delves into sensor fusion theory and algorithms

using Koopman operators, where Koopman operator models can incorporate both state

dynamics and output equations by fusing the state and output measurements. Chapter

4 proposes theorems that connect the geometric observable decomposition of nonlinear

systems to the linear observable decomposition of Koopman models and propose methods

on how to infer the internal states that impact the performance objective of the system.
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Chapter 5 considers the growth of the soil microbe, Pseudomonas putida under various

growth conditions. The dynamics of the population growth measurement are modeled by

considering delay embedded representations of the measurement and learning Koopman

operator models using the novel Causal Jump Dynamic Mode Decomposition (CJ-DMD)

algorithm, which simultaneously minimizes the multistep prediction error. The optimal

growth conditions for P. putida are identified and the gene expression and population

density of P. putida is measured for those conditions. Chapter 6 dwells into the practical

applications of the methods developed in Chapters 3 and 4 on the actual experimental

biological datasets to identify the minimal gene network that impacts the growth phe-

notype. Specifically, the Koopman operator sensor fusion algorithm from chapter 3 is

used on the actual experimental dataset of each growth condition to model the genetic

activity within the cell and map the genetic activity to the growth phenotype outside

the cell. The observable decomposition from chapter 4 on the Koopman model ranks

genes based on their impact on the growth phenotype of Pseudomonas putida. Chapter

7 concludes by summarizing the new developments and achievements of the thesis and

proposes potential avenues for future research.
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Chapter 2

Mathematical Preliminaries

We now briefly introduce the formal mathematical elements of Koopman operator theory,

its modal decomposition, Koopman operator sensor fusion, and relevant DMD algorithms.

2.1 Koopman Operator Theory

We consider the autonomous dynamical system

xt+1 = f(xt)

where x ∈ M ⊆ Rn is the state, f : M → M represents the state dynamics, k is

the discrete time index indicating the time point kTs with Ts being the sampling time.

The Koopman operator of the system is represented by K and is a linear operator that

is invariant in the functional space F as K : F → F . Any function ϕ̃ ∈ F such that
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ϕ̃ : M → C is defined as a scalar observable with the property

(Kϕ̃)(x) = (ϕ̃ ◦ f)(x)

where ϕ̃ ◦ f ∈ F due to invariance of K. Let the set of basis functions of the function

space F be denoted by

Φ ≜ {ϕ1, ϕ2, . . . , ϕM} with M → ∞. (2.1)

Then, any function ϕ̃ ∈ F can be written as a linear combination of the basis functions

ϕi ∈ Φ implying ϕ̃ = a⊤Φ with a ∈ RM . Specifically, let φ(x) be any element within the

span of the basis functions:

φ(x) = a⊤Φ(x) =
M∑
i=0

aiϕi(x)

where φ : M → C, ai ∈ R. Then, φ(x) is invariant under K as

Kφ(xt) = φ ◦ f(xt) = (a⊤Φ)(xt+1) = φ(xt+1).

Thus, every linear combination of basis functions in Φ is also a Koopman observable;

specifically the Koopman operator is a linear operator on the function space F spanned

by Φ. The scenario holds for vector-valued observables ϕ̃ and F defines a space of

vector-valued functions. The Koopman operator K, in this setting, acts on vector-valued

functions as opposed to scalar-valued functions.
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In this thesis, the choice of φ is restricted to be state-inclusive so that the true state

x can be recovered by a simple linear transformation. One such choice of φ is given by

ψ(x) =
[
x⊤ φ⊤(x)

]⊤
(2.2)

where ψ : M → RnL contains the base states x in addition to φ. Such an observable

ψ(x) is called a state-inclusive Koopman observable [45] and the state x can be recovered

by x =

[
I 0

]
ψ(x).

2.1.1 Modal decomposition

The Koopman operator is infinite-dimensional as it acts on the functional space F . As

presented in [108], we take the basis functions Φ in (2.1) to also be the set of eigenfunctions

for K with λi being the eigenvalue of ϕi and Kϕi = λiϕi ∀i ∈ {1, 2, . . . ,M} M →

∞. We assume that Koopman operator representations describe the dynamics of an

analytical system xt+1 = f(xt). Such systems admit Koopman operators with countable

spectra. In this setting, the modal decomposition of the Koopman operator dynamics

becomes

φ(xt+1) = φ ◦ f(xt) = Kφ(xt) =
M∑
i=1

biKϕi(xt) =
M∑
i=1

biλiϕi(xt) (2.3)

where bi ∈ Rnφ are called the Koopman modes, λi are the Koopman eigenvalues and ϕi

are the corresponding Koopman eigenfunctions.
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2.1.2 Koopman operators for conjugate dynamical systems

The theory of eigenfunction conjugacy for conjugate dynamical systems is taken from

[75]. The theoretical construction of conjugate dynamical systems informs how we view

the sensor fusion of dynamical systems in Chapter 3. Consider two nonlinear systems

z
(i)
t+1 = fi(z

(i)
t ), z(i) ∈ Rni , i = 1, 2

with their corresponding Koopman operators Ki. The two dynamical system are said

to be factor conjugate if there is a function map H : Rn1 → Rn2 , n1 ≥ n2 where

z(2) = H(z(1)) such that H ◦ f1(z(1)) = f2 ◦H(z(1)).

Then, if ϕ2 is an eigenfunction of the Koopman operator K2 corresponding to the eigen-

value λ2, K2ϕ2(z
(2)) = λ2ϕ2(z

(2)) = ϕ2 ◦ f2(z(2)). Then, we can see that (ϕ2 ◦ H) is an

eigenfunction of K1:

λ2(ϕ2 ◦H)(z(1))=ϕ2 ◦ f2 ◦H(z(1))=(ϕ2 ◦H) ◦ f1(z(1))

= K1(ϕ2 ◦H)(z(1)) (2.4)

The eigenfunctions of system 2, which dictated the dynamics of system 2 can be mapped

to the eigenfunctions of system 1. If H is a Ck diffeomorphism, i.e., H has an inverse

and is k-times differentiable, then we have a Ck diffeomorphic conjugacy. In that case,

we have that for all the eigenfunctions ϕi such that Kiϕi(z
(1)) = λϕi(z

(i)), i = 1, 2 have a

bijective map:
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ϕ1(z
(1)) = ϕ2 ◦H(z(1)), ϕ2(z

(2)) = ϕ1 ◦H−1(z(2)). (2.5)

The bijective map of eigenfunctions allows the complete transfer of information between

the two systems. In Chapter 3, we use the conjugacy framework to identify subspaces of

the state and output dynamics that are Ck diffeomorphic conjugate to fuse the informa-

tion between the state and output datasets.

2.2 Dynamic Mode Decomposition

Dynamic Mode Decomposition (DMD) is a popular class of algorithms adopted to learn

approximate finite dimensional Koopman models. A detailed review of some of the

popular DMD algorithms is given in [93]. A general framework for the DMD algorithm

is given by

min
ψ,K

||ψ(xt+1)−Kψ(xt)||2F (2.6)

where the number of Koopman observables (nL ≥ n) is a typical hyperparameter. The

exact DMD algorithm [92] identifies local linear representations of the dynamical system

xt+1 = f(xt) by setting ψ(x) = x. The extended DMD (E-DMD) algorithm proposed in

[108] identifies Koopman models by using a kernel of user-specified functions to represent

the Koopman observables ψ(x). To automate the Koopman observable learning process,
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deepDMD algorithms [112, 59] specify ψ(x) as the output layer of a neural network:

ψ(x) =

 x

φ(x)

 =

 x

gn ◦ σ ◦ · · · ◦ σ ◦ g2 ◦ σ ◦ g1(x)



where the ith hidden layer captured by weights Wi, biases bi, linear function gi(x) =

Wix+bi and activation function σ. Activation functions like sigmoidal [23], rectified linear

unit (ReLU) activation functions [35] and radial basis functions (RBFs) [63] parameterize

ψ(x) with universal function approximation properties. There are other algorithms that

identify non state-inclusive Koopman operators by identifying purely nonlinear Koopman

observables that have a diffeomorphic map with the base state x. The diffeomorphic map

is implemented using autoencoders [84, 100].

There is a class of nonlinear systems that have exact finite invariant Koopman oper-

ators [19]. Koopman operators are typically infinite-dimensional and difficult to identify

numerically. The DMD algorithm introduced in [92] finds Koopman operator represen-

tations that are exact solutions for linear systems and local approximators for nonlinear

systems.

Suppose the state measurements of the dynamical system xt+1 = f(xt) is organized

as XP = [x0, · · · , xN−1] and XF = [x1, · · · , xN ] where XP ∈ Rn×N is the state data

collected from time points 0, ..., N − 1, and XF ∈ Rn×N is the state data collected from

time points 1, ..., N . The exact DMD algorithm uses the data matrices Xp and Xf to

solveK = minK ||Xf−KXp|| = XfX
†
p where

† denotes the Moore-Penrose pseudoinverse.

12



The extended DMD (E-DMD) algorithm proposed in [108] identifies Koopman oper-

ator representations that capture the nonlinear dynamics with better accuracy. E-DMD

fuses kernel methods in machine learning with DMD to identify a rich set of observables

to solve the optimization problem

K = min
K

||ψ(Xf )−Kψ(Xp)|| = ψ(Xf )ψ(Xp)
†

where ψ is a vector of nonlinear kernel functions of the state x. E-DMD solves the

nonlinear regression problem using linear least squares. [55] shows the relevance of E-

DMD to Koopman operators. E-DMD hinges on the user specifying the lifting functions,

and more often than not, it leads to an explosion of the lifting functions [45, 10].

Recent developments in DMD incorporate deep learning approaches to identify the

observables using deep neural networks. [112, 84, 100, 59]. They can approximate expo-

nentially many distinct observable functions. For the thesis, we primarily consider the

deep DMD formulation from [112]:

min
ψ,K

||ψ(xk+1)−Kψ(xk)||2F (2.7)

ψ(x) =

 x

φ(x)

 =

 x

gn ◦ σ ◦ · · · ◦ σ ◦ g2 ◦ σ ◦ g1(x)



where ψ(x) is represented by neural network representations with the ith hidden layer

captured by weightsWi, biases bi, linear function gi(x) = Wix+bi and activation function

σ. Hence, the estimation of ψ is learning the parameter set (W1, b1,W2, b2, . . . ,Wn, bn).

By selecting appropriate activation functions for the nonlinear transformation σ, in a

13



given layer, e.g., using sigmoidal [23], rectified linear unit (ReLU) activation functions

[35] radial basis functions (RBFs) [63], ψ(x) leverages universal function approximation

properties of each of these function classes [112].

To derive the approximate Koopman eigenfunctions for any of these numerical ap-

proximations of the Koopman operator, suppose KV = V Λ is the eigendecomposition of

K where vi (the i
th column of V ) is the right eigenvector corresponding to the eigenvalue

λi (the i
th diagonal entry of the diagonal matrix Λ). Then, ψ(xk+1) = Kψ(xk) has the

modal decomposition

ψ(xt+1) = Kψ(x) = V ΛV −1ψ(x) =
∑
i

viλiϕi(x) (2.8)

where ϕi(x) is the i
th entry of the vector V −1ψ(x). Comparing with (2.3), ϕi(x) and vi

are the eigenfunction and the Koopman mode corresponding to the eigenvalue λi. Thus,

a spectral decomposition on any finite approximation K of the true Koopman operator

K gives an approximation to a subset of the true eigenfunctions of K.

We remark that the true Koopman observables and true Koopman eigenfunctions for

a given system often span an infinite dimensional space. In the case of analytic state

update equations for the system (4.1), the dimension of the Koopman operator is usually

countably infinite. Only in special cases is exactly finite. This means that any finite-

dimensional set of functions may not exactly span or recover the Koopman observable

function space. In the sequel, we will refer to a finite collection of Koopman observable

functions ψ1(x), ...., ψnL(x) as a dictionary of Koopman observables. However, these are

an approximation of a true spanning set for the Koopman observable function space.
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2.3 Nonlinear Observable Decomposition: Differen-

tial geometric approach

Consider the autonomous discrete-time nonlinear dynamical system with output

State Equation: xt+1 = f(xt) (2.9a)

Output Equation: yt = h(xt) (2.9b)

where x ∈ M ⊆ Rn is the state and y ∈ R is the output of the system. The observability

of the nonlinear system (2.9) revolves around the properties of a new space obtained by

the transformation of the base coordinates x, called the observation space.

Definition 2.3.1. The observation space Oy(x) for the nonlinear dynamical system (2.9)

is the space of functions that captures the output across infinite time:

Oy(x) = {h(x), h(f(x)), · · · , h(f i(x)), · · · }, i ∈ Z>0.

With a slight abuse of notation, based on the context, we use Oy(x) to represent

either a set or a vector of functions. If the observation space Oy(x) has a diffeomorphic

map (smooth and invertible) with x, then the outputs across infinite time can be used to

estimate the initial state x and this would be true for all x ∈ M. This is the strongest

condition that ensures the system (2.9) is observable, but it is impossible to check for.

So, a more local approach is adopted by computing the dimension of the observation
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space at a point.

Definition 2.3.2. The dimension of the observation space Oy(x) at a point x̄ ∈ M is

the rank of the Jacobian matrix of the function set {h(x), h(f(x)), · · · , h(fn−1(x))}:

dim
(
Oy(x̄)

)
= rank


∂h(x)
∂x1

· · · ∂h(x)
∂xn

...
. . .

...
∂h(fn−1(x))

∂x1
· · · ∂h(fn−1(x))

∂xn


∣∣∣∣∣∣∣
x=x̄

.

The dimension of the observation space can be computed locally at a point and

hence a local observation result can be obtained. While there are different notions of

observability for nonlinear systems, we only discuss strongly local observability as we

build on top of this definition in Chapter 4.

Definition 2.3.3. The system (2.9) is said be strongly locally observable at x ∈ M if

there exists a neighborhood U of x such that for any x̄ ∈ U , h(fk(x̄)) = h(fk(x)) for

k = 0, 1, · · · , n− 1, implies x̄ = x.

Theorem 2.3.4.
(
Theorem 2.1 from [81]

)
If the system (2.9) is such that dim(Oy(x̄)) =

n, then the system is strongly locally observable at x̄

The results extend to the full system if they are true for all x ∈ M. In that case,

we state that the system is strongly locally observable if dim(Oy(x)) = n ∀x ∈ M. If

the system is not strongly locally observable and only a subspace of the system state is

observable, then a local result is provided in part for continuous time systems: Remark

2 under Theorem 2.9 under [81], Proposition 3.34 from [82] and Theorem 3.51 from [82].

We consider this result for discrete systems in a form that is useful to us.

Theorem 2.3.5. Given a nonlinear system (2.9), for a given point x ∈ M, if there

16



exists a neighborhood U of x such that for any x̄ ∈ U , dim(Oy(x̄)) = r, then we can find

a local coordinate transform from x to x̃ =

x̃1
x̃2

 such that

x̃1t+1 = fo(x̃
1
t ) (2.10a)

x̃2t+1 = fu(x̃
1
t , x̃

2
t ) (2.10b)

yt = ho(x̃
1
t ) (2.10c)

∀ x ∈ U where x̃1 ∈ M′ ⊆ Rr and M′ ⊆ M.

The result tells us that if the output dynamics (given by Oy(x)) lies in a lower

dimensional space than the state dynamics, then we can do a nonlinear observable de-

composition of the original system(2.9) to get a system of the form (2.10) where only a

subset of the states (x̃1) are observable and drive the output dynamics and the subset

of states x̃2 lies in the unobservable subspace of the output y. In Chapter 4, we use the

theorem to connect the observability of Koopman operator representations with output

from Chapter 3 to the observability of nonlinear systems of the form (2.9) when identified

from data.
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Chapter 3

Koopman Operators with outputs

When multiple data sources are present, the typical approach to learning Koopman

operator representations involves fusing all measurements to create a single dataset and

modeling the underlying state dynamics. Some example systems where this is seen are

traffic dynamics [6, 62], human gait [15, 47, 28], and robotics [34]. In complex systems,

where our objective is to map the output of the system to the underlying states, it is

necessary to treat the evolution of both states and outputs as two separate dynamical

systems and establish a mapping between them. Prior works that fuse two disparate

sources of measurement include the work of Williams et al. [109], and Mezic [75], where

they use properties Koopman operators to fuse information across two different dynamical

systems, provided that there is an invertible functional map between the state spaces

of the two dynamical systems. Williams et al. [109] consider two datasets that are

individually rich enough to reconstruct the system state and develop an algorithm to
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map the eigenfunctions of the Koopman operators that are learned individually from the

dataset of each system. Mezic [75] proves a relational mapping between eigenfunctions of

the state space of both systems, when exact conjugacy is not possible. For dynamics that

evolve on two different state spaces, they define the factor conjugacy of the dynamics for

the function that maps the two spaces.

This chapter builds on existing Koopman operator fusion theory [109, 75] to exam-

ine a particular case: we consider learning a sensor fusion model for a physical system

represented by direct state data and a series of output measurements. We consider the

scenario where both the Koopman operator, observables, and the relational map between

Koopman observable and output measurements are unknown. In a standard Koopman

operator learning problem, the state measurement data is sufficient to approximate the

Koopman operator. However, we examine the effect of adding output measurements now

as a series of behavioral constraints on the dynamics of the Koopman operator — we aim

to know the effect of incorporating output measurements (sensor fusion) on the solution

of the Koopman operator learning problem. Specifically, we seek to understand how

Koopman eigenfunctions, spectra, and modes change as a consequence of sensor fusion.

The formulation of an output-constrained Koopman operator is not novel. In the

literature, output-constrained Koopman operators are used for various applications like

observability analysis [71, 113], observer synthesis [98, 97, 80], and sensor placement

[66, 67, 37] for nonlinear systems. In this chapter, we prove that output-constrained

Koopman operators satisfy the following properties:
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1. The output dynamics of the nonlinear system always span a subspace of observable

functions for the output-constrained Koopman operator.

2. The observables of the output-constrained Koopman operators can capture the

dynamics of both states and outputs.

3. State-inclusive output-constrained Koopman operators exist in the region of con-

vergence of the Taylor series expansion of the dynamics and output functions of

any nonlinear system.

We propose the first algorithm to identify output-constrained Koopman operators. To

identify output-constrained Koopman operators (output-constrained Koopman operator)

from data, we pose the output-constrained dynamic mode decomposition (OC-DMD)

problem as a special extension of the DMD problem to incorporate output constraints.

We propose two variants of the problem: the direct OC-DMD solves for the state and out-

put dynamics concurrently, while the sequential OC-DMD solves for them sequentially.

Sequential OC-DMD explicitly reveals the effect of having outputs in the Koopman op-

erator representations learning problem. To implement OC-DMD in practice, we build

on the deepDMD algorithm developed by Yeung et al. [112], where neural networks

represent vector-valued observables of the Koopman operator. We then study the effect

of affine transformations on the output-constrained Koopman operator learning problem

to take into account— how data preprocessing methods like normalization or standard-

ization modify the output-constrained Koopman operator. We use simulation examples

to investigate the performance of OC-DMD algorithms. Our findings include:
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1. The solution space of the direct OC-DMD and sequential OC-DMD optimization

problems are equivalent.

2. Affine state transformations yield output-constrained Koopman operators with an

eigenvalue on the unit circle

3. output-constrained Koopman operators optimized for multi-step predictions are

required to capture the dynamics with limit cycles.

The Chapter is organized as follows. In section 3.1, we formulate the output-constrained

Koopman operator representation. We discuss the properties of output-constrained

Koopman operators in Section 3.2 and the OC-DMD algorithms in Section 3.3. We

show the simulation results in Section 3.4 and conclude our analysis in Section 3.5.

3.1 Problem Formulation

The goal of this chapter is to consider physical systems represented by sampled time-series

data, even though their underlying governing dynamics are continuous. For methods that

estimate the Koopman generator (the continuous-time extension of the discrete-time

Koopman operator), we refer the reader to [69]. Though the systems are continuous,

we model them as discrete-time systems. Suppose we have an autonomous discrete-time
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nonlinear dynamical system with output

State Equation: xt+1 = f(xt) (3.1a)

Output Equation: yt = h(xt) (3.1b)

where x ∈ M ⊆ Rn is the state, y ∈ Rp is the output, f : M → M and h : M → Rp are

analytic functions and k is the discrete time index indicating the time point tTs with Ts

being the sampling time. Let

ψ(xt+1) = Kψ(xt)

yt = Whψ(xt)
(3.2)

be the output-constrained Koopman operator representation of (3.1) where ψ : M →

RnL is a vector function of state-dependent scalar observable functions (nL ≤ ∞), K ∈

RnL×nL is the Koopman operator and Wh ∈ Rp×nL is a projection matrix that projects

observables to the space of output functions. We record state and output measurements

(x and y, respectively) from (3.1) as

XP = [x0, · · · , xN−1], XF = [x1, · · · , xN ],
YP = [y0, · · · , yN−1],

(3.3)

where XP ∈ Rn×N is the state data collected from time points 0, ..., N − 1, and XF ∈

Rn×N is the state data collected from time points 0, ..., N − 1 and YP ∈ Rp×N is the

output data collected from time points 1, ..., N . Here, we use the lower-case notation

for the state x and output y variables and upper-case notation for variables containing

sampled time-series snapshots involving the state variable x with XP , XF and time-series

with output variable y with YP , respectively.
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3.2 Output Constrained Koopman Operators

We consider the fusion of state and output measurements from the nonlinear system

(3.1) using the Koopman operator sensor fusion method as delineated in Section 2.1.2.

To do so, we need to establish a factor conjugate map between the state dynamics and

the output dynamics. This problem is straightforward if the Koopman operator and

observable functions for the state dynamics are predetermined or known a priori. We

consider this problem in the context of sensor fusion, where the Koopman operator, its

observables, and the factor conjugate map are all unknown. We ask: how does adding a

measurement function constrain the possible solution space of Koopman operators? We

call such representations output-constrained Koopman operators.

We suppose the state dynamics are captured by the Koopman operator representation

ψ(xt+1) = Kψ(xt). To integrate the state dynamics with the outputs (that are nonlinear

functions of the state), we consider the output-constrained Koopman operator (3.2).

The model structure of the output-constrained Koopman operator is such that its

dictionary of observables ψ(x) span the nonlinear output functions h(x) by augmenting

the Koopman operator with a linear output equation yk = h(xt) = Whψ(xt). To establish

a conjugacy between the state and output dynamics, we first construct the dynamics of

the output. Under the Koopman framework, the output dynamics are given by

yt+1 = Whψ(xt+1) = WhKψ(xt) = WhKWψyt (3.4)

where ψ(xt) = Wψyk. The above equation assumes that the output measurements

are rich enough to reconstruct the information in the Koopman observables, which is not
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necessarily true, but it is the simplest case to consider. With this formulation, we can ask

how knowledge of an additional measurement function yk = h(xt) informs the discovery

of Koopman observables and the operator. We begin by considering the simplest case of

inverting the Wh matrix in yk = Whψ(xt) to identify the Wψ matrix.

Theorem 3.2.1. Given a nonlinear system (4.1) with a Koopman operator (3.2). Sup-

pose ψ(x) ∈ RnL is the vector of Koopman observable functions for (3.2), not necessarily

state-inclusive. For the number of outputs p ≥ nL, the following statements are true.

(i) If rank(Wh) = nL, then each scalar Koopman observable function ψi(x) lies in

the span of the output functions h(x)

(ii) If rank(Wh) = r < nL, then there exists a similarity transform T that takes the

model (3.2) to the form

ψ̃(xt+1) = K̃ψ̃(xt)

yk = W̃hψ̃(xt)
(3.5)

where K̃ = T⊤KT , ψ̃(x) = T⊤ψ(x), W̃h = WhT such that r components of the

vector Koopman observable ψ̃(x) given by ψh(x) lie in the span of h(x).

PROOF. Case (1): Since Wh has full column rank, an exact left inverse exists such

that

ψ(xt) = (W⊤
h Wh)

−1W⊤
h h(xt) ∀ xt ∈ M

and hence ψi ∈ span{h1, h2, ..., hp} ∀ i ∈ {1, 2, ..., nL}.
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Case (2): Suppose rank(Wh) = r < nL. The singular value decomposition of Wh yields

Wh =

[
Ur Up−r

]
p×p

Σr 0

0 0


p×nL

 V ⊤
r

V ⊤
nL−r


nL×nL

⇒ h(xt) =

[
Whψ 0

]ψh(xt)
ψ̄h(xt)

 ∀ xt ∈ M (3.6)

s. t. Whψ=UrΣr, ψh(x)=V
⊤
r ψ(x), ψ̄h(x)=V

⊤
nL−rψ(x). (3.7)

Whψ has a full column rank r > p and hence

ψh(xt) = (W⊤
hψWhψ)

−1W⊤
hψh(xt) ∀ xt ∈ M.

Therefore, under a similarity transformation T=

[
Vr VnL−r

]
, the model (3.2) takes the

form of (3.5) with T−1 = T⊤ where the first r lifting functions of ψ̃ given by ψh lie in the

span of h.

Remark 1. The rank(Wh) ≥ p only if h(x) is linearly independent ∀x ∈ M.

We see that if Wh is full column rank, the outputs can be determined completely by

the output-constrained Koopman observables, and the Wψ in (3.4) exists. In the event

that nL < p, the map y = Whψ(x) is a map from a low dimensional space ψ(x) ∈ RnL to a

high dimensional space y ∈ Rp and factor conjugacy is not defined for that case (in Section

2.1.2). Hence, we project the outputs to a lower dimensional space z = W⊤
h y ∈ RnL to

find a conjugate map.

The following two corollaries illustrate how output functions can be used to identify
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all or a subset of Koopman observables (in Section 2.1.2).

Corollary 1. If the rank(Wh) = nL < p, we can construct a diffeomorphic map between

the states and projected outputs z = Wh. The z dynamics are given by

zk+1 = W hK(Wh)
−1zk.

h
h

For z = H(ψ(x)) = W hψ(x),H:RnL→RnL
h , the dynamics of ψ(x) and z are diffeomorphic

conjugate and the eigenfunctions that capture their dynamics have a bijective map using

(2.5).

Corollary 2. For rank(Wh) = nL = p, Wh becomes an invertible square matrix and the

output dynamics in Corollary 1 simplifies to

yk+1 = g(yk) = WhKW
−1
h yk.

Hence, the dynamics of y and ψ(x) are diffeomorphic conjugate.

The dynamics of the output can be constructed when Wh is full column rank. The

dynamics of the entire output or the projected output has a diffeomorphic conjugacy with

the dynamics of the output constrained Koopman observables ψ(x) depending on whether

p = nL or p > nL respectively under the map y = Whψ(x). The solution to the dictionary

of Koopman observables that capture the state dynamics are generally nonunique; they

have infinite Koopman operator representations for a given system (3.1a). The fusion

of the states and the outputs imposes a constraint on the observables of the Koopman

operator representations. We explore this in the following corollary.

Corollary 3. Given a finite number of nontrivial output equations (3.1b), let Kf and

Kf,h denote the set of all Koopman operator representations consistent with (3.1a) and
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(4.1) respectively. Any KO that satisfies (4.1) also satisfies (3.1a) ⇒ Kf,h ⊂ Kf . In the

case of Corollary 2, the output space captures the complete eigenfunction space of a KO

that solves (3.1a). But Kf contains more Koopman operator representations whose eigen-

functions can be constructed by taking the repeated product of the current eigenfunctions

which the outputs cannot span ⇒ Kf,h ̸= Kf . Hence Kf,h ⊂ Kf .

We explicitly see that the output equations place a constraint on the output-constrained

Koopman operator observables and that the dynamics of the outputs can be constructed

when rank(Wh) = nL. In the case (ii) of Theorem 3.2.1 where rank(Wh) < nL, using

(3.6) to construct the output dynamics, we see that

yk+1 = UrΣrV
⊤
r KVrψh(xt) + UrΣrV

⊤
r KVnL−rψ̄h(xt) (3.8)

where r = rank(Wh), ψ̄h(xt) is a leakage term that cannot be represented in the output

space because of rank degeneracy of Wh and the presence of a null space.

Is it possible to determine a subset of the Koopman observables when Wh is rank

degenerate? The answer lies in constructing time-delayed embeddings of multiple output

measurements, similar to how multiple time-delayed embeddings of state measurements

can be used to reconstruct a Koopman operator in Hankel-DMD [18, 5, 48]. This ap-

proach is especially practical for working with ergodic, periodic systems or when only a

subset of states are directly measured [18, 5, 48, 14, 28, 6]. In the case of pure output

measurements, the time-delay embedded outputs capture longer time-scale dynamics as

a single embedding, thereby increasing the dimensionality of the data available to recon-

struct the Koopman observable. The principle is analogous to using a series of output
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measurements and the observability matrix for state estimation [39]. Specifically, we

invoke the observable decomposition theorem from [39] to separate out the dynamics of

the observable lifted states that can be fused with the output dynamics.

Theorem 3.2.2. Given a nonlinear system (3.1) with Koopman operator(3.2). Suppose

ψ(x) is the dictionary of Koopman observables for (3.2), not necessarily state-inclusive.

Then there exists a similarity transformation T and a projection matrix Wψ ∈ Rno×(N+1)p

for some N ∈ Z≥0, no ≤ nL such that the dynamics of

1. a subset of the observables ψo(x) ∈ Rno of the transformed Koopman operator (un-

der T ) [
ψo(xt+1)
ψ̄o(xt+1)

]
=

[
Ko 0
Kō K22

] [
ψo(xt)
ψ̄o(xt)

]
yk =

[
Who 0

] [ψo(x)
ψ̄o(x)

] (3.9)

T−1KT=

[
Ko 0
Kō K22

]
,WhT=

[
Who 0

]
, T−1ψ(x)=

[
ψo(x)
ψ̄o(x)

]

2. and the projected time-delay embedded output

zk = Wψ

[
yk yk+1 · · · yk+N

]⊤
(3.10)

are diffeomorphically conjugate.

PROOF. The Koopman operator representation (3.2) is a linear time-invariant model.

Using the observable decomposition theorem (Theorem 16.2 in [39]), there exists a sim-

ilarity transformation T that takes the system (3.2) to the form (3.9) such that the
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subsystem

ψo(xt+1) = Koψo(xt) ≜ g1(ψo(xt))

yk = Whoψo(xt)

is completely observable; ψo(x) ∈ Rno can be uniquely reconstructed from the outputs.

Note that the system being observable is different from the observable functions in the

context of Koopman. Then, there exists a N ∈ Z≥0 such that Np ≥ no and yk
yk+1
...

yk+N

=
 Who
WhoKo

...
WhoK

N
o

ψo(xt)=Oψo(xt)

where O ∈ RNp×no has full column rank no. Then we can define a projection Wψ = O⊤

to get (3.10) such that

zk = O⊤Oψo(xt) ≜ H(ψo(x))

where O⊤O ∈ Rno×no is square invertible. The dynamics of z is given by

zk+1 = O⊤Oψo(xt+1) = O⊤OKoψo(xt)

= O⊤OKo(O⊤O)−1zk ≜ g2(zk)

For the map H : Rno → Rno , there exists an inverse map H−1 : Rno → Rno , H−1(z) =
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(O⊤O)−1zk since O⊤O is full rank and invertible. Using the above, we can see that

H ◦ g1(ψo(xt)) = g2 ◦H(ψo(xt)) = O⊤Oψo(xt+1)

g1 ◦H−1(zk) = H−1 ◦ g2(zk) = (O⊤O)−1zk+1.

Hence, the dynamics of z and ψo(x) are diffeomorphically conjugate.

Remark 2. The original time-delay embedded output evolves in a high dimensional space

RNp when compared to ψ(xo) ∈ Rno since we are seeking a sufficiently large set of out-

put measurements N , such that N × p ≥ no. In that case, the factor conjugate map

cannot be established, similar to the case in Corollary 1. This observation motivates the

construction of a time-delayed output embedding.

When outputs partially measure the states, we see that time-delay embedded outputs

have a diffeomorphic map with a subspace of the lifting functions under a similarity

transform and the dynamics evolving in the two spaces are diffeomorphically conjugate.

Corollary 4. When no = nL, zk has a diffeomorphic map with the entire dictionary of

observables ψ(xt). In this case, zk can constitute a Koopman observable basis such that

it captures the dynamics of ψ(xt).

Corollary 5. The scenario where N = 0 results in case (ii) of Theorem 3.2.1 with

ψh(xt) = ψo(xt). This simplifies the output dynamics (3.8) to

yk+1 =

{
WhoK(W⊤

hoWho)
−1W⊤

hoyk , p > no

WhoKW
−1
ho yk , p = no

We see that the output-constrained Koopman operator architecture can fuse the state
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and output dynamics even if the outputs do not capture the entire state dynamics. The

above analysis shows that the output-constrained Koopman operator structure is such

that the lifting functions capture the dynamics of the time-delay embedded outputs.

This is an implicit constraint in the model structure of the output-constrained Koopman

operator.

State-inclusive observables (2.2) are useful since we can recover the dynamics by sim-

ply dropping the nonlinear observables. We show a sufficient condition for the existence

of state-inclusive output-constrained Koopman operators using a similar argument de-

veloped in [113]. We prove the following lemma which plays a crucial role in showing the

invariance of the basis in the series expansions of analytic functions.

Lemma 1. Given a dictionary of observable functions D = {ψ1(x), ψ2(x), . . .} where

ψr(x) =
n∏
i=1

x
pr,i
i with pr,i ∈ Z≥0, the product of functions from D lies in D.

PROOF. Consider two functions ψα(x), ψβ(x) ∈ D. Their product is given by

ψα(x)ψβ(x)=
n∏
i=1

x
pα,i
i

n∏
i=1

x
pβ,i
i =

n∏
i=1

x
(pα,i+pβ,i)
i ∈ D.

Since the product of two functions lies in D, the product of any number of functions

from D also lies in D as can be seen by taking the repeated product of functions.

If the monomial basis in the Taylor series expansion is propagated by one time step,

we encounter a product of these monomials and Lemma 1 defines a set that captures all

these monomial functions and their products. We use this lemma to build on the result

from [113], which shows the existence of state-inclusive Koopman operatorfor (3.1a), to

find state-inclusive output-constrained Koopman operators for (3.1).
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Proposition 3.2.3. Given the nonlinear system of the form (3.1), if the functions f and

h are real analytic on the open set M, then there exists an output-constrained Koopman

operator representation of the form (3.2) in the region of convergence of the Taylor series

expansion of f and h.

PROOF. Let us consider a dictionary of polynomial lifting functions

D = {ψ1(x), ψ2(x), . . .}, ψr(x) =
n∏
i=1

x
pr,i
i

where pr,i ∈ Z+. Since f is real analytic in M, for any x0 ∈ M, there exists a Taylor

series expansion centered about x0 that converges to f(x) for any neighborhood of x0.

Suppose f(x) =

[
f1(x) · · · fn(x)

]⊤
, the Taylor series expansion of f about x0 yields

fi(x)=fi(x0) +
∂fi
∂x

∣∣∣∣∣
x0

x+ x⊤
∂2fi
∂x2

∣∣∣∣∣
x0

x+ · · ·=
∞∑
j=1

cijψj(x).

where each term lies in D. Suppose xt =

[
xk,1 · · · xk,n

]⊤
where xk,i indicates the ith

state at discrete time index k. xt propagated by one time step yields a linear combination

of functions in D as

xk+1,i = fi(x) =
∞∑
j=1

cijψj(xt).

To construct a linear system, we propagate each function on the right-hand side ψj(xt)

by one time step

ψj(xt+1) =
n∏
i=1

x
pj,i
k+1,i =

n∏
i=1

( ∞∑
j=1

cijψj(xt)
)pj,i

Since Lemma 1 states that the product of any number of functions in D lies in D,
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ψj(xt+1) =
∑∞

r=1 kirψr(xt). Concatenating the expressions of xk+1,j and ψj(xt+1) for all

j, we get the Koopman representation ψ(xt+1) = Kψ(xt).

Similarly, for the output equation h(x) =

[
h1(x) h2(x) · · · hm(x)

]⊤
, we can ex-

pand each function hi in h(x) using the Taylor series expansion about x = x0 to yield

hi(x)= hi(x0)+
∂hi
∂x

∣∣∣∣∣
x0

x+x⊤
∂2hi
∂x2

∣∣∣∣∣
x0

x+ · · · =
∞∑
j=1

wijψj(x)

⇒ yk = Whψ(xt)

Hence, if f and h of the nonlinear system (3.1) are analytic in the open set M, a state

inclusive output-constrained Koopman operator of the form (3.2) exists for that system.

We see that state-inclusive output-constrained Koopman operators exist for nonlinear

systems whose dynamics (f) and output (h) functions are real analytic. This is a sufficient

condition and not a necessary one. In the next section, we explore using the DMD

formulation to identify output-constrained Koopman operators from data.

3.3 DMD with output constraints

The output-constrained Koopman operator identification involves fusing two datasets

(states and outputs) to simultaneously learn an unknown Koopman operator, its Koop-

man observables, and the output map (3.2). DMD algorithms typically identify Koopman

operators, assuming state observables are drawn from a static dictionary without any al-

gebraically independent output or state constraints. For a sensor fusion problem, we

examine how to algorithmically learn the Koopman operator, the Koopman observables,
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while simultaneously accounting for state-to-output constraints imposed by an additional

output sensor. The algorithms developed here will allow us to further understand how

fusion of additional output measurements changes the form of Koopman observables

and implicitly, the Koopman eigenfunctions. We state the formal output-constrained

Koopman learning problem:

min
K,Wh,ψ

||ψ(XF )−Kψ(XP )||2F

such that YP = Whψ(XP )

(3.11)

where ||.||F is the Frobenius norm. The equality constraint is very stringent as the

presence of output measurement noise could result in overfit models. Hence, we pose a

relaxation of this problem

min
ψ,K,Wh

∣∣∣∣∣
∣∣∣∣∣
ψ(XF )

YP

−

K
Wh

ψ(XP )

∣∣∣∣∣
∣∣∣∣∣
2

F

(3.12)

which concurrently solves for ψ(x), K and Wh. We refer to this as the direct OC-DMD

problem formulation. Note this problem is like a lifting of the original DMD problem; it

simultaneously aims to solve the Koopman equation but the solution space is strongly

influenced, or coupled, to the ability to recapitulate additional output or sensor measure-

ments. In this way, the solution space identified by an algorithm to a direct OC-DMD

problem may be constrained, when compared to the solution space of an unconstrained

DMD problem. We illustrate this with Example 3.4.2 in next section.
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Another relaxation approach to address the formal output-constrained Koopman

learning problem (3.11) is to separate the optimization problem into stages. This relax-

ation must take into account that the Koopman observable in the unconstrained Koop-

man equation (DMD) may not be able to predict or reconstitute the output dynamics of

the system. Thus, we propose the following sequential OC-DMD algorithm:

1. Identification of Koopman dynamics (DMD):

min
ψx,K1

||ψx(XF )−K1ψx(XP )||2F (3.13a)

2. Output Parameterization:

min
φy ,Wh1

∣∣∣∣∣∣YP −Wh1

ψx(XP )

φy(XP )

 ∣∣∣∣∣∣2F (3.13b)

3. Approximate Koopman Closure:

min
φxy ,K2

∣∣∣∣∣
∣∣∣∣∣
 φy(XF )

φxy(XF )

−K2


ψx(XP )

φy(XP )

φxy(XP )


∣∣∣∣∣
∣∣∣∣∣
2

F

. (3.13c)

This problem is called sequential OC-DMD, because it obtains a solution for the output-
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constrained Koopman learining problem as a sequence of optimization problems. The

solution generated by sequential OC-DMD, yields an output-constrained Koopman op-

erator of the form:

ψ(xt+1) = Kψ(xt)

yk = Whψ(xt)

where

ψ(x) =


x

φx(x)
φy(x)
φxy(x)

 , K =


K1 K12 0 0
K21 K22 0 0
K31 K32 K33 K34

K41 K42 K43 K44

 ,
K1 =

[
K11 K12

K21 K22

]
, K2 =

[
K31 K32 K33 K34

K41 K42 K43 K44

]
,

Wh =
[
Wh11 Wh12 Wh13 0

]
(3.14)

where ψ(x) =

[
x⊤ φ⊤(x)

]⊤
, x ∈ M ⊂ Rn, φx : M → Rnx , φy : M → Rny , φxy : M →

Rnxy , n+ nx + ny + nxy = nL and the output matrix Wh1 =

[
Wh11 Wh12 Wh13

]
.

Sequential OC-DMD works to first solve for the Koopman operatorof the state dy-

namics (3.13a), without accounting for any output measurements. This represents the

Koopman operator obtained from standard dynamic mode decomposition (or E-DMD)

algorithms. The next step in sequential OC-DMD (3.13b) solves for the projection equa-

tion to parameterize output functions in terms of the existing Koopman observables

ψx(x), as well as any necessary additional output observables φy(x) required to predict

the output equation. The last step (3.13c) then incorporates additional state-dependent
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observable dictionary functions φxy(x) to guarantee closure of the new Koopman φy(x)

observables from step 2 (3.13c).

3.3.1 Equivalence of Solution Spaces for Sequential and Direct

OC-DMD

Naturally, the question arises: what is the difference between the two OC-DMD problem

formulations? We explore the equivalency of the two formulations and compare them

in terms of model structure, the insights gained and the complexity of the problem. To

show the equivalency, we make use of the following lemma.

Lemma 2. For the state x ∈ M ⊂ Rn, if there are two vector valued observables ψ1 ∈

Rn1 and ψ2 ∈ Rn2 such that ψ1(x) is linearly independent (a⊤ψ1(x) = 0 ∀x if and only

if a = 0 where a ∈ Rn1), if

ψ2(x) = Tψ1(x)

with rank(T ) = r, then there exists a permutation matrix P such that

ψ2(x) =
[
T̃ 0

] [ ψ̃1[1...r](x)

ψ̃1[r+1...n1](x)

]
(3.15)

with

TP−1 =
[
T̃ 0

]
, Pψ1(x) = ψ̃1

where T̃ ∈ Rn2×r is of rank r and ψ̃1[1...r](x) ∈ Rr, and ψ̃1[r+1...n1](x) ∈ Rn1−r are the

first r and last n1 − r elements of ψ̃1 respectively.

PROOF. Since ψ2(x) = Tψ1(x) with rank(T ) = r, ψ2(x) can be written as a linear
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combination of r specific elements of ψ1(x). Using a permutation matrix P, we can push

those r elements to be the first r elements of ψ̃1(x) = Pψ1(x) given by ψ̃1[1...r](x) ∈ Rr.

Then the transformation equation becomes

ψ2(x) = Tψ1(x) = TP−1Pψ1(x) = T̃ ψ̃1[1...r](x)

where T̃ ∈ Rn2×r form the first r columns of TP−1. Since ψ1(x) is linearly independent,

ψ̃1(x) is also linearly independent making the last n1−r columns of TP−1 turn be zeroes.

Hence (3.15) holds.

The above lemma enables us to expand on the redundancies in the output-constrained

Koopman operator (3.2) and enable us to show that direct OC-DMD optimization is

equivalent to sequential OC-DMD optimization. For this purpose, we use the definition of

equivalency of optimization problems from [16]: two optimization problems are equivalent

if the solution space of one optimization problem can be mapped to the solution space

of the other optimization problem and vice versa.

Theorem 3.3.1. Given the nonlinear system with output (3.1), the direct OC-DMD

optimization problem (3.12) is equivalent to the sequential OC-DMD optimization problem

(3.13) if the vector-valued observable ψ(x) ∈ RnL that solves each optimization problem

is linearly independent, i.e., a⊤ψ(x) = 0 ∀x ∈ M ⊂ Rn, a ∈ RnL ⇒ a = 0.

PROOF. To prove the equivalency of (3.12) and (3.13), we need to show that for every

solution of (3.12) given by (3.2), there is a solution for (3.13) given by (3.14) and vice

versa. It follows immediately that (3.14) is a special case of the form (3.2). Hence,

we only need to prove the reverse, namely that the form (3.2) can be expanded as a
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structured output-constrained Koopman operator representation (3.14).

First, without loss of generality, write (3.2) in the following block form:[
xt+1

φy∗(xt+1)

]
=

[
K11 K̃12

K̃21 K̃22

] [
xt

φy∗(xt)

]
yk =

[
Wh1 W̃h2

] [
x⊤t φ⊤

y∗(xt)
]⊤ (3.16)

where φy∗ : M → Rny∗ is the linearly independent vector observable that solves (3.12)

exactly. We define a permutation matrix P1 ∈ Rny∗×ny∗ such that

P1φy∗(x) =

[
φx(x)
φ̃y(x)

]
where φx(x) ∈ Rnx are the minimal number of observables in φy∗(x) ∈ Rny∗ required

to construct a Koopman operator to capture the state dynamics (3.1a) and φ̃y(x) ∈ Rnỹ

are the additional observables in φy∗(x). Then rank(K̃12) = nx and we can use Lemma

2 to expand (3.16) to yield the following:

xt+1 = K11xt + K̃22φy∗(xt)=K11xt +

[
K12 0

]φx(x)
φ̃y(x)

 = K11xt +K12φx(x)

φx(xt+1)

φ̃y(xt+1)

 = P1φy∗(xt+1) = P1K̃21xt + P1K̃22φy∗(xt) :=

K21

K̃31

xt +
K̃22i

K̃32i

φy∗(xt)

where P1K̃21=

[
K⊤

21 K̃⊤
31

]⊤
and P1K̃22=

[
K̃⊤

22i K̃⊤
32i

]⊤
. Since the Koopman operator

that is required to capture the state dynamics constitutes x and φx(x), the observables

φ̃y(x) does not contribute to the dynamics of x and φx(x) and as a consequence rank(K̃22i)

= nx. There is no constraint on the dynamics of φ̃y(xt). Then the above equation
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simplifies as

φx(xt+1)

φ̃y(xt+1)

 =

K21

K̃31

xt +
K̃22i

K̃32i

P−1
1 P1φy∗(xt) =

K21

K̃31

xt +
K22 0

K̃32 K̃33


φx(xt)
φ̃y(xt)



where K̃22i =

[
K22 0

]
and K̃32i =

[
K̃32 K̃33

]
. Under the action of the permutation

matrix P1, the output equation is modified as

yk = Wh1xt + W̃h2P
−1
1 P1φy∗(xt) := Wh1xt +Wh2φx(xt) + W̃h3φ̃y(xt)

where W̃h2P
−1
1 =

[
Wh2 W̃h3

]
. We define another permutation matrix P2 ∈ Rnỹ×nỹ such

that P2φ̃y(x) =

 φy(x)
φxy(x)

 where φy(x) ∈ Rny are the minimal observables — in addition

to x ∈ Rn and φx(x) ∈ Rnx — required to capture the output equation (3.1b). Then

rank(W̃h3) = ny ≤ nỹ and the output equation is modified using Lemma 2 to yield

yk = Wh1xt +Wh2φx(xt) + W̃h3P
−1
2 P2φ̃y(xt) = Wh1xt +Wh2φx(xt) +

[
Wh3 0

] φy(xt)
φxy(xt)



where W̃h3P
−1
2 =

[
Wh2 Wh3

]
. The dynamics of φ̃y(x) is modified under the action of
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the permutation matrix P2 as

 φy(xt+1)

φxy(xt+1)

 = P2φ̃y(xt+1) =P2K̃31xt + P2K̃32φx(xt) + P2K̃33P
−1
2 P2φ̃y(xt).

Since no redundancy is established in the above equation, it is expanded in a general

form

[
φy(xt+1)
φxy(xt+1)

]
=

[
K31 K32 K33 K34

K41 K42 K43 K44

]
xt

φx(xt)
φy(xt)
φxy(xt)

 .
Concatenating all the state dynamics (of x, φx(x), φy(x) and φxy(x)) and outputs

equations under the action of the permutation matrices P1 and P2 ensures that for a

solution of the form (3.2), a solution of the form (3.14) exists as well hence proving that

direct OC-DMD optimizaiton is equivalent to sequential OC-DMD optimization.

This theorem shows that if an output-constrained Koopman operator representation

exactly captures state and output dynamics such that the observables are linearly in-

dependent, for every solution in sequential OC-DMD, we can find a solution in direct

OC-DMD and vice versa [16]. We thus see that (3.12) and (3.13) are equivalent op-

timization problems. The equivalency does not imply they are the same optimization

problem because the objective functions that they solve are different [16]. Some of the

useful insights about the theorem are given in the following remarks.

Remark 3. If the permutation matrix P2 = I, then x,φx(x) and φ̃y(x) are the minimal

observables that capture the output equation and the sequential OC-DMD model solu-
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tion structure (3.14) reduces to a form that does not contain the observables φxy(x). In

terms of the sequential OC-DMD optimization problem, the simplification is in the sub-

optimization problem (3.13c) where the variable φxy(x) is rendered moot making (3.13c)

a linear regression problem.

Remark 4. If the permutation matrix P1 = I, then x and φy∗(x) are the minimal observ-

ables that capture the state dynamics and there is no further reduction. The sequential

OC-DMD model structure (3.14) reduces to a form that does not contain the observables

φy(x) and φxy(x). In terms of the sequential OC-DMD optimization problem, the simpli-

fication is that (3.13c) need not be solved. In that case, all the observables identified in the

regular DMD problem (3.13a) span the output function h(x), and the sub-optimization

problem (3.13b) reduces to a linear regression problem which just solves for Wh1.

The advantages of sequential OC-DMD over direct OC-DMD are: (A) model structure

obtained from sequential OC-DMD (3.14) is more sparse than the one obtained from

direct OC-DMD (3.2) and (B) The sequential OC-DMD model structure (3.14) explicitly

shows the effect of the outputs on the Koopman operator learning problem and the

eigenfunctions that are learned by the addition of the outputs can be separated out. The

advantage of direct OC-DMD problem lies in the algorithmic implementation as it solves

only one optimization problem as opposed to sequential OC-DMD which solves three.

We compare the performances of these algorithms in Section 4.4 with theoretical and

numerical examples.
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3.3.2 Coordinate Transformations of Standardization Routines

on System State and Output Data

A common practice in model identification problems is to scale the variables using stan-

dardization or normalization techniques to ensure uniform learning of all variables. Stan-

dardization of a scalar variable x̃ yields

x̃standardized =
x̃− µ(x̃)

σ(x̃)
(3.17)

where µ and σ are the mean and standard deviation of x̃. It is important to keep track

of how such affine transformations modify the structure of output-constrained Koopman

operator when comparing theoretical and practical results.

Proposition 3.3.2. Given the nonlinear system with output (3.1) has a Koopman oper-

ator representation with observables given by

 xt+1

φ(xt+1)

 =

K11 K12

K21 K22


 xt

φ(xt)

 (3.18)

yk =

[
Wh1 Wh2

] xt

φ(xt)

 (3.19)

if the states and outputs undergo a bijective affine transformation x̃ = Px + b and ỹ =
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Qy + c where P,Q are non-singular, then the state dynamics are transformed to

ψ̃(x̃k+1) = K̃ψ̃(x̃k)

ψ̃(x̃k) =

[
x̃k+1 φ̃(x̃k+1) 1

]⊤
(3.20)

K̃ =


PK11P

−1 PK12 (I− PK11P
−1)b

K21P
−1 K22 K21P

−1b

0 0 1


and the output equations become

ỹk = W̃hψ̃(x̃k) (3.21)

W̃h =

[
QWh1P

−1 QWh2 (QWh1P
−1b+ c)

]
.

PROOF. When the state undergoes an affine transformation x̃ = Px + b, since the

transformation is bijective(P−1 exists), the dynamics of the transformed state (x̃) are

given by substituting x = P−1x̃− P−1b in (3.18) to yield

 P−1x̃k+1−P−1b

φ(P−1x̃k+1−P−1b)

=
K11 K12

K21 K22


 P−1x̃k−P−1b

φ(P−1x̃k−P−1b)

 .

We define new observable functions φ̃(x̃) ≜ φ(P−1x̃ − P−1b) and the complete vector

valued observable as ψ̃(x̃) ≜

[
x̃ φ̃(x̃) 1

]⊤
. By algebraic manipulation, we get the

transformed state dynamic as given in (3.20).

44



If the output undergoes an affine transformation ỹ = Qy+c, we derive the transformed

output in terms of the transformed state:

ỹk = Qh(xt) + c = Q

[
Wh1 Wh2

]P−1x̃k − P−1b

φ̃(x̃)

+ c

By simple algebraic manipulation, we end up with the affine transformed output equa-

tion(3.21).

We see that the bias in the affine transformation constrains an eigenvalue of the

transformed output-constrained Koopman operator to be equal to 1. This is very im-

portant to track when using gradient descent based optimization algorithms to solve for

output-constrained Koopman operators because they identify approximate solutions and

this could push the unit eigenvalue outside the unit circle making it unstable. To avoid

numerical error in such algorithms, we should constrain the last row of the Koopman

operator as in (3.20).

In both the OC-DMD problems (3.12) and (3.13), the state-inclusive observables ψ are

considered as free variables. To learn the observables, we use the deepDMD formulation

(2.7) of representing ψ as outputs of neural networks. When we incorporate the deep-

DMD formulation to solve the OC-DMD problems, we refer to them as OC-deepDMD

algorithms and the identified output-constrained Koopman operators as OC-deepDMD

models.
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3.4 Simulation Results

We consider three numerical examples in increasing order of complexity to evaluate the

performance of the direct and sequential OC-deepDMD algorithms. The first example

has an output-constrained Koopman operator with exact finite closure; there is a finite-

dimensional basis in which the dynamics are linear. We use this as the benchmark for the

comparison of the two algorithms. The other two examples do not possess finite exact

closure. In those cases, we benchmark the proposed algorithms against nonlinear state

space models (with outputs) identified by solving

min
f,h

||XF − f(XP )||2F + ||YP − h(XP )||2F (3.22)

where the functions f and h are jointly represented by a single feed-forward neural net-

work with (n+p) outputs and we refer generally to this model, across multiple examples,

as the nonlinear state space model (see captions in Figures 3.4 and 3.8).

The neural networks in each optimization problem are constrained to have an equal

number of nodes in each hidden layer. The hyperparameters for all the optimization

problems can be jointly given by {nij|i ∈ {x, y, xy}, j ∈ {o, l, n}} where nio, nil and nin

indicate the number of outputs, number of hidden layers and number of nodes in each

hidden layer for the dictionary of observables indicated by i (ψx, φy or φxy). Sequential

OC-deepDMD comprises i ∈ {x, y, xy} j ∈ {o, l, n}, direct OC-deepDMD comprises

i ∈ {x} j ∈ {o, l, n} and nonlinear state space model comprises i ∈ {x} and j ∈ {l, n}.
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In each example, the simulated datasets are split equally between training, validation,

and test data. For each algorithm, we learn models on the training data with various

combinations of hyperparameters. We train the models in Tensorflow using the Adagrad

[26] optimizer with exponential linear unit (ELU) activation functions. We use the val-

idation data to identify the model with optimal hyperparameters for each optimization

problem, which we report in Table 3.1. To quantify the performance of each model, we

use the coefficient of determination (r2) to evaluate the accuracy of the model predictions:

r2 = 1− ||X̃ − ˆ̃X||2F
||X̃||2F

where X̃ is the variable of interest (XF or YP ) and
ˆ̃X is the prediction of that variable.

We evaluate r2 for the accuracy of

• the output prediction: yk = h(xt) for the nonlinear state space model and yk =

Whψ(xt) for the OC-deepDMD models

• 1-step state prediction: xt+1 = f(xt) for the nonlinear state space model and

ψ(xt+1) = Kψ(xt) for the OC-deepDMD model.

• n-step state prediction: xi = f ◦ f ◦ · · · ◦ f︸ ︷︷ ︸
i times

(x0) for the nonlinear state space model

and ψ(xi) = Kiψ(x0) for the OC-deepDMD models where x0 is the initial condition

and i is the prediction step.

The n-step state prediction is a metric to test the invariance of the output-constrained

Koopman operator; if the output-constrained Koopman operator is invariant, the r2 for
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n-step predictions turns out to be 1. We do not consider the n-step output prediction as

the error provided by that metric will be a combination of the errors in both state and

output models.

3.4.1 Example 1: System with finite Koopman closure

Consider the following discrete time nonlinear system with an analytical finite-dimensional

output-constrained Koopman operator [19]:

xt+1,1

xt+1,2

 =

a11 0

a21 a22


xt,1
xt,2

+

 0

γx2t,1


yk = xt,1xt,2

where xk,i and yk denote the i
th state and the output at discrete time point k respectively.

We obtain the theoretical output-constrained Koopman operator using sequential OC-

DMD (3.13):

• Solving (3.13a) - Adding the observable φ1(x) = x21 makes the dynamics linear:


xt+1,1

xt+1,2

φ1(xt+1)

 =


a11 0 0

a21 a22 γ

0 0 a211




xt,1

xt,2

φ1(xt)

 (3.23)

• Solving (3.13b) - Adding φ2(x) = x1x2 to {x1, x2, φ1(x)} yields a linear output
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equation

yk =

[
0 0 0 1

] [
xt,1 xt,2 φ1(xt) φ2(xt)

]T
.

• Solving (3.13c) - To identify the dynamics of the added observable φ2(x) and

ensure a closed basis, we add φ3(x) = x31 to get the output-constrained Koopman

operator:

ψ(xt+1) =



a11 0 0 0 0

a21 a22 γ 0 0

0 0 a211 0 0

0 0 a11a21 a11a22 a11γ

0 0 0 0 a311


ψ(xt)

yk =

[
0 0 0 1 0

]
ψ(xt) (3.24)

where ψ(xt)=

[
xt,1 xt,2 φ1(xt) φ2(xt) φ3(xt)

]T
.

We simulate the system to generate 300 trajectories, each with a different initial

condition uniformly distributed in the range 5 ≤ x0,i ≤ 10, i = 1, 2 and system parameters

a11 = 0.9, a21 = −0.4, a22 = −0.8, and γ = −0.9. The performance metrics of the

identified models are given in Table 3.1 and their n−step predictions on a test set initial

condition are shown in Fig. 3.1.

The deepDMD algorithm captures well the dynamics for nL = 3 and it matches with
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Figure 3.1: Example 1: Comparing the n-step predictions of states (x1, x2) and outputs
(y1) for the models: deepDMD with nL = 3, direct OC-deepDMD with nL = 3, 5, and
sequential OC-deepDMD with nL = 5 where dim(ψ(x)) = nL.

the theoretical solution (3.23). We learn the optimal direct OC-deepDMD model for

nL = 5 Koopman dictionary observables. Fig. 3.1 shows that the direct OC-deepDMD

model with nL = 3 shows poor performance. Hence, we need additional observables to

capture the output dynamics (given by φ2(x) and φ3(x) in (3.24)), thereby validating

Theorem 3.2.2. We increase nL and identify both direct and sequential OC-deepDMD

models. We observe that nL = 5 is the optimal value for both OC-deepDMD algorithms

with r2 ≈ 1 and agreeing with the theoretical solution (3.24).

We evaluate the extent to which the OC-deepDMD algorithms capture the underlying

system dynamics by comparing the eigenfunctions of the corresponding OC-deepDMD
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Figure 3.2: Example 1: The eigenvalues (λ) and corresponding eigenfunctions (ϕ) com-
puted from the theoretical (first row), direct OC-deepDMD (second row) and sequential
OC-deepDMD (last row) models. The axes constitute the physical states of the system
and the colorbar indicates the value of eigenfunctions normalized by the maximum ab-
solute value attained by the corresponding eigenfunction. The Pearson correlation (ρ) is
computed between ϕ of the OC-deepDMD and the theoretical models for each λ. Eigen-
functions ϕ1, ϕ4, ϕ5 with λ = −0.8, 0.81, 0.9 capture the state dynamics, additional ϕ2, ϕ3

with λ = −0.72, 0.73 capture the output dynamics and λ = 1 is due to the presence of
the constant, unit-valued basis element (Proposition 3).

models with those of the theoretical output-constrained Koopman operator (3.24). Since

the OC-deepDMD models are identified on standardized data, we use Theorem 3.3.2

to reflect the transformation in the theoretical output-constrained Koopman operator.

We compute the eigenfunctions of all the models using modal decomposition (2.8). We

observe that scaling and sign flip are two artifacts that lead to non-uniqueness of eigen-

functions as ψ(xt+1) =
∑

i viλiϕi(x) =
∑

i(−α−1vi)λi(−αϕi(x)) where α is a nonzero

scalar. We compensate for scaling by dividing each eigenfunction with its maximum ab-

solute value to normalize it. When r2 is computed under a sign flip, it leads to negative

values. To account for the sign flip, we use the Pearson correlation (ρ) to compute the
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closeness between the normalized eigenfunctions.

We show the plot of the normalized eigenfunctions for the OC-deepDMD models and

their correlation with the theoretical eigenfunctions in Fig. 3.2. We see that the sequen-

tial OC-deepDMD model captures both eigenvalues and eigenfunctions with a better ac-

curacy than the direct OC-deepDMD model. This could be attributed to sequential OC-

deepDMDmodel structure (3.14) being sparser among the two. Sequential OC-deepDMD

can explicitly track that the eigenfunctions corresponding to λ = −0.8, 0.81, 0.9 capture

the state dynamics by solving (3.13a) and those corresponding to λ = −0.72, 0.73 are

added to capture the output dynamics by solving (3.13b) and (3.13c). This validates

that the output dynamics do lie in a subspace of the output-constrained Koopman oper-

ator observables as proved in Theorem 3.2.2. The effect of the output on the observable

learning problem is not prominently captured in this case as the observables that capture

the state dynamics are different from the observables that capture the output dynamics.

In the next example we examine the effect of outputs on the observable learning problem

when the observables needed to capture the output dynamics are intertwined with the

observables that capture the state dynamics.

3.4.2 Example 2: MEMS-actuator with a differential capacitor

We consider the free response of a MEMS resonator [85] modeled by a spring mass damper

system with cubic nonlinear stiffness and a differential capacitive sensor to measure the
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Figure 3.3: MEMS Actuator: Schematic of a spring mass damper system as a MEMS
actuator model. The displacement of the movable plate is measured by a differential
capacitor with a fixed capacitance C2 and variable capacitance C1 by applying an input
voltage Vs and measuring the output voltage Vo.

displacement [94] as shown in Fig. 3.3. It has the dynamics:

ẋ1 = x2

ẋ2 = −k1
m
x1 −

c

m
x2 −

k3
m
x31

y = Vo =
C1 − C2

C1 + C2

Vs = − x1
d+ x1

Vs

where x1, x2 and y are the displacement, velocity and output voltage measurements

respectively. We simulate the system with the parameters m = 1, k1 = 0.5, c = 1.0,

k3 = 1.0, d = 3 and VS = 0.4 to generate 300 trajectories with a simulation time of 15s, a

sampling time of 0.5s and initial condition, x0, uniformly distributed in the range (0, 2).

This system is more complex than Example 1 as it has a single fixed point without a
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finite analytical output-constrained Koopman operator. Therefore, we benchmark the

performance of the OC-deepDMD algorithms against the nonlinear state space models

identified by solving (3.22).

Figure 3.4: MEMS Actuator: Comparing the n-step predictions of states (x1, x2) and
outputs (y1) for the nonlinear state space, direct OC-deepDMD and sequential OC-
deepDMD models.

We see from Table 3.1 that r2 ≈ 1 for 1-step state and output predictions of the nonlin-

ear state space, sequential, and direct OC-deepDMDmodels. When comparing the n-step

predictions of these models on an initial condition from the test dataset (shown in Fig.

3.4), the nonlinear state space model performs significantly better. Among the output-

constrained Koopman operators, the sequential OC-deepDMD performs marginally bet-

ter (4% higher accuracy). This indicates that all algorithms nearly accurately solve their
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Figure 3.5: MEMS Actuator: The normalized observables (ψi(x), i = 1, 2, 3, ...) for
deepDMD that is learnt from state data alone is shown in the first row. The normalized
observables and the output function (h(x)) identified by direct OC-deepDMD is shown
in the second row. ψi(x) and h(x) are normalized by dividing each function by their
corresponding maximum value restricting the value of each function to [−1, 1] as given
by the colorbar.

respective objective functions which minimize the 1-step prediction error.

To visibly show that outputs influence and constrain the observable learning problem,

we identify two models: a Koopman operator representation for the state dynamics alone

using the deepDMD algorithm and an output-constrained Koopman operator represen-

tation for the full system with output using direct OC-deepDMD keeping the number

of observables fixed. The observables identified by both algorithms are plotted in Fig-

ure 3.5 and the eigenfunctions for the Koopman operator models identified from each

algorithm are shown in Figure 3.6. It can be seen that the addition of the output influ-

ences the observable ψ5(x) to reflect the functional form (or heatmap) of the output h(x),

while also modifying ψ3(x) and ψ4(x). Likewise, the spectral decomposition in Figure 3.6

shows a significant change in the eigenvalue λ5, from −0.5 to 0.26, and correspondingly
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Figure 3.6: MEMS Actuator: The eigenvalues (λ) and their corresponding normalized
eigenfunctions (ϕi(x), i = 1, 2, 3, ...) for deepDMD (first row) and direct OC-deepDMD
(second row) are shown. In addition, the normalized output function (h(x)) identified by
direct OC-deepDMD is shown. ϕi(x) and h(x) are normalized by dividing each function
by their corresponding maximum value restricting the value of each function to [−1, 1]
as given by the colorbar.

the eigenfunction ϕ5(x) when an output measurement is incorporated into the learning

problem. This validates Corollary 3 and shows that the sensor fusion problem of the

state measurements and the output measurements yields a Koopman operator learning

problem wherein its observables are altered by the evolution of the output.

Although the OC-deepDMD algorithms identify output-constrained Koopman oper-

ator representations with small 1-step predictions errors, the approximation of infinite-

dimensional output-constrained Koopman operators by finite observables lead to the

OC-deepDMD models not being perfectly invariant. Therefore, when the number of pre-

diction steps increases, the error in the evolution of the observables accumulates and

propagates forward. A potential method to reduce the error in forecasting is to mini-
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mize multiple step prediction errors. We showcase this method prominently in the next

example.

3.4.3 Example 3: Activator Repressor clock with a reporter

Figure 3.7: Activator-Repressor clock: Schematic of the interaction of enzymes A, B and
C (fluorescent reporter- output): (a) A activates A,B and C (b) B represses A and C.

A more complex system is one with oscillatory dynamics that converge to an attractor.

We consider the two state activator repressor clock [25] with the dynamics:

dA

dt
= −γAA+

κA
δA

αA(A/KA)
n + αA0

1 + (A/KA))n + (B/KB)m

dB

dt
= −γBB +

κB
δB

αB(A/KA)
n + αB0

1 + (A/KA)n

C =
(kc/γc)A

1 + (B/Kd)

where A, B and C are the concentration of enzymes with the network schematic as

shown in Fig. 3.7. A and B constitute the state and C is the output fluorescent reporter

assumed to be at steady-state. We simulate the system using the parameters γA = 0.7,

γB = 0.5, δA = 1.0, δB = 1.0, αA0 = 0.4, αB0 = 0.004, αA = 0.2, αB = 0.2, KA = 0.1,

KB = 0.08, κA = 0.9, κB = 0.5, n = 2, m = 3, k3n = 3.0 and k3d = 1.08 to get an

oscillatory behaviour. We generate 300 curves with a simulation time of 50s, a sampling
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time of 0.5s and the initial conditions uniformly distributed in the interval (0.1, 1).

Figure 3.8: Activator-Repressor clock: n-step prediction comparisons of states (x1, x2)
and outputs (y1) for the nonlinear state space and direct and sequential OC-deepDMD
models.

We identify direct and sequential OC-deepDMD models and nonlinear state space

models and show the optimal model hyperparameters and r2 values in Table 3.1. We see

that r2 ≈ 1 for the 1-step and output predictions for all the models indicating that the

corresponding algorithms nearly accurately solve their objective functions (which mini-

mize 1-step prediction error) similar to the case in Example 3.4.2. The n-step predictions

of the models in Fig. 3.8 show that the nonlinear state space model outperform both the

OC-deepDMD models. But, here the direct OC-deepDMD model performs marginally

better than the sequential OC-deepDMD model (opposite of Example 3.4.2). Hence, we
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Figure 3.9: Activator-Repressor clock: The phase portraits of the theoretical, nonlinear
state space, direct OC-deepDMD and sequential OC-deepDMD models is shown in the
first row. The second row shows the phase portraits of the time-delay embedded OC-
deepDMD models with the delay parameter nd = 4, 5, 6 and 7. The phase portraits are
constructed using the same initial conditions highlighted by red dots and r2 is computed
using the theoretical phase portrait as the reference.

infer that both OC-deepDMD algorithms perform similarly.

To evaluate how well the models capture the underlying dynamics, we construct

phase portraits of the various models shown in Fig. 3.9. We do so by considering initial

conditions around the phase space of the limit cycle and plotting the n-step predictions

of the models for each initial condition. We compare the phase portraits of each model

with that of the simulated system using the r2 metric. We see that the nonlinear state

space model captures a limit cycle but with an offset that results in a poor r2 value. The

OC-deepDMD models capture dissipating dynamics rather than that of a limit cycle. We
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speculate that the objective function is not sufficient to capture the dynamics and extend

the objective function to minimize the error in multiple step predictions. To do so, we

incorporate the idea we implement in [10] to construct observables on the time-delay

embedded states yielding the output-constrained Koopman operator

ψ(xtnd+nd , · · · , xtnd+1) = Kψ(xtnd , · · · , xtnd−nd+1)

ytnd = Whψ(xtnd , · · · , xtnd−nd+1). (3.25)

where t is the discrete time index and nd indicates the number of time-delay embeddings.

Since the two OC-deepDMD algorithms perform similarly, we stick to just using the direct

OC-deepDMD algorithm to identify the time-delay embedded OC-deepDMD models.

The phase portraits of the direct OC-deepDMD models as nd is increased is given in the

second row of Fig. 3.9. We see that as nd increases, the phase portrait takes the structure

of an oscillator with nd = 6 being optimal.

We see from Table 3.1 that the n-step prediction accuracy increases for this model

at the expense of the 1-step and output predictions which reduce. This is because the

formulation (3.25) simultaneously minimizes multiple-step prediction errors [10] which

may not always yield optimal 1-step predictions. Hence, we see that OC-deepDMD algo-

rithm has limitations when it comes to the case of oscillators, and time-delay embedded

OC-deepDMD models can be used to overcome them.

61



3.5 Conclusion

In this chapter, we propose a novel method to fuse state and output measurements of

nonlinear systems using Koopman operator representations that are augmented with a

linear output equation (called output-constrained Koopman operators). Using the con-

cept of diffeomorphic conjugacy, we show that the dynamics of the measured output

variables span a subspace of the output-constrained Koopman operator lifting functions

and that the output-constrained Koopman operators integrate the dynamics of both

states and outputs. We show a sufficient condition for the existence of state-inclusive

output-constrained Koopman operators and propose two DMD algorithms that incorpo-

rate the output constraints to identify them. We use numerical examples to show the

performance of these algorithms.

In chapter 6, we will use this technique to extract genotype-phenotype models of

microbes by fusing their various time-series datasets. The genotype-phenotype models

will enable us to control the persistence of these microbes in new environments. We

expect the sensor fusion method based on the output-constrained Koopman operator

to cater to a large range of dynamical systems where the fusion of nonlinear dynamics

of two measurement sets is desired for applications like observability analysis, observer

synthesis, and state estimation.
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Chapter 4

Observability of Koopman operators

4.1 Introduction

Sensor technology has advanced at a rapid pace, offering researchers unprecedented access

to data on dynamical systems. Observability is the underlying principle that links the

sensor data to the internal state of the system. Applications of observability include

monitoring the state of the system [90, 13, 83], estimating process model parameters [3]

and identifying optimal locations for sensor placement [40]. The theory of observability

is well established for linear systems [39]. Observability theory for nonlinear systems

is limited to the differential geometric results for analytical systems[82] and algebraic

results for polynomial systems [101]. For nonlinear systems learned from data, methods

are being developed to identify if the system is observable[113]. The theory to identify

the observable subspace decomposition of nonlinear systems from data-driven models is

yet to be established.
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Data-driven discovery of dynamics is critical for complex systems where the under-

lying mechanics are not fully understood. Such scenarios are common in biological cells

[31], finance [21], cyber-physical systems [117], etc. One of the commonly used complex

systems in biomanufacturing industries is the bacterium, Escherichia coli [52]. In Es-

cherichia coli, gene transcription alone constitutes over a 4, 400−dimensional dynamic

process, and this excludes the protein and metabolic interactions within the cell. Such

complex systems are typically deployed to achieve a specific performance objective. Es-

cherichia coli used in biomanufacturing processes are optimized for performance objec-

tives like maximizing population cell growth [95] or maximizing production of a specified

metabolite [61]. Only a fraction of the genes have a strong influence on the desired per-

formance objective [102, 105, 7]. This raises the question of how to identify a critical set

of genes that have the strongest influence on given performance objective function.

For a linear system, the performance objective can be treated as the output and an

observable subspace decomposition results in the minimal system dynamics that drives

the output [119]. Equivalent results have been developed for nonlinear systems using

differential geometry for analytical systems where the governing equations are known

prior [82]. However, the dynamics of biological systems are not known prior and are

typically learned from data. Hence, observable subspace decomposition methods cannot

be used directly to learn the minimal gene expression dynamics in biological systems that

drive a desired output phenotype.

In biological systems, the typical approach to identify genes that impact a phenotype
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is to look for genes that exhibit significant differences in their steady-state responses

[104, 107, 60] across varying initial conditions. By considering initial conditions where

the output (performance metric) response is vastly different, the genes with the highest

differential steady-state response are deemed to impact the output. This is a classical

empirical approach that disregards both gene-to-gene interactions as well as gene-to-

phenotype (output) interactions. Our ultimate goal is to model these various nonlinear

dynamical interactions from data and then find genes that drive a desired output which

can later be used to optimize the performance of that output.

Koopman operator theory is an increasingly popular approach to learn and analyze

nonlinear system dynamics, specifically due to a growing suite of numerical methods that

can be applied in a data-driven setting [87, 74]. Koopman models are promising because

they construct a set of state functions called Koopman observables that embed the non-

linear dynamics of a physical system in a high-dimensional space where the dynamics

become linear [20]. Koopman models are typically learned from data using a dimen-

sionality reduction algorithm called dynamic mode decomposition (DMD), which was

developed by Schmid [92]. Extensive research has enabled Koopman models to increase

their predictive accuracy and decrease their computational complexity. Koopman models

serve as a bridge between nonlinear systems and high-dimensional linear models, making

them particularly helpful for extending linear notions to nonlinear systems in applica-

tions such as modal analysis [73, 99, 70], construction of observers [98, 97, 4, 113, 80]

and development of controllers [87, 54, 88, 114, 46].
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The study of observability of nonlinear systems using Koopman operators is a growing

area of research; Koopman operators have been augmented with output equations for

applications like observer synthesis [97, 98, 4], optimal sensor placement[37, 36] and

quantifying observability of nonlinear systems [113]. They all work under the assumption

that the outputs lie in the span of Koopman observables but there is no theory on when

that assumption holds. There are no algorithms to learn such output-inclusive Koopman

models from data as Koopman models typically constitute a state equation learned either

by using direct state measurements [108, 38, 65] or delay-embedded output measurements

[9, 10, 5]. Moreover, how to use Koopman operator models learnt from data to estimate

the observable decomposition of the nonlinear system is yet to be established.

Here, we extend the theory of Koopman operators to nonlinear systems with a mea-

surable output performance and develop the notion of observable subspaces for such

nonlinear systems using linear Koopman operator theory. Through our investigation,

we:

1. developed a theory that maps the observable subspace of a nonlinear system to a

linear output-inclusive Koopman model defined on that observable subspace (The-

orem 4.3.1 and Theorem 4.3.2),

2. identified the conditions under which the observable subspace of an output-inclusive

Koopman model maps to the observable subspace of the nonlinear system (Theorem

4.3.3)

3. developed a new algorithm that learns such observable, output-inclusive Koopman
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models using deep learning and dynamic mode decomposition (Corollary 2),

4. showed that the new data-driven Koopman models can estimate the essential genes

that drive the growth phenotype of a biological system in the order of their impor-

tance (Simulation Example 1), and

5. showed that the gene dynamics in the observable subspace of each output of an

interconnected genetic circuit constitute the significant genes that drive that output

performance measure of the circuit (Simulation Example 2).

The chapter is organized as follows. Section 4.2 introduces the problem statement in

detail. Section 4.3 discusses the main theoretical results pertaining to observability of

Koopman operators and the methods to see them in practice. We consider two simulated

gene circuits in Section 4.4 and demonstrate how the theory is used to find genes that

drive each output of the system. Conclusions are drawn in Section 4.5.

4.2 Problem Formulation

We formulate the mathematical problem in more depth and describe how solving it

benefits biological systems.
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Figure 4.1: Koopman approach to observability decomposition of nonlinear
systems: The nonlinear observable decomposition (upper transition) is a result of the
differential geometric approach to the observability of nonlinear systems which is defined
only for analytical systems. The Koopman lifting (transition on the left) is from the
Koopman operator theory to find high-dimensional linear representations of nonlinear
systems. Our approach is to find the structure of the Koopman operator for the non-
linear decomposed system (transition on the right) and establish a relationship with the
Koopman operator model of the original nonlinear system through a linear transforma-
tion (lower transition).
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4.2.1 The Mathematical Challenge

Given the autonomous discrete-time nonlinear dynamical system with output

State Equation: xt+1 = f(xt) (4.1a)

Output Equation: yt = h(xt) (4.1b)

where x ∈ M ⊆ Rn is the state and y ∈ R is the output performance measure. The

differential geometric approach to observability provides a nonlinear decomposition that

can be an analytical system of the form (4.1) to

xot+1 = fo(x
o
t )

xut+1 = fu(x
o
t , x

u
t ) (4.2)

yt = ho(x
o
t )

via a diffeomorphic (smooth and invertible) nonlinear transformation

xo
xu

 =

ξo(x)
ξu(x)


where xu lies in the unobservable subspace of the system (4.1). The remaining xo is

the minimal state that drives the output dynamics and the manifold that xo lies in

is the maximum subspace that the output y can observe in the system (4.1a). We

refer to that space observed by the output as the observable subspace of the system

(4.1). For data-driven nonlinear models, there are no approaches to identify the nonlinear

transformations ξo and ξu. There are explicit methods to do similar transformations for
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data-driven linear systems and therefore, we turn to Koopman operator theory that

bridges the notions of linear and nonlinear observable decompositions.

A standard Koopman operator representation used to capture the nonlinear dynam-

ical system with an output equation (4.1) is given by

State Equation: ψ(xt+1) = Kψ(xt) (4.3a)

Output Equation: yt = Whψ(xt) (4.3b)

where M ⊆ Rn and ψ : M → RnL are the Koopman observables (functions of the state),

whose linear evolution across time captures the nonlinear dynamics of the state and the

output. To enable easier recovery of the base state x from the Koopman observables ψ(x),

the Koopman observables are typically constrained to include the base states x as ψ(x) =[
x⊤ φ⊤(x)

]⊤
where φ(x) is a vector of pure nonlinear functions of x. The Koopman

operators corresponding to the observables which contain the state x are referred to as

state-inclusive Koopman operators. For the rest of the chapter, the Koopman model with

observables denoted by ψ is state-inclusive. Since the Koopman model (4.3) is linear,

linear observability concepts can be used in this system. How do we use the Koopman

system (4.3) to infer the observable state xo in (4.2)? Section 4.3 delves more on this

topic and provides algorithms to identify xo from data and determine the observable

subspace of the original nonlinear system (4.1).
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4.2.2 The Biological Implication

In complex microbial cell systems, techniques like transcriptomics [106] and pro-

teomics [1] inform the dynamics within the cell and instruments like flow cytometers [29],

plate readers [72], and microscopes [58] inform the phenotypic characteristics viewed from

outside the cell. We can represent the intracellular activity by the state equation (4.1a)

and the phenotype of interest by the output equation (4.1b). The phenotypic behavior is

the performance metric that we wish to optimize with a specific objective. In Section 4.4,

we simulate two biological gene networks, for which we learn the observable subspace of

the nonlinear system (4.1) and provide empirical methods to map that observation space

(in which all of xo lies) to the set of genes (a subset of the state variables in x) that drive

the output phenotypic behavior. Upon identifying the genes that influence the pheno-

typic dynamics, we can deploy actuators developed for biological systems to control the

gene expression and optimize the phenotypic performance.

The generic phenotypic performance optimization problem is given by

max
u

N∑
t=0

||yt||22 (4.4)

such that xt+1 = f(xt) +
na∑
i=1

gi(xt, ut,i)

yt = h(xt)

where g is the input function that captures both how an input directly controls the

expression of targeted genes as well as off-target gene expression effects [22] and na is
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the number of individual genes whose expression dynamics we can target to control.

Two accessible genetic actuators that control gene expression are: A) Transposons [107]

which knockout the complete gene expression with gi(xt, ut,i) = −fi(xt), and B) CRISPR

interference mechanism which suppresses the gene expression [42] with gi(xt, ut,i) < 0.

We anticipate this work will enable the identification of genes that impact growth of soil

bacteria in sparse environmental conditions that can be controlled by biological actuators

to maximize their population growth.

4.3 Extension of nonlinear observability to Koop-

man system with output

In this section, we methodically show how we translate the theory of observable decom-

position of nonlinear systems to the linear observable decomposition of Koopman systems

to discover the critical Koopman observables (functions of the state x) that drive the out-

put dynamics. We use an analytical example to elucidate our theoretical results. Along

the way, we discuss how to extend the theory to practice. The details for implementing

the algorithms are provided in Appendix B.1.

4.3.1 Minimal Koopman operator that drives the output

We begin by showing the nonlinear system (4.1) can be transformed into a minimal

Koopman model that drives the output performance metric.

Theorem 4.3.1. Suppose the dynamical system with the output performance measure
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(4.1)

xt+1 = f(xt)

yt = h(xt)

where x ∈ M ⊆ Rn and y ∈ R is such that its observation space Oy(x) has a constant

dimension r ≤ n at x in the neighborhood U ⊆ M. Then, for any x ∈ U there are r

functions in Oy(x) which constitute a surjective coordinate transformation to a reduced

space xo = ξ(x) ∈ M′ ⊆ Rr with a Koopman operator representation

ψo(x
o
t+1) = Koψo(x

o
t )

yt = Whoψo(x
o
t ).

(4.5)

PROOF. The proof involves three steps:

(i) Convert the system to the nonlinear observable canonical form: It is given that at a

point x in a neighborhood U , we have dim(Oy(x)) = r ≤ n. Using Theorem 2.3.5, we can

transform the base state x to a new local coordinate (x̃1, x̃2) using a diffeomorphic local

coordinate transform

x̃1
x̃2

 =

ξo(x)
ξu(x)

 such that (4.1) can take the nonlinear observable

canonical form (2.10).

(ii) Find an infinite dimensional linear model to represent the nonlinear observable

canonical form: Consider the observation space of (2.10) in the vector form:

Ōy(x̃
1) ≜

[
ho(x̃

1)⊤ ho(fo(x̃
1))⊤ ho(f

2
o (x̃

1))⊤ · · ·
]⊤
.

When we propagate Ōy(x̃
1) from time point t to t + 1, all functions of Ōy(x̃

1
t+1) lie in
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the span of all functions in Ōy(x̃
1
t ) as ho(f

i
o(x̃

1
t+1)) = ho(f

i+1
o (x̃1t )) ∀ i ∈ Z≥0. Hence,

there exists an infinite dimensional matrix Ky that renders an infinite dimensional linear

model:

Ōy(x̃
1
t+1) = KyŌy(x̃

1
t )

yt =

[
Ip 0

]
Ōy(x̃

1
t )

for the nonlinear dynamics of x̃1 given by (2.10a) and (2.10c).

(iii) Convert the infinite-dimensional system to a state-inclusive Koopman operator

representation: For output at a time point t+ k, we have from systems (4.1) and (2.10),

yt+k = h(fk(xt)) = ho(f
k
o (x̃

1
t )) for any xt ∈ M. Hence, we have Oy(x) = Ōy(x̃

1) ⇒

dim(Ōy(x̃
1)) = r. So, using Theorem 2.8 in [81] or the discrete time equivalent of

Proposition 3.34 in [82], we can find a vector of r functions in the observation space

Ōy(x̃
1), say xo ∈ Rr, such that all functions in Ōy(x̃

1) are a nonlinear function of xo.

Then, there exists a permutation matrix P such that P Ōy(x̃
1) =

 xo

φo(x
o)

 = ψo(x
o)

which converts the above infinite-dimensional linear model to a state-inclusive Koopman

operator representation of the form (4.5). Hence the proof.

The nonlinear observable decomposition theorem transforms the full nonlinear system

to a new coordinate space with the minimal number of state variables required to capture

the output performance metric. Theorem 4.3.1 proves the existence of a state-inclusive

Koopman operator for the transformed system such that its Koopman observables lie

74



in the span of the observation space vector and vice versa. The above theorem fuses

the information in the states and outputs. One of the existing results in fusing two

measurements is the theory of factor conjugacy in [109, 75]. In the following remark, we

tie Theorem 1 to the concept of factor conjugacy.

Remark 5. If there are two dynamical systems xt+1 = fx(xt) and zt+1 = fz(zt) such

that z = hzx(x), then the two systems are said to be factor conjugate if hzx(fx(x)) =

fz(hzx(x)). As a consequence, if {(λzi, ϕzi), i = 1, 2, ...} represents the set of all eigenvalue-

eigenfunction pairs of the Koopman operator for the z−dynamics, then {(λzi, ϕzi◦hzx), i =

1, 2, ...} represent a subset of all eigenvalue-eigenfunction pairs of the Koopman operator

for the dynamics in x. The subset of eigenfunctions {ϕzi ◦ hzx, i ∈ N} in the x-dynamics

are a minimal set of observables required to capture the output dynamics and hence con-

stitute a basis for the reduced Koopman operator (4.5).

In certain nonlinear systems, all functions in the observation space Oy(x) lie in the

span of a finite subset of functions in Oy(x). This strong criteria results in finite dimen-

sional exact Koopman operators. This is a useful result for elucidating Theorem 4.3.1

later and is formally stated in the below corollary.

Corollary 6. If there exists a finite dimensional observation space of the form Oy,q(x) =

{h(x), h(f(x)), · · · , h(f q(x))} such that any function h(f i(x)) ∈ Oy(x) where i ∈ Z≥0

lies in the span of Oy,q(x) and dim(Oy,q(x)) = r ≤ n, we can find a finite dimensional

exact Koopman operator representation of the form (4.5).
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4.3.2 Learning Koopman operators with output

We explored how dynamic mode decomposition (DMD) algorithms are used to learn ap-

proximate Koopman operators in Chapter 2. In prior works where an output equation is

involved with Koopman operators [71, 113, 98, 97, 80], the outputs are typically assumed

to lie in the span of the Koopman observables; there are no DMD algorithms to ensure

that. The following corollary to Theorem 4.3.1 relaxes that assumption and provides the

necessary and sufficient condition for the existence of a Koopman operator representation

of form (4.3).

Corollary 7. Given the dynamical system (4.1), we can find the output-constrained

Koopman operator representation (4.3) if and only if the observation space Oy(x) of

(4.1) lies in the span of the Koopman observables.

We incorporate Corollary 7 into the DMD objective 2.6 to form the more generic

DMD multi-objective optimization problem:

min
ψ,K,Wh

||ψ(xt+1)−Kψ(xt)||2F + ||yt −Whψ(xt)||2F

where the output is forced to lie in the span of the observables. Moreover, if the output

at time t lies in the span of the observables, i.e., yt = Whψ(xt), then for any future time

point t+k, the output at that time point also lies in the span of the observables ψ(xt) as

yt+k = WhK
kψ(xt). This ensures that the full observation space Oy(x) of the nonlinear

system (4.1) lies in the span of the Koopman observables ψ(x), thereby adhering to
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Corollary 2. Since the above objective function forces the output to lie in the span of

the Koopman observables, we term this problem as Output constrained dynamic mode

decomposition (OC-DMD). The neural network based implementation of OC-DMD is

termed as OC-deepDMD, the details of which are discussed in Appendix B.1.

4.3.3 Identifying the minimal Koopman operator

Theorem 4.3.1 establishes the existence of a minimal Koopman operator model that

drives the output performance metric. How do we learn this model in practice? The

following result establishes a procedure to do so.

Theorem 4.3.2. Suppose the dynamical system with the output performance measure

(4.1)

xt+1 = f(xt)

yt = h(xt)

where x ∈ M ⊆ Rn and y ∈ R is such that its observation space Oy(x) has a constant

dimension r ≤ n at x in the neighborhood U ⊆ M. For x ∈ U , if the nonlinear system

(4.1) has a Koopman operator representation (4.3)

ψ(xt+1) = Kψ(xt)

yt = Whψ(xt),

77



then there exists a linear coordinate transform T that takes the Koopman operator (4.3)

to the minimal Koopman operator (4.5) that drives the output performance.

PROOF. For x ∈ U , it is given that the nonlinear system (4.1) has a Koopman operator

representation of the form (4.3). By corollary 7, it is evident that the observation space

Oy(x) of the nonlinear system (4.1) lies in the span of the Koopman observables, i.e.,

there exists a transformation T1 such that Oy(x) = T1ψ(x). Since dim(Oy(x)) = r, using

4.3.1 we can get the minimal Koopman operator model (4.5) with the property that the

Koopman observables ψo(x
o) lie in the span of the observation space Oy(x) (= Ōy(x̃

1)).

Hence, there exists a linear transformation T2 such that ψo(x
o) = T2Oy(x). Therefore,

there exists a linear coordinate transform T = T2T1 that takes the full Koopman operator

representation (4.3) to the minimal Koopman operator representation (4.5) that drives

the output performance metric. Hence the proof.

Theorem 4.3.2 provides a route to identify the minimal Koopman operator (4.5) that

drives the output performance metric of the nonlinear system (4.1). We can use the

OC-DMD algorithm from Section 4.3.2 to identify a Koopman operator representation

with an output equation (4.3) and then use a linear transformation ψo(x
o) = Tψ(x) to

go from (4.3) to (4.5). The next obvious question is— what is the linear transformation

T? We use the observable decomposition approach in Linear systems [39] to find T for

nonlinear systems with analytical finite dimensional Koopman operator representations.

Corollary 8. Suppose the nonlinear system (4.1) has an exact finite dimensional Koop-

man operator representation (4.3) and a minimal finite dimensional Koopman opera-
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tor representation of the form (4.5) where xo = ξo(x), xo ∈ M′ ⊆ Rr and ψo(x
o) :

M′ → RnoL. If V represents the matrix of right singular vectors of the observabil-

ity matrix of (4.3) Oψ =

[
W⊤
h K⊤W⊤

h · · · (KnL)⊤W⊤
h

]⊤
, then the transformationψ1(x)

ψ2(x)

 = V ⊤ψ(x) results in the observable decomposition form

ψ1(xt+1)

ψ2(xt+1)

 =

K1 0

K12 K2


ψ1(xt)

ψ2(xt)



yt =

[
Wh1 0

]ψ1(xt)

ψ2(xt)



where

K1 0

K12 K2

 = V ⊤KV ,

[
Wh1 0

]
= WhV and ψ1(x) are the state variables ψo(x

o)

of the minimal Koopman operator (4.5), i.e., ψ1(x) = ψo(x
o).

The above corollary provides a method to identify the minimal Koopman operator

representation that drives the output dynamics. This is the same approach that we can

adopt in practice for the approximate finite dimensional Koopman operators learned from

the OC-DMD algorithm. The details of this approach are discussed in Appendix B.2.

The uniqueness of the solution is discussed in the following remark.

Remark 6. Corollary 2 provides a way to transform (4.3) to (4.5), but it does not

provide the exact expression of xo. The reason is that xo is not unique; any set of

r functions selected from ψ1(x) having a Jacobian of rank r is a valid candidate for
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xo. Every individual function in ψ1(x) can be written as either a linear or a nonlinear

function of that xo.

4.3.4 State information contained in the outputs

An important practical consideration in complex systems is to gauge if the sensor mea-

surements obtained from the system (4.1) constitute a representation of the system state;

in other words, does the fusion of the sensor measurements have a diffeomorphic relation-

ship with the system state x. We use the established concepts in observability analysis

to answer that question in the following theorem.

Theorem 4.3.3. Given that the n−dimensional nonlinear dynamical system (4.1) with

p output measurements:

xt+1 = f(xt)

yt = h(xt)

has an observation space Oy(x) of constant dimension r for all points x ∈ U where

U ⊆ M. Then, there exists nd ∈ N such that the delay embedded output

zt =
[
y⊤ndt y⊤ndt+1 · · · y⊤nd(t+1)−1

]⊤
has a Koopman operator representation

ψz(zt+1) = Kzψ(zt) (4.6)
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where ψz(z) =

[
z⊤ φ⊤

z (z)

]⊤
. Moreover, if r = n, then the above Koopman operator

represents the nonlinear system dynamics up to a diffeomorphism.

PROOF. It is given that dim(Oy(x)) = r for x ∈ U ⊆ M. Hence, using Theorem

4.3.1, we can find a Koopman operator of the form (4.5) where all the functions of

the observation space Oy(x) lie in the span of its Koopman observables ψo(x
o). From

Theorem 4.3.1, we also know that xo is formed by a set of r functions in Oy(x) with a

Jacobian of rank r in the neighborhood U . So, we construct the vector

[(
h(x)

)⊤ (
h(f(x))

)⊤ · · ·
(
h(fnd−1(x))

)⊤]⊤

and for some nd ∈ N, this vector will contain r functions which satisfy the Jacobian

criteria for the choice of xo. At time point ndt, this vector becomes the delay embedded

output zt as yndt+i = h(f i(xndt)). Then, all the Koopman observables of (4.5) can be

written as a function of zt thereby converting (4.5) to a Koopman operator representation

of the form ψz(zt+1) = Kzψ(zt). If r = n, then using the discrete-time equivalent

of Proposition 3.34 in [82], we can find a diffeomorphic map between zt and x in the

neighborhood U . Therefore, we can claim that ψz(zt+1) = Kzψ(zt) captures the full

system dynamics up to a diffeomorphism. Hence the proof.

Theorem 4.3.3 provides a framework to check if the fusion of various output measure-

ments across space and time renders a representation of a state for the complex system

dynamics (4.1). The observability angle provides insight into why delay-embedded Koop-
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man observables are useful in the identification of Koopman operators [5, 9, 10].

Remark 7. The Koopman observables of the delay embedded Koopman operator in The-

orem 4.3.3, ψ(z) is the union of the observation spaces of all the individual output mea-

surements
(
Oy1(x) ∪ Oy2(x) ∪ · · · ∪ Oyp(x)

)
.

In the observable subspace identification problem, one of the concerns to be wary of

is whether or not the outputs have sufficient information about that subspace. Theorem

4.3.3 can be used to learn the delay embedded Koopman operator to capture the dy-

namics of (4.1) and check if there is a diffeomorphism between ψ(z) and x. The detailed

procedure is given in Appendix B.4. The reason why the full ψ(z) is used and not just

z is that xo is not unique (as seen in Remark 6) and any n functions in ψ(z) could form

a diffeomorphic map with x.

4.3.5 Analytical example to illustrate the theoretical results

We consider a nonlinear system with an accurate finite dimensional Koopman operator

representation [19] to illustrate the above theorems. The nonlinear system (4.1)

xt+1,1 = axt,1

xt+1,2 = bxt,2 + γx2t,1

yt = x2t,2
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has a finite dimensional Koopman operator representation (4.3)



xt+1,1

xt+1,2

φ1(xt+1)

φ2(xt+1)

φ3(xt+1)

φ4(xt+1)



=



a 0 0 0 0 0

0 b γ 0 0 0

0 0 a2 0 0 0

0 0 0 b2 γ2 2bγ

0 0 0 0 a4 0

0 0 0 0 γ b





xt,1

xt,2

φ1(xt)

φ2(xt)

φ3(xt)

φ4(xt)


yt = φ2(xt)

where the nonlinear observables are φ1(x) = x21, φ2(x) = x22, φ3(x) = x41 and φ4(x) =

x21x2. With V =

03×3 I3×3

I3×3 03×3

 and choosing the first three observables, we get the

minimal Koopman operator representation which captures the output (4.5) as


φ2(xt+1)

φ3(xt+1)

φ4(xt+1)

 =


b2 γ2 2bγ

0 a4 0

0 γ b




φ2(xt)

φ3(xt)

φ4(xt)


yt = φ2(xt).

Some of the key inferences from the above example are
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• Choosing xo =

[
φ2(x) φ3(x)

]⊤
, we get the state of the reduced Koopman operator

representation (4.5) as ψo(x
o) =

[
φ2(x) φ3(x) (φ2(x)φ3(x))

0.5

]⊤
. Moreover, in

the neighborhood U defined by x1, x2 ∈ (0,∞), the Jacobian of xo has a constant

dimension of 2.

• The observation space of the nonlinear system comprises

h(x) = x22

h(f(x)) = b2x22 + 2bγx21x2 + γ2x41

h(f 2(x)) = b4x22 + (2a2b2γ + 2b3γ)x21x2

+ (a4γ2 + 2a2bγ2 + b2γ2)x41

· · ·

It can be seen that all the functions of the observation space given by h(f i(x)) can be

written as a linear combination of {h(x), h(f(x)), h(f 2(x))} which has an invertible

linear transformation with {x22, x41, x21x2} (if system parameters obey a2 ̸= b and

γ ̸= 2b). Hence, Oy(x) lies in the span of ψ(x).

• In the same neighborhood U defined above, we can find another xo =

[
φ3(x) φ4(x)

]⊤
which leads to ψo(x

o) =

[
φ2
4(x)

φ3(x)
φ3(x) φ4(x)

]⊤
showing that xo is not unique.

• The Jacobian of the set {h(x), h(f(x))} has rank 2 in the neighborhood U defined

by x1, x2 ∈ (0,∞). Hence, we can define a delay embedded output coordinate
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zt =

[
y2t y2t+1

]⊤
which a Koopman operator of the form

ψ(zt+1) = Kzψ(zt)

where ψ(zt) =

[
y2t y2t+1 φz(y2t, y2t+1)

]⊤
.

The computation is straightforward and lengthy. Hence, we state the result in

abstraction. The delay embedded output can capture the state dynamics up to a

diffeomorphism.

This analytical example illustrates all of the above theoretical results.

4.4 Simulation Results

In this section, we demonstrate that the theory in Section 4.3 can be used in complex

nonlinear systems to determine the critical states that drive an output performance

objective. Specifically, in biological systems, we tackle an important problem — what

are the genes (state) that affect a certain phenotype (output performance metric)?

For each system, we start by learning Koopman operator representations with output

equations (4.3) using OC-deepDMD algorithm as mentioned in Appendix B.1 to capture

the nonlinear dynamics of the form (4.1). For each learned model, we compute its 1-

step and n-step prediction accuracy of both states and outputs to ensure that the model

captures the nonlinear dynamics with high accuracy. For the 1-step prediction, given

the state at one time point, we predict the next time point. For the n-step prediction,
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given only the initial condition of the state, we predict the states for all future time

points within the time period of the simulation run. The 1-step prediction accuracy is

a representation of how well we solve the OC-deepDMD optimization problem (Section

4.3.2) and the n-step prediction accuracy is a representation of how well we capture the

actual nonlinear dynamics of the system. To compute the accuracy of the predictions

with the true data, we use the r2−score, also called the coefficient of determination.

Once we have learned a linear Koopman model (4.3) that adequately captures the

system dynamics, we reduce this model to the minimal Koopman model (4.5) that drives

the output performance measure. This procedure is highlighted in Appendix B.2. The

Koopman observables ψo(x) of the model (4.5) capture the full observation space Oy(x)

but the more important information is how much do each of the state variables in x

contribute to ψo(x). We have developed a sensitivity computation algorithm as a followup

to the OC-deepDMD algorithm to identify the genes in order of their importance to the

given output performance measure.

4.4.1 Example 1 - Finding Critical Genes to Control Bacteria

Growth

One of the prominent performance metrics (phenotype) used in biological systems is the

population growth of cell cultures. Specifically, the challenge is to identify genes that

are responsible for the cells to proliferate when subject to different growth substrates

like sugars, proteins, and other conditions like pH and oxygen levels. We illustrate this
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Figure 4.2: Example 1 - Finding Critical Genes to Control Bacteria Growth: (a)
The directed graph of the reaction network: : the states x1 to x7 (x1 and x5 indicated in
blue initiate the network and x2, x3, x4, x6, and x7 indicated in green are the intermediates
and products of the reaction network) is the toxin-antitoxin system taken from [2] ,
states x8 and x11 (light red) are two proteins enhanced by the gyrase enzyme that have
a positive and negative effect on growth output (dark red) respectively, and states x9
and x10 (brown) are two proteins enhanced by gyrase enzyme but have no association
with growth (b) The 1-step and n-step predictions of the Koopman operator model
with output (4.3) learned using the OC-deepDMD algorithm in Appendix B.1 (c) The
bottom heat map is the sensitivity of the Koopman observables ψo(x) of the minimal
Koopman operator (4.5) with respect to the system states x. The top bar plot computes
the Euclidean norm for each column in the sensitivity matrix to represent the relative
contributions of each state x to ψo(x).
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challenge by simulating the ccd antitoxin-toxin system [2], which is known to regulate

growth in bacteria. The dynamics of the system are given by

ẋ1 = −k1fx1x2 + k1rx3 − γ1x1 + u0

ẋ2 = −k1fx1x2 + k1rx3 − k2fx2x3 + k2rx4 − k5fx2x5 + k5rx6 − γ2x2

ẋ3 = k1fx1x2 − k1rx3 − k2fx2x3 + k2rx4 − k4fx3 + k4rx5x7 − γ3x3

ẋ4 = k2fx2x3 − k2rx4 − k3fx4 + k3rx6x7 − γ4x4

ẋ5 = k4fx3 − k4rx5x7 − k5fx2x5 + k5rx6 − γ5x5

ẋ6 = k5fx2x5 − k5rx6 + k3fx4 − k3rx6x7 − γ6x6

ẋ7 = k3fx4 − k3rx6x7 + k4fx3 − k4rx5x7 − γ7x7

ẋ8 =
a1(x7/k1)

n1

1 + (x7/k1)n1
− d1x8

ẋ9 =
a2(x7/k2)

n2

1 + (x7/k2)n2
− d2x9

ẋ10 =
a3(x7/k3)

n3

1 + (x7/k3)n3
− d3x10

ẋ11 =
a4(x7/k4)

n4

1 + (x7/k4)n4
− d4x11

y = yoexp
( µyx8
Ky + x8 + x11

)
.

The simulation parameters of the system are k1f = 1.4M−1s−1, k1r = 0.003s−1, k2f =

1.1M−1s−1, k2r = 0.19s−1, k3f = 0.04s−1, k3r = 2.2M−1s−1, k4f = 0.0035s−1, k4r =

2.2M−1s−1, k5f = 0.14M−1s−1, k5r = 0.13s−1, a1 = 0.8Ms−1, k1 = 0.3M , n1 = 2,

a2 = 1.9Ms−1, k2 = 2M , n2 = 5, a3 = 4Ms−1, k3 = 4M , n3 = 2, a4 = 0.7Ms−1,
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k4 = 0.5M , n4 = 3, γ1 = 0.3s−1, γ2 = 0.1s−1, γ3 = 0.03s−1, γ4 = 0.02s−1, γ5 =

0.4s−1, γ6 = 0.09s−1, γ7 = 0.01s−1, d1 = 0.2s−1, d2 = 0.03s−1, d3 = 0.3s−1, d4 =

0.1s−1, µy = 10, y0 = 0.02, Ky = 10M . The initial condition of the state is x0 =[
0.4, 0.1, 0.2, 0.4, 0.3, 0.8, 0.5, 0.3, 0.8, 0.1, 1.8

]⊤
+ e where e ∈ R11×1 with each entry in e

uniformly distributed in the range [0, 1]. The simulation time (Ts) is 1s with a simulation

of 100s for each initial condition.

The dynamic interaction of CcdA antitoxin and CcdB toxin regulates the concentra-

tion of DNA gyrase, which plays a crucial role in relieving topological stress while the

RNA-polymerase enzyme transcribes the DNA. DNA gyrase complex enhances the pro-

duction of proteins from cellular DNA which could either up-regulate or down-regulate

the cell proliferation process. We simulate a simplified model of the complex network

using the ccd antitoxin-toxin reaction network in [2] with its output DNA gyrase modu-

lating the expression of four genes, which directly impact (positively or negatively) the

growth output following Monod’s growth kinetics model [64]. The gene network is shown

in Fig. 4.2-A, and the system dynamics are given by:

Given that we have the state and the output data of the above nonlinear system, our

objective is to identify the states (genes) that impact the output (growth performance

metric) dynamics. We begin by learning the Koopman operator with output (4.3) using

the OC-deepDMD algorithm (Appendix B.1), and the model prediction on a random

initial condition is shown in Figure 4.2(b). For a test data set, the identified optimal

model has a state (x) prediction accuracy of 98.6% for 1-step and 98.4% for n-step and
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an output (y) prediction accuracy of 99% for 1-step and 82% for n-step. On using

the linear observable decomposition procedure from Appendix B.2, we can reduce the

identified 24-dimensional Koopman operator model (4.3) to a 15-dimensional minimal

Koopman model (4.5) with Koopman observables ψo(x) that capture the output. We

evaluate the sensitivities of each of the functions in ψo(x) with respect to the base states

x as described in Appendix B.3; the sensitivity matrix is shown in lower heatmap plot

of Fig. 4.2(c) and the contribution of each state to ψo(x) (the Euclidean norm of the

sensitivity matrix) is shown in the upper bar plot of Fig. 4.2(c).

The following results reveal the success of our algorithm:

1. States x8 and x11 (red), that directly impact the output, have the most contribution

towards ψo(x).

2. States x9 and x10 (brown) which have no impact on the output provide the least

contribution to ψo(x).

3. States x1 through x7 (blue and green) which represent the toxin-antitoxin system

are the secondary states that indirectly contribute to the output. It can be seen that

their contributions to ψo(x) lie between the two extreme cases and their contribution

to ψo(x) reduces as the gene is located farther away in the network from the output

(as we see in transitioning from the genes in green to the genes in blue).

It is evident that the results are not perfect (like x8 and x11 have non-zero contributions

to ψo(x)). The imperfections are a result of various numerical approximations. The state-

inclusive Koopman model is a finite dimensional approximation learned by minimizing

90



the 1-step prediction error and naturally, by its very formulation, it cannot capture the

entirety of the nonlinear dynamics. The linear observable decomposition in Appendix

B.2 is numerically approximated. Despite the various sources of error, to a large extent,

our algorithm can order the genes (states) based on their importance to the output

performance measure.

Figure 4.3: Example 2 - Finding Critical Genes In Composed Genetic Circuit
Networks: (a) A complex genetic circuit formed by interconnecting three well-studied
genetic circuits with an output measured from each of the core circuits (b) The sen-
sitivity heat map (lower) of the Koopman observables ψo(x) of the minimal Koopman
operator (4.5) for each output and the corresponding 2-norm bar plot (upper) showing
the contributions of each gene to the Koopman observables ψo(x) (c) The 1-step and
n-step prediction of the optimal delay embedded Koopman operator (4.6) learned using
only the output data y1, y2, and y3 (d) State reconstruction accuracy from the Koopman
observables of optimal delay embedded Koopman operators for various combinations of
outputs.
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4.4.2 Example 2 - Finding Critical Genes In Composed Genetic

Circuit Networks

We consider another complex genetic circuit composed of three interconnected sub-

systems (taken from [25]): the activator-repressor, the repressilator, and the toggle switch

with a single output measured from each subsystem as shown in Fig. 4.3(a). The non-

linear system dynamics is modeled by the differential equations:

Activator repressor

ẋ1 =
κ1
δ1
.

α1(x1/K1)
n1 + β1

1 + (x1/K1)n1 + (x2/K2)m1
− γ1x1

ẋ2 =
κ2
δ2
.
α2(x1/K1)

n1 + β2
1 + (x1/K1)n1

− γ2x2 (4.7a)

y1 = V1
(x1/K11)

n11

1 + (x1/K11)n11 + (x2/K12)n12

Repressilator

ẋ3 = c1,3x1 +
α3

1 + (x5/K5)n5
− γ3x3

ẋ4 =
α4

1 + (x3/K3)n3
− γ4x4 (4.7b)

ẋ5 =
α5

1 + (x4/K4)n4
− γ5x5

y2 = V2
(x4/K24)

n24

1 + (x4/K24)n24 + (x5/K25)n25
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Toggle switch

ẋ6 = c2,6x2 +
α6

1 + (x7/K6)n6
− γ6x6

ẋ7 =
α6

1 + (x6/K6)n6
− γ7x7 (4.7c)

y3 = V3
(x6/K36)

n36

1 + (x6/K36)n36

The parameters of the activator repressor κ1 = 1, δ1 = 1, α1 = 250, K1 = 1, n1 = 2,

β1 = 0.04, K2 = 1.5, m1 = 3, γ1 = 1, κ2 = 1, δ2 = 1, α2 = 30, β2 = 0.004, γ2 = 0.5,

V1 = 2, K11 = 1, n11 = 1, K12 = 0.4 and n12 = 1. The parameters of the repressilator

are c1,3 = 0.1, α3 =, α4 =, α5 =, γ3 = 0.3, γ4 = 0.3, γ5 = 0.3, K5 = 1, n5 = 2,

K3 = 1, n3 = 4, K4 = 1, n4 = 3, K24 = 0.02, n24 = 1, K25 = 1, n25 = 2 and

V2 = 1. The parameters of the toggle switch are c2,6 = 0.001, α6 = 1, K6 = 10, n6 = 1,

γ6 = 0.09, γ7 = 0.09, K36 = 120, n36 = 1 and V3 = 1. The sampling time was 0.5s

and the duration of each simulation was 100s. The initial conditions for the simulation

are x0 = [100.1, 20.1, 10., 10., 10., 100.1, 100.1]⊤ + e where e ∈ R7×1 uniformly distributed

in [0, 4]. Using the example, we show that the observability of Koopman operators can

reveal the genes that impact each individual output.

4.4.2.1 Trade-off in learning state-inclusive Koopman operator models:

We adopt the same methodology as in Example 1. We begin by learning a Koopman

operator model with output (4.3) as mentioned in Appendix B.1. The model has a

state x prediction accuracy of 99.8% for 1-step and 69% for n-step predictions and an
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output y prediction accuracy of 98% for 1-step and 64% for n-step predictions. The

low n-step prediction accuracy is a consequence of the trade-off between the n-step pre-

diction accuracy and the state-inclusivity of the Koopman operator representation; the

state-inclusive Koopman operator enables easiest reconstruction of the original state x

of the nonlinear system (by simply dropping the nonlinear Koopman observables) but

the state-inclusive Koopman operator model converges to a single equilibrium point (by

construction) which is not suitable for systems that exhibit an oscillatory steady-state

response like the nonlinear system under consideration. Moreover, the OC-deepDMD

objective function is constructed to minimize only the 1-step predictions and hence, does

not guarantee n-step prediction accuracy. We see that the Koopman model learned from

OC-deepDMD algorithm that minimizes only 1-step prediction error is still adequate for

gene identification.

4.4.2.2 Linear observable decomposition of the Koopman model reveals the

critical genes that impact each output:

For each output in the vector of outputs, we consider the row of Wh corresponding to

that output and learn the minimal Koopman operator (4.5) that captures the dynamics

of that output using the method in Appendix B.2 and identify the sensitivity matrices

and the Euclidean norm as in Example 1 using the approach in Appendix B.3. The

sensitivity plots are shown in Fig. 4.3(b).

From the genetic circuit Fig 4.3(a) and the data-based ordering of state contributions

in Fig 4.3(b), we can see that the following key results are captured:
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1. The output y1 is mainly influenced by x1 which activates y1 followed by x2 which

represses y1.

2. The output y2 is mainly influenced by x4 which activates y2, followed by x1 which

activates the repressilator and x5 which represses y2.

3. The output y3 is mainly impacted by x6 and x1 followed by x7 and x2.

In addition to the main results, there are residual contributions by each state to each out-

put. This can be attributed to three sources of error: the low n-step prediction accuracy,

the numerical approximations and linear correlations between the state variables.

An important observation across Examples 1 and 2 is that both activator (x8) and re-

pressor (x11) genes in Example 1 are recognized as significant genes whereas in Example 2,

the significance of activator genes (x1, x4, x6) is more prominent than the repressor genes

(x2, x5). The explanation for the same lies in how much the activators and repressors

impact the outputs of the system. In Example 1, we can see that that activator x8 and

repressor x11 both directly impact the output and both growth and decaying effects are

captured in the output. In Example 2, the output y3 has no direct repressors impacting

it and though the outputs y1 and y2 are repressed by genes x2 and x5 respectively, the

effect of repression is not prominent as witnessed by the absence of any decaying effects

in the evolution of the outputs y1 and y2. Hence, it is evident that the algorithm captures

the important genes based on how much influence the genes have on the phenotype and

not just the proximity of the genes to the phenotype (in the gene network).
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4.4.2.3 The fusion of the three outputs contain adequate information to

represent the full state of the system:

We consider the possibility that there might not be adequate information in the output

measurements to inform the genes. To ensure that the outputs are rich enough to cap-

ture the state information, we make use of Theorem 4.3.3; we identify a delay embedded

Koopman operator model using only the output measurements and examine if a diffeo-

morphic map exists between the observables of the delay embedded Koopman operator

model and the state x. The delay embedded output is given by

zt =

[
y⊤ndt y⊤(nd+1)t · · · y⊤(2nd−1)t

]⊤

and the delay embedded Koopman operator is solved by adopting the same method as

in Appendix B.1 except with a different objective function

min
ψ,K

||ψ(Ztrain
F )−Kψ(Ztrain

P )||2F

which has an added hyperparameter, nd. The parameter nd is the number of output delay

embeddings used to construct the observables ψ(z) of the delay embedded Koopman

operator K.

The predictions of the delay-embedded Koopman operator model (with optimal nd =

4) on a random initial condition (from the test data set) are shown in Figure 4.3(c).

The optimal delay embedded Koopman model using all the outputs (y1, y2 and y3) has a
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99.8% 1-step prediction accuracy and 58.1% n-step prediction accuracy. As an outcome

of Theorem 4.3.3, we know that the Koopman observables ψ(z) capture the entire obser-

vation space. Hence, if the output measurements capture the full system dynamics, we

should be able to find a diffeomorphic map between ψ(z) and x. We learn a numerical

diffeomorphic map using the method in Appendix B.4. Then, we use the numerical dif-

feomorphic map to reconstruct the state and the reconstruction accuracy of each state

is shown as a bar plot in Figure 4.3(d) above y1 − y2 − y3. We see that by using all the

outputs, all the states can be almost accurately reconstructed. When we repeat the same

process using single measurements like y1, y2, and y3, we see that only partial states show

accurate reconstruction. Therefore, we conclude that there is adequate information in

the output measurements to capture each gene, and our sensitivity analysis orders the

genes by how much impact they have on a specified output.

Through the simulation examples, we see that the observability of linear high-dimensional

Koopman operator models with linear output equations can be used as a proxy for the

observability of nonlinear systems. In biological systems, we see that this approach is

very useful to discover genes that drive various phenotypic behaviors.

4.5 Conclusion

In this chapter, we show how linear observability analysis of Koopman operator models

ties to the observability analysis of nonlinear dynamical systems. We provide algorithms

to learn Koopman operators, which constrain the outputs to lie in the span of Koopman
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observables. We show how the decomposition of these output-inclusive Koopman opera-

tor models discovers a reduced set of Koopman observables that drive output dynamics.

The techniques can be seamlessly applied to other complex systems involving data-driven

learning of governing dynamics.

In biological systems, we show how to find the minimal Koopman operator models

that capture the output dynamics and use sensitivity analysis to discover the genes

(states) that drive a phenotypic behavior (output performance metric). Through this

work, we solve the first step toward our ultimate objective of controlling the expression

of critical genes that regulate phenotypic behavior in biological systems.
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Chapter 5

Pseudomonas putida : Fitness

prediction using causal jump

dynamic mode decomposition

One of the most fundamental processes in life is the ability to replicate and pass on

hereditary material [56]. From viral particles to bacteria to mammalian cells, cell division

is fundamental to growth, maintenance of physiological health, and intrinsically tied to

the notion of senescence [68].

The mechanisms for controlling growth in organisms are determined by metabolic net-

works [110, 32], namely their topological structure and parametric realization. Known

metabolic networks in well studied model organisms such as E. coli [24] and S. cerevisiae

[91, 120] have given rise to predictive models that translate environmental activity to
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metabolic network state, and ultimately to predictions of growth rate. For canonical bio-

logical model systems, these models have been highly accurate in predicting growth rate

and found utility in industrial microbiology applications, e.g. in the design of bioreactors

or informing best practices in food safety.

For many biological life forms, relatively little is known about their metabolic network

or structure. This is especially the case when developing bioengineering tools in novel

host microbes [103, 50]. For new organisms, canonical metabolic networks are lacking and

often obtained through a process of sequence alignment and comparative analysis with

existing metabolic network models in relative species. However, many novel strains do not

exhibit significant similarity, and even in the case of sequence similarity, small mutations

can lead to dramatically different growth phenotypes, e.g. growth of non-pathogenic

soil strains [30, 33] versus pathogenic counterparts [57]. The absence of predictive cross-

species models, as well as the inability to predict growth phenotype wholly from sequence

data, motivates the need for data-driven methods to accelerate the discovery of metabolic

models and growth rate prediction models.

In this chapter, we use Koopman operator theory is used to model the growth dy-

namics of the soil microbe Pseudomonas putida. We conduct experiments to measure

the population density of the bacteria under varying concentrations of initial input con-

ditions. The population density is a partial state measurement and Koopman operators

that consider only instantaneous state measurements cannot capture the dynamics. We

take inspiration from system identification and model the dynamics as a nonlinear au-
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toregressive (NAR) process and construct Koopman operators for the NAR model. In

this chapter, we construct Koopman operators for NAR models in such a way that the

Koopman model minimizes the error across multiple steps.

5.1 Experimental Setup

We describe the procedure adopted to obtain P. putida’s growth curve for varying con-

centrations of glucose and casein substrates in the media.

Incubation: We revived P. putida cryopreserved at −80oC in 30% (vol/vol) glycerol

stock by suspending a small portion into a polypropylene test tube containing 4 mL of

Lysogeny Broth (LB). We cultured it at 30oC, spinning with a speed of 200 revolutions

per minute (rpm) for 12 hours overnight. A visual inspection of the culture tube resulted

in a cloudy culture medium, suggesting subsequent growth with the seed P. putida culture

in a plate reader was feasible.

Solution Preparation: We prepared a 300 g/L glucose solution and a 225 g/L casein

acid hydrolysate solution. Once the bacteria reached a certain optical density (OD), we

shifted the culture from LB media to R2A 2x media obtained from Teknova Inc to 2x

the required initial OD.

Serial dilution setup for P. putida culture: We use a 630 µL 96 well plate to create

media with different substrate concentrations. Each well of this plate contained 500 µL

of modified media - 250 µL of culture in 2x R2A at 0.4 OD and 120 µL containing a

mixture of casein and glucose solutions. To vary casein and glucose across the 96 well
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plate, we perform 2D serial dilution such that the concentration of glucose was halved

across columns and the concentration of casein is halved across rows as shown in Figure

5.1. Then, the culture was mixed into each well to get a starting OD of 0.2 in 1x R2A

media since equal volumes of culture media, and substrate solutions were added.
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Figure 5.1: Different initial conditions of substrates obtained by two-dimensional serial
dilution of casein and glucose and the corresponding growth curves are obtained for a
period of 27 hours.

Data Collection: The microplate reader was set to 30oC and the shaker to 807 cy-

cles per minute, with continuous double orbital mixing. The absorbance at 600 nanome-

ters(nm), which is termed the Optical Density at 600 nm (OD600), was measured as a
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function of time for 27 hours. We assume in this work, as is widely accepted that OD600

measurements were collected in a linear regime, where cell population is proportional to

OD600 measurements. The obtained data and the varying substrate concentrations are

shown in Figure 5.1.

5.2 Growth Curve Dynamics Model

The dynamics of the bacterial cell growth can be represented by


N

(b)
k+1

Ck+1

Gk+1

 = f(N
(b)
k , Ck, Gk) (5.1)

where the bacterial cell count (N (b)), casein substrate concentration (C) and glucose

substrate concentration (G) are the states of the system, f is the nonlinear dynamics

and k is the discrete time index. We measure the OD600 data as mentioned in section

5.1 and the output equation is given by

yk = h(N
(b)
k ) (5.2)

as OD600 is a function of only the number of cells. Some of the existing empirical

nonlinear models for growth curve dynamics include Monod’s model [78] which uses a

single substrate to form the foundation of the growth curve dynamics and in [17] and [51]
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multiple substrates are incorporated. Monod’s model is a two-state nonlinear dynamical

system comprising of the substrate (S) and the number of bacteria (N (b)):

Ṅ (b)(t) = rmax
S(t)N (b)(t)

Ks + S(t)

Ṡ = −γṄ (b) (5.3)

where rmax is the maximum growth rate and Ks is the half velocity constant. As N (b) is

the only variable of measurement in (5.2), we convert the model to a single differential

equation containing only N (b)

N̈ (b)(t) =
1

rmaxKsN (b)
(KsrmaxṄ

(b)2 − γṄ (b)3

+ 2γrmaxN
(b)Ṅ (b)2 − γr2maxN

(b)2Ṅ (b))

(5.4)

The existing models though heuristic, suggest that N (b) at any point in time is a function

of the past

N
(b)
k+1 = f(N

(b)
k , N

(b)
k−1, · · · )
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N
(b)
k to be a function of its finite past. This is the general structure of the discrete

nonlinear autoregressive (NAR) model given by

yk = f(yk−1, yk−2, · · · , yk−τ )

yi ∈ Rp ∀i ∈ Z>0

f : Rp × Rp × · · · × Rp︸ ︷︷ ︸
τ times

→ Rp

(5.5)

where the current output is a function of the past τ outputs.

5.3 Hankel dynamic mode decomposition

Given the nonlinear system (5.1) with the state measurement given by (5.2) and modeled

by the discrete time difference equation (5.5), Hankel DMD [5] is a suitable algorithm to

solve the model identification problem with the NAR structure. The promising feature

of using a DMD algorithm is that it identifies a linear state-space representation which

has a theoretical foundation in Koopman operator theory.

Given the autonomous state-space system

x̃k+1 = f̃(x̃k)

yk = h(x̃k)

(5.6)

where xk ∈ Rn is the state, f̃ : Rn → Rn is the dynamics, yk ∈ Rp is the output, and

h : Rn → Rp is a nonlinear function that maps the state directly to itself, i.e., x is
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identical to the output y, Hankel DMD constructs a Koopman model of the form



ψ(yk+1)

ψ(yk+2)

...

ψ(yk+τ )


= K



ψ(yk)

ψ(yk+1)

...

ψ(yk+τ−1)


(5.7)

such that ψ : Rp → RNp is the dictionary of state inclusive observables of the state x̃k

constructed by a nonlinear transformation of the corresponding output yk and K is the

Koopman operator. Regardless of full-state measurements, we nonetheless cast Hankel

DMD in this form to compare it with our subsequent causal jump DMD algorithm.

Given the output measurements {y1, y2, .., yN}, to identify an approximate Koopman

operator K using Hankel DMD, the time shifted Hankel matrices are constructed as

Ψ(Yp) =



ψ(y1) ψ(y2) . . . ψ(yN−τ )

ψ(y2) ψ(y3) . . . ψ(yN−τ+1)

...
...

. . .
...

ψ(yτ ) ψ(yτ+1) . . . ψ(yN−1)



Ψ(Yf ) =



ψ(y2) ψ(y3) . . . ψ(yN−τ+1)

ψ(y3) ψ(y4) . . . ψ(yN−τ+2)

...
...

. . .
...

ψ(yτ+1) ψ(yτ+2) . . . ψ(yN)



(5.8)

106



and the optimization problem

min
K

||Ψ(Zf )−KΨ(Zp)|| (5.9)

is solved using the Moore-Penrose pseudoinverse method mentioned in Chapter 2. This

yields a solution of the form



ψ(yk+1)

ψ(yk+2)

...

ψ(yk+τ )


=



0 INp · · · 0 0

0 0 · · · 0 0

...
...

. . .
...

...

0 0 · · · 0 INp

k1 k2 · · · kτ−1 kτ





ψ(yk)

ψ(yk+1)

...

ψ(yk+τ−1)


.

Other than the last Np equations, the others are trivial. To construct an output predictor,

we take the component yk+τ of ψ(yk+τ ) to get

yk+τ = k̃1ψ(yk) + k̃2ψ(yk+1) + · · ·+ k̃τψ(yk+τ+1) (5.10)

where k̃i are the components of ki that map ψ(yk+τ−1) to yk+τ . More generally, this

yields a nonlinear equation of the form

yk = f̃1(yk−1) + f̃2(yk−2) + · · ·+ f̃τ (yk−τ ) (5.11)
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where the functions f̃1, f̃2, · · · , f̃τ have the same basis functions with different coefficients.

This identifies a constrained NAR model as it imposes an additive structure on the basis

of nonlinear models across time.

5.4 Dynamic mode decomposition of nonlinear au-

toregressive models

To identify a Koopman operator for the unconstrained NAR model (5.5), we formulate a

state-space representation for the NAR model with full state observation and identify an

approximate Koopman operator for that model using the general class of DMD algorithms

like extended DMD and deep DMD.

In this methodology, the problem is broken into two pieces —— the system identifica-

tion aspect, where we select the model structure, and the dynamic mode decomposition

aspect, where we have to construct the dictionary of observables. We define a window

parameter τ ∈ Z>0 indicating how many past output snapshots are used to define a new

extended dictionary of monomial observable functions, up to order no ∈ Z>0. The new

τ -dictionary defines a general extended dynamic mode decomposition problem, which we

then solve using classical methods.

We proceed as follows: given the NAR model (5.5) with the system identification
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parameter τ , we construct a state defined by

zk :=

[
yk+1 yk+2 · · · yk+τ

]T
(5.12)

with zk ∈ Rpτ .This yields the state-space representation

zk+1 =



yk+2

yk+3

...

yk+τ

yk+τ+1


:=



f1(yk+1, yk+2, · · · , yk+τ )

f2(yk+1, yk+2, · · · , yk+τ )

...

fτ−1(yk+1, yk+2, · · · , yk+τ )

fτ (yk+1, yk+2, · · · , yk+τ )


:=



yk+2

yk+3

...

yk+τ

f(yk+1, yk+2, · · · , yk+τ )


= F (zk)

⇒ zk+1 = F̃ (zk) (5.13)

where F̃ : Rpτ → Rpτ represents the dynamics of the lifted “state” model. The approxi-

mate EDMD model for the full output observable model is given by

ψ(zk+1) = Kψ(zk) (5.14)

where ψ(zk) is the state-inclusive dictionary of observables defined as

ψ(zk) =

 zk

φ(zk)

 (5.15)
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with φ : Rpτ → RNp being a nonlinear transformation that constructs the nonlinear

observables. Since the only additional information in the state zk+1 when compared to

the state zk is yk+τ+1, the output predictor form for the Koopman model can be identified

considering the complete Koopman model and extracting the align that corresponds to

yk+τ+1 given by

ψ(zk+1) = Kψ(zk)

⇒



yk+2

...

yk+τ

yk+τ+1

φ(zk+1)


=



• · · · • • •

...
. . .

...
...

...

• · · · • • •

k1 · · · kτ−1 kτ k11

• · · · • • •





yk+1

...

yk+τ−1

yk+τ

φ(zk)


⇒ yk+τ+1 = k1yk+1 + · · ·+ kτyk+τ

+ kT11φ(yk+1, · · · , yk+τ ) (5.16)

The output predictor form keeps the general structure of the NAR model intact as op-

posed to the predictor identified by Hankel DMD, which identified a constrained model.

But, the issue with this model is the causality. It can be seen from (5.16) that the

Koopman model is noncausal due to the overlap of outputs yk between the states zk+1

and zk. This identifies models that use future outputs to predict past outputs, which are

inadmissible as our system is causal. To identify a causal model, the property of (5.13)

110



proved in the following Proposition is very important.

Proposition 5.4.1. Given the state-space model (5.13) for the nonlinear autoregressive

(NAR) model (5.5), if the state is propagated i time steps where i ∈ {1, 2, ..., τ}

zk+i = F̃ i(zk) = F̃ ◦ F̃ ◦ · · · ◦ F̃︸ ︷︷ ︸
i times

(zk),

then the last i functions of F̃ i
H(zk) are such that

(F̃ i)(τ−i+j)(zk) = f (j)(zk) j ∈ {1, 2, . . . , i}

yy+τ+j = f (j)(zk) = f (j)(yk+1, yk+2, . . . , yk+τ )

(5.17)

where (F̃ i)(b)(zk) corresponds to the bth function of F̃ i(zk) and f
(j)(zk) is the j-step pre-

dictor of the NAR model (5.5).

Proof. Given the state zk defined in (5.12), the state propagated i time steps ∀i ∈ Z≥0

is given by

zk+i =

[
yk+i+1 yk+i+2 · · · yk+i+τ

]T

and the mth component of zk+i is given by z
(m)
k+i = yk+i+m where m ∈ {1, 2, ..., τ}.

A function f (j) : Rp × Rp × · · · × Rp︸ ︷︷ ︸
τ times

→ Rp is a j-step predictor of the NAR model
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(5.5) if it has the following form

yk+τ+j = f (j)(xk) = f (j)(yk+1, yk+2, · · · , yk+τ ).

Now that we have the state definitions and the predictor function definitions in place,

we prove (5.17) by induction. For i = 1,

zk+1 = F̃ (1)(zk)

(F̃ 1)(τ−i+j)(zk) = (F̃ 1)(τ)(zk) = f (1)(xk) j ∈ {1}

⇒ z
(τ)
k+1 = yk+τ+1 = f (1)(zk)

Hence (5.17) is satisfied for i = 1. We assume the result is true for i = p. This yields

(F̃ p(zk))
(τ−p+j)(zk) = f (j)(zk) j ∈ {1, 2, ..., p}

⇒ zk+p =



yk+p+1

...

yk+τ

yk+τ+1

...

yk+τ+p



= F̃ p(zk) =



yk+p+1

...

yk+τ

f (1)(zk)

...

f (p)(zk)



.
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For i = p+ 1, the state zk+p+1 becomes

zk+p+1 = F̃ p+1(zk) = F̃ ◦ F̃ p(zk)

⇒



yk+p+2

...

yk+τ

yk+τ+1

...

yk+τ+p

yk+τ+p+1



= F̃





yk+p+1

...

yk+τ

f (1)(zk)

...

f (p−1)(zk)

f (p)(zk)





=



yk+p+2

...

yk+τ

f (1)(zk)

...

f (p)(zk)

g


where

g = f(yk+p+1, ..., yk+τ , f
(1)(zk), ..., f

(p)(zk)) = f(z
(p+1)
k , ..., z

(τ)
k , f (1)(zk), ..., f

(p)(zk))

:= g(zk).

Since g is a function of only zk and since yk+τ+p+1 = g, g(zk) satisfies the definition of a

predictor function and hence is a (p+ 1)-step predictor of (5.5)

yk+τ+p+1 = z
(τ)
k+p+1 = (F̃ p+1(zk))

(τ) = f (p+1)(zk).

Therefore, for i = p + 1, (F̃ i(zk))
(τ−p−1+j) = f (j)(zk) j ∈ {1, 2, ..., (p + 1)} stating that

the last (p+ 1) entries of zk+p+1 are f (1)(x), f (2)(x), ..., f (p+1)(x). Hence the proof.
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To identify a causal Koopman model for the NAR system (5.5), we propagate the

model (5.13) by τ time steps to ensure no intersection of outputs between the states zk+1

and zk. We define a new state xk = zkτ which yields

xk = zkτ

⇒ xk+1 = zkτ+τ = F̃ τ (zkτ ) = F (xk) (5.18)

where F = F̃ τ = F̃ ◦ F̃ ◦ · · · F̃︸ ︷︷ ︸
τ times

Using Proposition 5.4.1, we can say that the nonlinear state-space model contains func-

tions that are 1-step, 2-step, ..., τ -step predictors in the following form

xk+1 =



ykτ+τ+1

ykτ+τ+2

...

ykτ+2τ−1

ykτ+2τ


:=



f1(ykτ+1, ykτ+2, · · · , ykτ+τ )

f2(ykτ+1, ykτ+2, · · · , ykτ+τ )

...

fτ−1(ykτ+1, ykτ+2, · · · , ykτ+τ )

fτ (ykτ+1, ykτ+2, · · · , ykτ+τ )


:=



f (1)(ykτ+1, ykτ+2, · · · , ykτ+τ )

f (2)(ykτ+1, ykτ+2, · · · , ykτ+τ )

...

f (τ−1)(ykτ+1, ykτ+2, · · · , ykτ+τ )

f (τ)(ykτ+1, ykτ+2, · · · , ykτ+τ )


= F (xk) (5.19)

where f (i) is the i-step predictor of the NAR model. We prove the existence of a Koopman

operator for this model in Proposition 2.

Proposition 5.4.2. If the function f in the NAR model (5.5) is analytic, then a Koop-
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man operator exists for (5.13) and (5.19).

Proof. Since f in (5.5) is analytic, F̃ in (5.13) is analytic since all the entries of F̃ are

either linear functions or are equal to f . Since F is obtained by the composition of F̃ τ

times, F is also analytic.

F (x) admits a countable-dimension Koopman operator Kx, with an invariant sub-

space isomorphic to either a finite or an infinite Taylor polynomial basis [113]. Moreover,

isomorphism with a Taylor polynomial basis ensures that the Koopman observable space

contains the full state observable, i.e. it is state-inclusive.

There are two easy arguments to conclude the proof. First, note that since f is

analytic, f τ is analytic and thus by the same reasoning as in [113], f τ thus must admit a

Koopman operator. The second argument is a constructive one, noting that the equation

ψ(x[(k)τ ]) = Kτψ(x[(k − 1)(τ)) (5.20)

must hold due to τ applications of the 1-step Koopman align. This means therefore that

the following matrix align must hold

ψ





x[(k)τ ]

x[kτ + 1]

...

x[(k + 1)τ − 1]




= KJψ





(x[(k − 1)(τ))]

(x[(k − 1)]τ + 1])

...

(x[(k)τ − 1)]




(5.21)
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where KJ = diag (Kτ , Kτ , . . . Kτ ) . This concludes the proof.

Since the existence of a Koopman operator has been proved for the model (5.19) in

Proposition 5.4.2, we construct a state-inclusive dictionary of observables

ψ(xk) =

 xk

φ(xk)

 (5.22)

with φ : Rpτ → RNp to define a Koopman model

ψ(xk+1) = Kψ(xk) (5.23)

This Koopman model is causal since there is no intersection of outputs between xk+1

and xk. The added feature of this model is that the DMD algorithm while identifying a

Koopman operator, also simultaneously minimizes the 1-step, 2-step, ..., τ -step prediction

error of the NAR model.

Now that we have a theoretical state-space representation of a NAR model and estab-

lished the conditions under which a Koopman operator exists, we turn our attention to

the algorithm for identification of the Koopman operator. Given the data with M data

sets and N data points in each data set {y(i)1 , y
(i)
2 , ..., y

(i)
N } where i ∈ {1, 2, ...M} is the

index of the data set, we construct the Hankel states zk and the dictionary of observables

allowing the intermixing of states. We compile the observables into snapshot matrices
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Ψ̃f (z) and Ψ̃p(z) with a τ time step jump and solve the Koopman learning problem

||Ψ̃f (z)−KΨ̃p(z)||F

using the methodology in Algorithm 1.

Algorithm 1 Extended DMD for NAR models

1: Get NAR model parameter τ
2: Get extended DMD parameter no for monomial observables
3: for dataset i = 1, 2, . . . ,M do
4: for time index j = 1, 2, . . . , N − τ do
5: Construct the Hankel state

z
(i)
j =

[
y
(i)
j+1 y

(i)
j+2 · · · y(i)j+τ

]
6: Construct the dictionary of observables ψ(z

(i)
j )

7: end for
8: Construct the snapshot matrices for each data set with the τ -jump

Ψ(i)
p (x) =

[
ψ(z

(i)
1 ) ψ(z

(i)
2 ) ... ψ(z

(i)
N−2τ )

]
Ψ

(i)
f (x) =

[
ψ(z

(i)
1+τ ) ψ(z

(i)
2+τ ) ... ψ(z

(i)
N−τ )

]
9: end for
10: Compile the snapshot matrices across data sets

Ψ̃p(x) =
[
Ψ

(1)
p (x) Ψ

(2)
p (x) ... Ψ

(M)
p (x)

]
Ψ̃f (x) =

[
Ψ

(1)
f (x) Ψ

(2)
f (x) ... Ψ

(M)
f (x)

]
11: Compute the SVD of Ψ̃p(x) = USV ∗

12: Truncate to the required number of singular values and identify the Koopman oper-
ator

K̂ = Ψ̃f (x)Ṽ S̃
−1Ũ∗
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5.5 Results

From the data sets obtained in the plate reader experiments shown in Fig. 5.1, we

used Algorithm 1 to implement extended DMD using monomials as the dictionary of

observables

ψ(zk) =

[
yk+1 · · · yk+τ y2k+1 yk+1yk+2 · · · y2k+τ y3k+1 y2k+1yk+2 · · ·

]⊤
(5.24)

to identify an approximate Koopman operator for the state-space model (5.19) as a

solution to the identification of the NAR model (5.5).

We use all the datasets in Figure 5.1 to find a Koopman operator invariant to the

substrate concentrations. They are broken equally into training, validation, and test set.

Given the two parameters τ (NAR model parameter) and no (extended DMD parame-

ter), we can find the optimal approximate Koopman operator by cumulatively iterating

through the principal components and evaluating the summation of the mean squared

error(MSE) of training and validation data. The number of principal components cor-

responding to the minimum MSE yields the optimal Koopman operator for a given τ

and no. We then iterate through the two parameters to find the optimal model that

minimizes the

By choosing τ = 9 and keeping the maximum order of monomials to 3, the Koopman

operator has been identified, and the prediction on the training data is shown in Figure

5.2 and it has an MSE of 3.4%. The identified Koopman operator has an MSE of 9%,
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and the fit is shown in Figure 5.3.
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Figure 5.2: The identified Koopman operator is tested on the training sets with 9-point
initial condition and up to 3rd order monomials to get an MSE of 3.4%

The results of the experimental data suggest that Causal Jump DMD is a suitable

candidate algorithm for identifying the Koopman operator of the population growth

dynamics of bacteria and can also be extended in general to identify Koopman operators

for NAR models.

5.6 Conclusion

In this chapter, we introduced the microbial growth curve dynamics to motivate the us-

age of DMD algorithms to identify Koopman operators for NAR models. We formulated

Hankel DMD as a state-space representation of the NAR model and showed that it is
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Figure 5.3: The identified Koopman operator is tested on the test sets by using the initial
observables ψ(x0), and the mean squared error remains the same as that of the training
set.

restrictive in its structure. We construct a causal state-space model for the NAR model

and identify a Koopman operator for it using extended dynamic mode decomposition

with a monomial dictionary of observables. We showed that it does a good job in pre-

dicting the population growth dynamics of Pseudomonas putida invariant to substrate

concentrations.

One of the most important insights is that to quantify the dynamics of the output,

a finite amount of data on the evolution of population density is essential to represent

the dynamics represented by the population density measurements. We make use of this

information in the next chapter.
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Chapter 6

Pseudomonas putida : Koopman

observable decomposition identifies

fitness impacting genes

6.1 Introduction

Microbial persistence, the ability of microorganisms to survive under unfavorable con-

ditions, is essential for various applications, including bioremediation, biocontrol, and

bioproduction. Persistence control involves identifying and manipulating genes and path-

ways involved in the growth of the microbe under different conditions.

Understanding the complex relationships between genes and their effects on pheno-

typic traits is a fundamental challenge in modern molecular biology. While a growing
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body of research has identified individual genes and pathways that are associated with

specific traits, we still lack a comprehensive understanding of how these genetic factors

interact to give rise to complex phenotypes. This is particularly challenging in organ-

isms with large and complex genomes, where the number of possible interactions between

genes can be prohibitively large.

Currently, the most widely used methods for analyzing genetic networks rely on dif-

ferential gene expression analysis. These methods compare the expression levels of indi-

vidual genes across different conditions or time points, and use statistical techniques to

identify genes that are differentially expressed. While these methods have been successful

in identifying individual genes that are associated with specific traits, they are limited

in their ability to capture the complex dynamics of gene-gene interactions that give rise

to phenotypic traits.

The limitations of current methods for genetic network analysis have led to a growing

interest in data-driven approaches that use machine learning and other computational

techniques to model the underlying dynamics of gene expression and phenotype. How-

ever, many of these approaches are limited in their ability to identify the specific genetic

factors that contribute to particular phenotypic traits. This is a critical limitation, as

it makes it difficult to develop targeted interventions or therapies that can modify the

underlying genetic network to achieve desired outcomes.

In this chapter, we propose a novel approach to genetic network analysis that uses

observability analysis of dynamical systems to identify the impact of each gene on the
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phenotype of interest. Our approach combines data-driven methods like deep dynamic

mode decomposition (DMD) and Koopman operators with observability analysis to learn

the underlying dynamical interactions between gene expression and phenotype, and to

infer the extent to which each gene contributes to the phenotype. By applying this

approach to a range of phenotypic traits, including microbial growth, metabolite pro-

duction, and fluorescence, we aim to demonstrate the utility of observability analysis for

identifying gene-phenotype relationships and informing targeted interventions to modify

genetic networks.

6.2 Results And Discussion

6.2.1 Obtaining diverse growth conditions for P. putida

We culture the soil microbe, Pseudomonas putida KT2440 in R2A media, a soil sim-

ulant medium commonly used for studying microbial communities in the environment,

substituted with glucose and casein hydrolysate. Glucose serves as a sugar source, while

casein hydrolysate is a water-soluble substitute for casein, a protein source. To explore

a range of growth conditions, we conduct a plate-reader experiment in which the growth

conditions are obtained by a two-dimensional serial dilution of the two media inputs.

The growth curve profiles obtained are presented in Figure 5.1 in Chapter 5. We refer

to the growth conditions with the highest and lowest growth rates as the Max growth

condition and Min growth condition, respectively, which represent the two extremes of
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Figure 6.1: Experimental workflow and data analysis pipeline to identify the
influential genes that impact the growth phenotye (a) describes the time series
experiment initiated with specific concentrations of Glucose and Casein hydrolysate in
R2A media with RNA expression levels and optical density measured at regular intervals.
(b) shows the RNA expression profiles obtained for three different growth conditions:
the negative control (NC) growth condition with zero nutrient input and maximal (Max)
and minimal (Min) growth conditions where the maximum and minimum growth rates
of bacteria were observed. (c) shows the optical density measured in each of the growth
conditions. (d) shows the data analysis pipeline to model the gene expression-growth
dynamics for each growth condition and order genes based on an observability score,
a metric that indicates the significance of the gene expression on the growth output
dynamics.

the P. putida growth curves. Max condition has a glucose concentration of 0.073 g/L

and a casein hydrolysate concentration of 1.75 g/L, and the Min condition has a glucose

concentration of 56.25 g/L and a casein hydrolysate concentration of 75 g/L, respectively.

In addition to the extremities, we consider the Negative Control (NC) growth condition

with no inputs.

We conduct time-series RNA sequencing experiments for the MAX, MIN, and NC
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growth conditions. For each condition, we grow P. putida in multiple 96-well plates,

with one plate incubating in the plate reader to obtain the growth curves and others

growing in plate shakers to obtain RNA expression data. Samples are pooled and har-

vested with a sampling time of 1 hour, from which the RNA is extracted and sequenced.

From a dynamic systems perspective, we consider the genotypic activity within the cell

measured by the RNA expression levels to represent the state (x) of the system and the

observed growth curve phenotype to represent the output (y) of the system. A generic

representation of such a dynamical system is represented by

xt+1 = f(xt)

yt = h(xt)
(6.1)

where t represents the time, f represents the state dynamics and h represents the output

equation. The state equation captures how the genotypic activity at the current time

impacts the genotypic activity at the next time point. The output equation captures

how the genotypic activity manifests as the output phenotype.

6.2.2 Koopman models with output capture the dynamics

Koopman operator theory is a mathematical tool that captures the dynamics of nonlinear

systems as high-dimensional linear systems. A linear systems method called observabil-

ity analysis is used to determine the extent to which the internal states of a system can

be inferred from its measured outputs; the goal is to identify the internal states that

contribute to the output dynamics. Koopman operators are powerful because they en-

able us to extend well-established linear methods like observability analysis to nonlinear
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dynamical systems.

In [11], we proposed a sensor fusion algorithm called output-constrained deep dynamic

mode decomposition (OC-deepDMD) to fuse state and output measurements of nonlinear

dynamical systems of the form as shown in Equation 6.1. OC-deepDMD algorithm learns

Koopman operator models with output equations of the form

ψ(xt+1) = Kψ(xt)

yt = Whψ(xt)
(6.2)

where ψ(x) is the high-dimensional embedding of the state x called observables, K is

the state transition matrix and Wh is the output matrix. In [12], we established the

connection between theoretical nonlinear observability analysis and data-driven observ-

ability analysis of the Koopman system with output in Equation 6.2. In this subsection,

we demonstrate how to use the OC-deepDMD algorithm to learn the system dynamics,

and in the next subsection, we dive deeper into the observability analysis. We model and

perform observability analysis on each growth condition individually to identify genes,

the expression of which manifests in the corresponding growth profiles.

Microbial systems are stable; when the microbe reaches the stationary growth phase,

its population density and RNA expression reach a steady-state condition. The Koopman

model (6.2) assumes zero steady-state value for both RNA expression and output. We

adapt the data to the modeling framework by considering the log2 fold change of RNA

expression and log2 fold change of population density as described in Appendix A.2.1 and

Appendix A.2.2, respectively. The model assumes that gene expression and population

density reach a constant steady-state value, resulting in a zero steady-state log2 fold
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change.

The RNA expression data of P. putida is 5564-dimensional, and we collected data for

a maximum of seven time points for each condition. The data are insufficient to estimate

the full system dynamics and would result in the underfitting of the model, resulting

in nonunique solutions. We use Principal Component Analysis (PCA) to reduce the

dimension of the state. PCA transformation does not affect the observability analysis

of Koopman models because the observability analysis depends on learning nonlinear

transformations of the state, which can encapsulate a linear transformation like PCA.

By individually implementing PCA on the Max, Min, and NC RNA expression datasets

to capture 90% of the variance, the 5564-dimensional state reduces to a 17-dimensional,

16-dimensional, and 11-dimensional, respectively, as seen in Supplementary Figure A.1.

We denote the PCA-transformed state as z.

On the PCA-transformed dataset, we use the OC-deepDMD algorithm to learn mul-

tiple Koopman models as in Equation 6.2 with various combinations of training hyperpa-

rameters (the number of nodes, layers, and outputs in the neural network that constitutes

the observables ψ(x)) and 16-fold cross-validation. The OC-deepDMD algorithm learns

a Koopman model that minimizes the one-timestep prediction error. We evaluate the

goodness of the model by feeding the initial condition and predicting the states and

outputs up to a particular horizon (n steps). We then compute the coefficient of determi-

nation (r2) to assess its accuracy. To ensure that the observability analysis is robust to

the choice of the model parameters, the model hyperparameters, and the data fed to the
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learning algorithm, we compile all the models which have n-step predictions of r2 ≥ 0.8 on

training data and r2 ≥ 0.7 on the validation data and perform the observability analysis

to identify genes that impact the growth phenotype.

6.2.3 Observability analysis of Koopman model ranks the genes

by order of their impact on the host fitness

The observable Decomposition of a linear system transforms the system state into a set of

observable and unobservable states such that any change in the unobservable state has no

impact on the output response. The theoretical observable decomposition of the Koop-

man system in Equation 6.2 transforms the nonlinear state ψ(x) into

[
ψ⊤
o (x) ψ⊤

u (x)

]⊤
where ψu(x) is the unobservable state and ψ⊤

o (x) is the set of functions that have an

impact on the output y. We showed in [12] that by computing the sensitivities of the set

of functions ψ⊤
o (x) with respect to x and taking the Euclidean norm of all the sensitiv-

ities of a single gene, we can compute a score that indicates how much each entity in x

impacts y. In this chapter, we term this score the observability score, and the procedure

to compute it is given in Appendix A.5. In the previous section, we saw that PCA is

used to reduce the dimensionality of x as z = Tx. The observability analysis workflow

remains unaffected by the PCA dimensionality reduction, as the linear PCA transfor-

mation can be incorporated into the computation of the nonlinear function ψ⊤
o (z) as

ψ⊤
o (z) = ψ⊤

o (Tx). We implemented the observability analysis, as described in Appendix

A.5, on all the Koopman models learned for the Max, Min, and NC conditions indi-
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vidually. The distribution of the resulting observability scores is displayed in Figure

6.2.

The first inference in the observability analysis is that only a small fraction of the

genes have high observability scores. The histogram of the observability scores in Figure

6.2 shows that most of the genes have low observability scores between 0 and 0.1 in all the

growth conditions. Only 2.95% of the genes (164 genes) in the Max growth condition,

3.13% of the genes (174 genes) in the Min growth condition, and 1.82% of the genes

(101 genes) in the NC growth condition have an observability score of greater than 0.1,

the histogram of which is plotted in the lower row of Figure 6.2. Observability analysis

identifies genes that impact the output of the system, which in this case is population

growth. The result is in accordance with studies that highlight that a limited number of

genes are critical for bacterial survival and maintenance under particular environmental

conditions. In [8], the authors demonstrated that single-gene knockout mutants could be

procured for 93% of the total genes in E. coli K-12 genome and the remaining 7% (303

genes) were found to be essential for the growth of the bacterium in the selected media.

Similar results have been for other organisms in [107], which constructs a pool of single

gene knockout mutants to identify essential genes for select growth conditions.

The second inference in the observability analysis is that many of the genes that

have a high observability score of greater than 0.18 are affiliated with the growth of the

microbe, which is the phenotype under consideration. The genes with observability scores

greater than 0.18 are shown in the top row of Figure 6.2. The topA enzyme releases the
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topological stress in the DNA due to supercoiling. The rpoD gene encodes a sigma factor

that promotes the attachment of RNA polymerase to specific initiation sites and is the

primary sigma factor during exponential growth. The algP gene encodes transcriptional

regulators. The enzymes nuoG and sad-I are affiliated with NADH molecules, which are

involved in generating energy for the cells. The chaperone protein, clpB, hydrolyzes ATP

molecules and regulates the rate of cellular DNA-templated transcription. The proteins

encoded by the genes metH, pheT, algP and azurin have metal ion binding sites and

act as cofactors for cellular proteins, and metal ions are essential micronutrients required

for the growth and survival of microorganisms [86]. The genes flgL, flgB, flgC, and flgE

encode flagellar proteins, which have both positive and negative effects on growth based

on the availability of nutrients [79]. The spuB, spuI and glnA enzymes are essential for

the biosynthesis of polyamines which have been affiliated with the growth of archaea and

bacteria [76].

The approach of utilizing Koopman operator representations to model genotypic-

phenotypic dynamics and then applying observable decomposition of Koopman models

is a reliable and effective method for identifying genes that drive the output dynamics

of interest over time. Our analysis shows that the observability approach successfully

ranks genes based on their impact on growth output. Specifically, only a small fraction

of genes were found to significantly impact growth output, and the genes with high

observability scores have been previously associated with bacterial growth. This indicates

that the observability approach is a promising method for confidently identifying genes
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that substantially impact growth output.

Figure 6.2: The bottom row shows the histogram of the observability scores of all the
genes, with each column corresponding to a different growth condition (given by the top
header). The top row shows the genes with observability scores greater than 0.18 in all
growth conditions.

6.2.4 Multiplexed targeted gene regulation validates the pre-

dictions of Koopman observable decomposition

The CRISPRi mechanism that uses the ddCpf1/dCas12a protein has the capability to

knock down the expression of multiple gene targets simultaneously [118]. To validate

the gene target predictions of the Koopman observability analysis, we design plasmids

with the ddCpf1 protein targeting multiple genes exhibiting a significant difference in

observability scores across growth conditions. The Min condition results were excluded
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Figure 6.3: CRISPRi experiments to validate the impact of targeted genes:
(a) The construction of the plasmid from identified gene targets and the gene repression
mechanism of the CRISPRi molecule ddCpf1 (b) The targeted genes for each mutant
strain (c) Computation of CRISPRi fitness across all time points and all arabinose con-
ditions.

from this subsection since the mutant strains failed to grow in this growth condition.

Figure 6.3 shows the construction of the CRISPRi plasmid where the gene fragment

containing the CRISPRi repeat sequence (crRNA) and 20 base pairs from each of the

targeted gene is constitutively expressed, and the induction of arabinose produces the

ddCpf1 protein. With the addition of the plasmid and the Kanamycin antibiotic selection

pressure, the base strain for comparison of growth changes. This chapter considers the

base strain PPSB00K, which has the same plasmid as in Figure 6.3(a) but without any

targeting genes. The strain PPSB00K accounts for the burden of the Kanamycin selection

pressure as well as the burden of producing the ddCpf1 molecules. In Appendix Figure
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Figure 6.4: Comparison of Koopman observability analysis with CRISPRi gene
knockdown analysis: Observability scores of targeted genes (left) and CRISPRi fitness
scores of the corresponding strains (right) in Max and NC growth conditions.

A.6, we show the raw population growth curves of all the CRISPRi strains obtained for

the arabinose concentrations of 0%, 0.4%, and 0.8%. We consider the 0% to also be a

viable candidate for differential fitness between the base PPSB00K and other mutant

strains as we expect leaky expression of the ddCpf1 molecule to exist. Figure 6.3(b)

shows the nine mutant strains that we constructed along with the genes targeted by each

strain. Figure 6.3(c) shows how we compute the CRISPRi fitness score, wherein we take

the difference of OD600 measurements across time and across arabinose concentrations.

The CRISPRi fitness score accounts for any leaky expression in ddCpf1 as well as the

transient and steady-state effects. The observability scores, as well as the CRISPRi

fitness scores for the selected strains from Figure 6.3(b) are shown in Figure 6.4.
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Among all the unique genes targeted in 6.3(b), we saw that 14 of the 18 strains exhib-

ited the fitness impact as dictated by the observability scores. The strain PPSB01K has

a low observability score and a nearly zero CRISPRi fitness score in the Max condition,

while both scores are significant in the NC condition. The PPSB09K strain targets the

sigma factors and transcriptional regulators, and PPSB10K targets genes encoding metal

ion binding proteins. Both PPSB09K and PPSB10K have high observability scores in

Max and NC conditions with a higher inclination to the Max condition. The exact same

behavior is exhibited in the CRISPRi fitness scores. The strain PPSB07K targets flagel-

lar genes and has a high fitness score in the Max condition while a considerable variation

in fitness score (from low to high) in the NC condition. The CRISPRi fitness score val-

idates the Max condition and has nearly zero impact on the NC condition. We believe

that by reducing the effort put in by bacteria to make the flagellar proteins, we can in-

crease the growth of bacteria in the nutrient-rich Max growth condition. PPSB03K has

a high observability score in the NC condition and a low observability score in the Max

condition, and the CRISPRi fitness scores exhibit the same trend. PPSB08K targets the

topA enzyme and has a significant observability score in both Max and NC conditions.

While the CRISPRi fitness scores are significant in both conditions, the fitness score is

negative in the NC condition and positive in the Max condition showing that they have

the opposite fitness impact in both conditions. The mean of the observability scores

are all greater than 0.1 for the NC conditions, and it is seen that the CRISPRi fitness

score is high in the NC growth condition except for PPSB00K. The strains PPSB04...6K,
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which target a combination of four genes (PP 2875, vacJ, PP 1498, cbcV), have high

NC observability scores and low Max observability scores. The CRISPRi fitness score of

PPSB06K is equal in both conditions, and the CRISPRi fitness score of PPSB04K and

PPSB05K have huge variability, and they disagree with the observability analysis. We

speculate a potential reason for the high variability in CRISPRi fitness scores is that the

genes vacJ and PP 1498 have opposite impacts on growth but require further analysis.

Except for PPSB04...6K, which targets 14 out of 18 genes, all CRISPRi strains exhibited

gene behavior consistent with their corresponding observability scores.

6.2.5 Limitations

Some of the limitations and how we can address them are presented in this section

6.2.5.1 Modeling limitation

One of the limitations of the modeling framework is that it assumes the steady-state RNA

expression at the stationary phase of microbial growth is constant. If genes have cyclic

trends of RNA expression in the stationary phase, the current setup of the OC-deepDMD

algorithm does not capture that. To overcome the limitation, a delay embedding of the

state may need to be incorporated, as highlighted in the Activator-Repressor example in

[11].
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6.2.5.2 Observability analysis limitation

The principle of observability analysis is to estimate the underlying state of the system

from the output measured from the system. In this chapter, we exploit the property

that if a state is highly observable by the output, then the state has a high impact on

the dynamics of the output. So, while we can infer that a state (gene) has an impact

on the desired output (growth), we cannot infer if the impact is positive or negative,

which is clearly seen by the PPSB08K strain targeting the topA enzyme (knockdown has

a positive impact in Max condition and a negative impact in NC condition).

6.2.6 Conclusion

For high-dimensional nonlinear dynamical systems like microbial cells, where we can mea-

sure the genotypic activity and a manifested phenotype as a function of time, we propose

a Koopman operator-based method to fuse the data and learn dynamical models. Fur-

ther, we show how observability analysis can be used on the Koopman dynamical models

to order the genes based on their impact on the manifested phenotype. In this chapter,

we consider the growth of Pseudomonas putida in the soil simulant R2A media with

two variable inputs of glucose and casein hydrolysate. In the growth conditions where

the bacterium exhibited maximal and minimal growth as well as the negative control

growth condition, we measured RNA expression to represent the genotypic activity and

the population density as the phenotype of interest for each condition. We use the OC-

deepDMD algorithm proposed in our previous work to learn Koopman operator models
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that capture the dynamical interaction between the gene expression and how the gene

expression maps to the population density. Then, we perform observability analysis on

the Koopman model to identify a set of nonlinear gene expression functions that impact

the phenotype. Using sensitivity analysis, we identify how much each gene contributes

to this set of nonlinear functions and derive an observability score for each gene, repre-

senting the impact of the genetic activity on the phenotype. We validate the predictions

of the observability analysis framework by building nine synthetic P. putida strains with

ddCpf1 CRISPRi mechanism targeting multiple genes and showed that 14 of the 18 tar-

geted genes have a fitness impact as dictated by the observability analysis. We believe

that observability analysis can serve as a powerful tool in any complex system where we

want to decipher the minimal network that drives a desired output.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this thesis, we draw inspiration from biology and tackle the challenge of mapping

genotypic activity to phenotype in single-celled microbial systems. To achieve this, we

combined dynamic measurements of state and output data obtained from transcriptomics

and population growth, respectively. These two datasets have nonlinear dynamics, and we

employed the Koopman operator theory to learn high-dimensional linear representations

of the dynamics. Although Koopman operators typically learn only state dynamics, we

extended this approach to learn the output equation in addition to the state equation.

By exploiting the linearity of the state output model, we demonstrated theoretically that

computing the linear observable decomposition of the Koopman operator representation

with the output equation is equivalent to the theoretical route of taking the geometric

observable decomposition of the nonlinear system with output equation and computing
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the Koopman operator representation of the nonlinearly transformed system.

Through two simulation examples, we demonstrated that the Koopman observable

decomposition analysis can identify genes based on their influence on the output. We

applied this approach to an actual RNAseq-OD600 time-series dataset obtained from

the soil bacterium Pseudomonas putida KT2440 under various growth conditions, pin-

pointing genes that significantly impact the bacterium’s fitness in those conditions. Our

observability analysis identified only a small fraction of genes associated with the out-

put phenotype. We employed sensitivity analysis to calculate scores that rank genes

according to their effect on the output phenotype. Using CRISPRi, we implemented

multiplexed targeted gene expression and found that 14 out of the 18 targeted genes had

fitness impacts consistent with the observability scores predicted from the time-series

RNAseq and OD600 datasets.

7.2 Future Work

There are many ways in which we can expand on the work in an impactful way. When we

think about bioprocesses, the output of the bioprocess is maximized either by optimizing

external inputs outside the cells or manipulating the expression of optimal genes within

the cells. Typically, these problems are addressed separately. There is a need to simulta-

neously tackle these two optimization problems in order to expedite the discovery process

of optimal cellular pathways and inputs, ensuring that the cells perform optimally for a

desired output.
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While we know that CRISPRi serves as an actuator in regulating gene expression,

its dynamics remain unclear. In this study, we linked the expression of the CRISPRi

molecule to arabinose. In such a setting, it is crucial to verify that the system consumes

arabinose, ensuring that the CRISPRi actuator has finite, rather than infinite, support

in gene expression. By quantifying these dynamics, we can formulate optimal control

problems for the precise manipulation of microbial growth under conditions of interest.

The core of this thesis revolves around observability analysis using state and output

measurements. Expanding these results to incorporate control inputs and integrating the

controllability of the system could significantly impact the identification of optimal genes

to manipulate for controlling gene expression. Controllability analysis can accelerate the

discovery process by determining the minimum number of genes whose expression needs

to be controlled to optimize the output of the bioprocess. This approach would streamline

the search for genetic targets and enhance the efficiency of bioprocessing operations.
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Appendix A

Biological Methods and Protocols

In this appendix, we discuss the biological protocols used in various steps of collecting

the transcriptomic data, population density measurement, and constructing CRISPRi

strains for verifying the fitness impact of genes identified using the data-driven observ-

ability analysis in Chapter 4. We also discuss the implementation of the mathematical

algorithms proposed in Chapters 3 and 4 for the biological datasets in Chapter 6.

A.1 Biological Protocols

A.1.1 Time series experiment setup

Two biological replicates of Pseudomonas putida KT2440 were inoculated by scraping

cells from its glycerol stock stored in −80◦C and suspending in 5mL of fresh LB media

(Teknova Catalog no.L8022) overnight. Each biological replicate was passaged by mea-
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suring their OD600 and resuspending them in fresh LB media to get a starting of 0.1.

When the OD600 approximately reaches 0.4, the cells are spun down and washed three

times in 1xPBS buffer (Catalog no.100219-264). Then, the cells are suspended in 2x R2A

media until an OD600 of 0.4 is reached. We make 2x input media solutions by making

112.5 g/L casein hydrolysate, and 150 g/L glucose solution in milliQ for the Max growth

condition, 112.5 g/L casein hydrolysate, and 150 g/L glucose solution in milliQ for the

Min growth condition, and just using milliQ for the NC growth condition. For each

biological replicate and each growth condition, mix equals parts of the 2x culture and 2x

media inputs solutions across multiple 96 well plates and start incubating them in plate

shakers at 30◦C. At the same time, prepare a single 96-well plate with eight replicates

for each combination of the two biological replicates and three growth conditions and

insert it into the plate reader and measure OD600 of each well with a sampling time of

5 mins. After each hour, for each bio-replicate growth condition combination by pooling

culture across multiple wells and measure OD600 using a nanodrop. Collect 2 ODmLs of

the culture and proceed to extract the RNA.

A.1.2 RNA sequencing

To each sample collected for RNA extraction, add 2x the volume of RNApotect bacte-

ria reagent (Qiagen Catalog No. 172037562). The RNA extraction is done using the

RNeasy Mini Kit (Qiagen Catalog No. 172033065). The samples are DNase treated and

concentrated using Zymo RNA Clean and Concentrator (Catalog no. R1019). Bacte-
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rial rRNA was depleted using the NEBNext Bacterial rRNA Depletion Kit (Catalog no.

E7850X). The indexed cDNA library was generated using NEBNext Ultra II Directional

RNA Library Prep (Catalog no. E7765L) and NEBNext Multiplex Oligos for Illumina

(Catalog no. E6609S). For the two biological replicates, the time points at 3hrs and 5hrs

for the Max, Min, and NC growth conditions are prepped and sequenced in the first

batch. The time points 1hr, 2hr, 4hr, 6hr, and 7hr of the Max condition and the time

points 4hr, 6hr, and 7hr of the Min and NC condition for the two biological replicates

are prepped and sequenced in the second batch. The RNA extraction at 1hr and 2hr

time points of Min and NC conditions failed; hence, the data is unavailable. The library

was sequenced at the Genetics Core in the Biological Nanostructures Laboratory at the

University of California, Santa Barbara, on an Illumina NextSeq with High Output, 150

Cycle, paired-end settings.

A.1.3 CRISPRi library cloning

For the identified gene targets, the CRISPRi sites are found on each gene by locating

the AsCpf1 promoter adjacent motif (PAM) sequence given by TTTN using Geneious.

The optimal PAM sequence location for each gene is chosen by considering the first PAM

sequence that runs in the direction of the gene transcription; the first PAM sequence on

the sense strand if the direction of gene transcription is from 5’ to 3’ on the sense strand

and the first PAM sequence on the antisense strand in the 5’ to 3’ direction if the direction

of transcription of the gene is from 3’ to 5’ on the sense strand. The CRISPRi array is
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formed by alternating the CRISPR repeat sequence AATTTCTACTCTTGTAGAT and

the 20 base pairs following the optimal PAM sequence of each gene target. The plasmid

is constructed with a pBBR1 backbone, the Kanamycin antibiotic resistance marker,

the ddCpf1 protein induced by arabinose (taken from Addgene Plasmid # 153038) [43],

and a constitutively expressed CRISPRi array (see Figure 6.3a). The CRISPRi arrays

for each strain is assembled onto the plasmid backbone with the ddCpf1 gene (induced

by arabinose) via Golden Gate Assembly [27] using NEB Golden Gate Assembly Kit

(Catalog no. E1601S). Because of the potential of arcing during electrotransformation of

Pseudomonas putida KT2440 with Golden Gate reaction buffers, the plasmids are first

subcloned into E. coli Mach1 (Thermo Fisher Scientific Catalog no. C862003) following

the manufacturer’s protocol for chemical transformation. A single colony is selected

for each strain and sent for sequencing at Eurofins Genomics. Then the plasmid DNA

is prepared from cultures of transformed Mach1 cells using Qiagen Spin Miniprep Kit

(Catalog no. 27106), followed by chemical transformation into KT2440. KT2440 was

made chemically competent by washing a culture at OD600 of 0.4 with a solution of 10%

glycerol two times, then resuspending in 500 µL of 10% glycerol. The plasmid DNA is

added to 80 µL of the cell suspension and kept at 4◦C for 30 minutes, and then the

cells were electroporated with 1600 V, 200 Ω, and 25 µF. The cells were immediately

resuspended in 300 µL of SOC Broth (Fischer Scientific Catalog No. MT46003CR),

recovered for 2 hours at 30◦C in a shaking incubator, and plated onto 1.5% LB Agar

plates with 50 µg/mL Kanamycin. A single colony of each strain is grown overnight, and
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the glycerol stock of each colony is prepared for long-term storage. The strain PPSB02K

did not get transformed into KT2440.

A.2 Data-driven analysis of the biological datasets

A.2.1 Preprocessing RNAseq time-series data

The raw reads were aligned to the Pseudomonas putida KT2440 transcriptome using

Geneious, and the RNA count data was converted to transcripts per million(TPM),

which accounts for sequencing depth and gene length. For each biological replicate, eight

technical replicates are obtained by treating the RNA count data from each sequencing

lane and direction as a separate measurement yielding a total of 16 time-series curves

for each growth condition (MX,MN,NC). Pooling technical replicates to form a single

measurement is typically done to reduce measurement noise, but by not pooling, we

enhance the efficiency of machine learning algorithms. The presence of measurement

noise across technical replicates drives the machine learning algorithms to learn models

that are robust to the measurement noise and reduce model overfitting. Therefore, for

each growth condition (MX, MN, NC), 16 unique time-series curves of the RNA count

data are available, each starting from the same initial condition but with measurement

noise.

145



Each RNAseq time-series curve is represented as

S[c, i] =

[
st0 [c, i] st1 [c, i] · · · stN [c, i]

]

where s ∈ R5564 is a 5564-dimensional vector with each entity corresponding to the

TPM of an individual gene, c ∈ {NC,MX,MN} represents the growth condition, i ∈

{1, 2, ..., 16} represents the index of the time-series curve and t0, t1, ..., tN represent the

time points with a sampling time Ts = 1hr with tj+1 = tj + Ts. For the MX condition,

t0 = 1 and tN = 7 while for the MN and NC conditions, t0 = 3 and tN = 7. The

element-wise operation

xtj [c, i] = log2

( stj [c, i] + 1

stj−1
[c, i] + 1

)

obtains the log2 transformation of each time-series curve, where the addition of 1 is a

pseudo count added for the mathematical operation to hold. In each condition, we then

standardize the data across time-series curves as

x̄tj [c, i] =

[
xtj ,1[c,i]

σc,1

xtj ,2[c,i]

σc,2
· · · xtj ,5564[c,i]

σc,5564

]⊤

where σc,p represents the standard deviation of the gene p in condition c computed across

all the time-series curves.
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A.2.2 Preprocessing OD600 time-series data

The plate reader dataset contains eight technical replicates of OD600 growth data for each

of the two biological replicates, which are procured with a sampling time of Ts = 3mins.

We associate each RNA expression time-series curve with a growth curve and designate

the latter as the output, which is defined as

V [c, i] =

[
vt̄0 vt̄1 · · · vt̄N

]

where vt̄i represents the OD600 at time t̄i. We use the savgol filter() routine from the

scipy.signal package in python to smooth the data with a window length of 31 and

polynomial order of 2. To ensure that the equilibrium reaches zero, we compute the log2

transformation of the data as

ṽt̄j [c, i] = log2

(
vt̄j [c, i]

vt̄j−1
[c, i]

)
.

Next, the data is standardized for each condition as v̄t̄j [c, i] = ṽt̄j [c, i]/σc where σc is the

standard deviation of the data across all time traces in that condition. Since the time

scales of the output(OD600) and the state (RNA expression) are different, we perform a

delay embedding on the output data. This involves concatenating all the outputs between

two points on the state time scale into a single vector as

yti =

[
v̄t̄j v̄t̄j+1

· · · v̄t̄j+K

]⊤
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where (ti − 1) ≤ t̄j+k ≤ ti, k ∈ {0, 1, 2, ...}, ti represents the time of state measurement,

and t̄j represents the time of the output measurement. With the delay embedded trans-

formation, for every time series curve i in condition c, we have state and output matrices

given by

X̄[c, i] =

[
x̄t0 [c, i] x̄t1 [c, i] · · · x̄tN [c, i]

]
Ȳ [c, i] =

[
ȳt0 [c, i] ȳt1 [c, i] · · · ȳtN [c, i]

]

where t0, t1, . . . , tN represent uniformly spaced time points separated by sampling time

of 1hr.

A.3 Dimensionality reduction of RNAseq data

The state vector x̄ has 5564 dimensions. If we attempt to fit the simplest linear model

of the form x̄t+1 = Axt, the matrix A would have 30958096 parameters, but with only

16 time-series curves, it is not possible to uniquely estimate all of these parameters.

This results in underfitting, thereby resulting in diverse solutions. The Koopman ob-

servability approach (yet to define) aims to determine the minimum number of

nonlinearly transformed states that impact the output dynamics. Using a linear trans-

formation of the data does not affect the results and can help reduce the dimensionality

of the state through a technique like Principal Component Analysis while still preserving

the majority of the information.

148



For each condition c, we collect the time series matrix X̄[c] and perform singular value

decomposition on X̄⊤[c].

X̄[c] =

[
X̄[c, 1] X̄[c, 2] · · · X̄[c, 16]

]
X̄⊤[c] = U [c]Σ[c]V ⊤[c]

We find the minimum number of principal components that capture 90% of the variance

in data by solving the optimization problem

n∗
PC = argmin

nPC

(∑nPC
i=1 σ

2
i [c]∑nσ

i=1 σ
2
i [c]

≥ 0.9

)

where σii[c] is the i
th singular value and the ith diagonal element of the matrix Σ[c] and

nσ is the total number of singular values. The reduced state vector is then given by

zTtj [c, i] = x̄Ttj [c, i]V∗[c]

where c is the condition, i is the time-series index, tj is the time point and V∗ = V [:, 0 :

n∗
PC ]. The transformation is constructed as a TensorFlow graph in python to enable us

to take gradients of the transformed state with respect to the base state x̄.
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A.4 OC-deepDMD algorithm

The objective is to learn a high-dimensional linear model called the Koopman model

given by

ψ(zt+1) = Kψ(zt)

ȳt = Whψ(zt)

which captures the dynamics of the reduced state z and captures the output y as a

function of z. The nonlinear function ψ(z) is also constructed as a TensorFlow graph:

ψ(z) =

 z

φ(z)


φ(z) = gn ◦ReLU ◦ · · · ◦ReLU ◦ g1(z)

where φ(z) is a neural network with each hidden layer i comprising weights Wi, biases bi,

linear function gi(x) = Wix+ bi and ReLU , the recitified linear unit activation function

given by ReLU(x) = x, x ≥ 0. We created two matrices for each growth condition c:

XP and XF . The entries of XF were obtained by propagating the entries of XP by one

timestep. We also created two matrices, X and Y , by combining the state and output
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data from all the time-series curves. The matrices for the condition c are

X̄P =

[
x̄t0 [1] · · · x̄tN−1

[1] · · · x̄t0 [16] · · · x̄tN−1
[16]

]
X̄F =

[
x̄t1 [1] · · · x̄tN [1] · · · x̄t1 [16] · · · x̄tN [16]

]
X̄ =

[
X̄[1] X̄[2] · · · X̄[16]

]
Ȳ =

[
Ȳ [1] Ȳ [2] · · · Ȳ [16]

]

where the index c is dropped. Next, we learned the Koopman model by solving the

optimization problem:

min
K,Wh,ψ

||ψ(ZF )−Kψ(ZP )||2F + ||Ȳ − ψ(Z)||2F

such that Z⊤
P = X⊤

P V∗, Z⊤ = X⊤V∗

Z⊤
F = X⊤

F V∗.

The hyperparameters of the model are the number of hidden layers (nL), the number of

nodes (nn), and the number of nonlinear observable functions in the vector φ(z) (nφ).

We fixed nn = ⌈1.5nφ⌉ where ⌈.⌉ represents the ceiling function. For each condition c,

we learned multiple Koopman models by varying the hyperparameters nL = {3, 4, 5} and

nφ = {0, 1, 2, 3, 4, 5} and also implementing 16-fold cross-validation on the 16 time-series

traces. For the next step, we considered all the models with a training accuracy ≥ 80%

and a validation accuracy ≥ 70% evaluated by the r2 metric, called the coefficient of
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determination.

A.5 Observability analysis

For each growth condition c, we consider all the admissible models learned by the OC-

deepDMD algorithm. For each model, we construct the observability matrix

O =

[
(Wh)

⊤ (WhK)⊤ · · · (WhK
nψ−1)⊤

]⊤

where nψ is the dimension of ψ(z). The singular value decomposition of the observability

is computed as O = UOΣOV
⊤
O and a transformation matrix T is defined as T := V ⊤

O .

Using T , we transform the model as:

ψou(z) = Tψ(z)

Kou = TKT−1

Whou = WhT
−1

to obtain the observable decomposition form of the model. We then simulate the model

using the initial condition x̄t0 [c, i] of each time trace and concatenate all the output

predictions as Ŷ =

[
Ŷ [1] Ŷ [2] · · · Ŷ [16]

]
. We then estimate the minimal value of no
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for which the model comprised by

ψo(zt+1) = Koψo(zt)

ȳt = Whoψo(zt)

where ψo(z) = ψou(z)[0 : no]

Ko = Kou[0 : no, 0 : no]

Who = Whou[:, 0 : no]

has an output prediction accuracy of ≥ 99% when compared to Ŷ using the r2 metric.

Now that the minimal set of nonlinear states (ψo(z)) that impact the output has been

identified, we need to evaluate the cumulative contribution of the genes x to the observ-

able state ψo(z). To do so, we compute the sensitivity of ψo(z) with respect to x using

the gradients() function in the Tensorflow package. The sensitivity is computed at all

points the model is trained on, and only the maximum sensitivity value is stored for each

function. An observability score is obtained for each gene by taking the euclidean norm

of the sensitivities of all the functions corresponding to the gene.

A.6 Supplementary Tables

A.6.1 CRISPRi sequences

CRISPRi Strain CRISPRi array
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GG PPSB01K crRNA CGGTCTCAGCATAATTTCTACTCTTGTAGATC

ACGGACACCAAAGGCATTCAAATTTCTACTCT

TGTAGATACGGTGCCTGGATACCGTCAAATTT

CTACTCTTGTAGATCGTAGAAAGTTTCCGTTG

CTGAATGAGAGACCG

GG PPSB03K crRNA CGGTCTCAGCATAATTTCTACTCTTGTAGATG

TCGTAAGTCGTCGCACCCTTAATGAGAGACCG

GG PPSB04K crRNA CGGTCTCAGCATAATTTCTACTCTTGTAGATC

GCAACCTGGGGGACGTGACCAATTTCTACTCT

TGTAGATCGCCGTGATCATCGCCATCATAATG

AGAGACCG

GG PPSB05K crRNA CGGTCTCAGCATAATTTCTACTCTTGTAGATC

GCAACCTGGGGGACGTGACCAATTTCTACTCT

TGTAGATCGCCGTGATCATCGCCATCATAATT

TCTACTCTTGTAGATATGATGAACTTGAACAA

CAATAATTTCTACTCTTGTAGATCGAAGACGT

CGACGTCATCTTAATGAGAGACCG

GG PPSB06K crRNA CGGTCTCAGCATAATTTCTACTCTTGTAGATA

TGATGAACTTGAACAACAATAATTTCTACTCT

TGTAGATCGAAGACGTCGACGTCATCTTAATG

AGAGACCG
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GG PPSB07K crRNA CGGTCTCAGCATAATTTCTACTCTTGTAGATC

CCTGACATGAGCATCAGCTTAATTTCTACTCT

TGTAGATCCAGTGTCTTCAACATTGCCGAATT

TCTACTCTTGTAGATCAACTGCTCAGTTCTAT

GAGAAATGAGAGACCG

GG PPSB08K crRNA CGGTCTCAGCATAATTTCTACTCTTGTAGATA

TCTTCAGATTCAGGAATACTAATGAGAGACCG

GG PPSB09K crRNA CGGTCTCAGCATAATTTCTACTCTTGTAGATC

TCATGGCTAAAATCGGTTTCAATTTCTACTCT

TGTAGATCAGATCCGGAACAGGTGGAAGAATT

TCTACTCTTGTAGATCGGGCAGCTTGCTCGAA

CACTAATGAGAGACCG

GG PPSB10K crRNA CGGTCTCAGCATAATTTCTACTCTTGTAGATC

CGGTCGCCGTGGCCCTGGGCAATTTCTACTCT

TGTAGATCCAACGATATCCTGCTGGAAGAATT

TCTACTCTTGTAGATGCTGACTGCATCCGGGA

AATCAATGAGAGACCG

The CRISPRi arrays for each strain comprise the BsaI cut sites with overhangs on

each side, the array of alternating CRISPRi repeat sequences, and 21 base pairs of target

gene sequences in between.
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A.6.2 Other plasmid parts

CRISPRi Strain CRISPRi array

J23119 (SpeI) promoter TTGACAGCTAGCTCAGTCCTAGGTATAATACT

AGT

rrnB T1 CAAATAAAACGAAAGGCTCAGTCGAAAGACTG

GGCCTTTCGTTTTATCTGTTGTTTGTCGGTGA

ACGCTCTC

B0012 Terminator CGCAAAAAACCCCGCTTCGGCGGGGTTTTTTC

GC

A.7 Supplementary Figures

Figure A.1: The Scree plot of the Principal Components of log fold change of the time
series RNAseq datasets procured for the Maximal, Minimal, and Negative control growth
condition. The orange line indicates the number of principal components for which 90%
of the variance in data is captured.
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Figure A.2: For the maximum growth condition, the Koopman operator matrices are
given on the left, and the linear observable decompositions are given on the right. The
computation is for a given combination of hyperparameters in the output-constrained
deep dynamic mode decomposition algorithm. The model is such that it has a training
accuracy of 80% and a validation accuracy of 70%.
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Figure A.3: For the minimum growth condition, the Koopman operator matrices are
given on the left, and the linear observable decompositions are given on the right. The
computation is for a given combination of hyperparameters in the output-constrained
deep dynamic mode decomposition algorithm. The model is such that it has a training
accuracy of 80% and a validation accuracy of 70%.
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Figure A.4: For the negative control growth condition, the Koopman operator
matrices are given on the left, and the linear observable decompositions are given on the
right. The computation is for a given combination of hyperparameters in the output-
constrained deep dynamic mode decomposition algorithm. The model is such that it has
a training accuracy of 80% and a validation accuracy of 70%.
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Figure A.5: The construction of the CRISPRi plasmid consists of the pBBR1 backbone,
the Kanamycin resistance, the CRISPRi protein ddCpf1 expressed in the presence of
arabinose and the constitutively expressed CRISPRi array. The CRISPRi array has the
J23119 promoter and the rrnB T1 terminator, and a vector with alternating crRNA
hairpin sequence(ddCpf1 repeat) AATTTCTACTCTTGTAGAT and 21 base pairs from
the target gene sequence.
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Figure A.6: Growth curves of each CRISPRi strain in the Max and NC growth condition
compared to the PPSB00K, the base CRISPRi strain which accounts for the Kanamycin
antibiotic selection pressure burden and the burden of producing the ddCpf1 molecule.
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Appendix B

Mathematical Implementations

B.1 Learning a Koopman operator model for the

nonlinear dynamical system with outputs: output-

constrained deep dynamic mode decomposition

(OC-deepDMD) algorithm

B.1.1 Data generation

For a given nonlinear system, we simulate the nonlinear model for multiple initial con-

ditions and record both the states x and the outputs y. The data is equally split among

training, validation, and test sets. To ensure an equal representation of data across

the three sets, the initial conditions are randomly sampled from a uniformly distributed
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bounded phase space.

B.1.2 Data preprocessing

For each initial condition (i) in the training, validation, and test datasets, the generated

data is organized as

X(i)
p =

[
x
(i)
0 x

(i)
1 · · · x

(i)
Nsim−1

]
X

(i)
f =

[
x
(i)
1 x

(i)
2 · · · x

(i)
Nsim

]
and Y (i)

p =

[
y
(i)
0 y

(i)
1 · · · y

(i)
Nsim−1

]

where x|y(i)t indicates either the state x or the output y at time point t generated from

the ith initial condition. The data across the snapshots are concatenated together as

S =

[
S(1) S(2) · · ·

]
where S = Xp, Xf or Yp. The training data X train

p and Y train
p are

used to identify the mean and standard deviation of each variable and all the data are

standardized (subtracted by the computed mean and divided by the computed standard

deviation).

B.1.3 Learning an optimal model for a set of hyperparameters

We use tensorflow in Python to set up neural networks, the outputs of which represent

the observables of the Koopman operator that we want to learn. The hyperparameters of

the model include the number of nodes in each layer of the neural network, the number
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of layers in the neural network, the activation function in each node, and the number of

output nonlinear observables (φ(x)). We append the nonlinear observables φ(x) to the

states x and the bias term 1 to avoid trivial solutions and the full observable vector at

a single time point is given by ψ(x) =

[
x⊤ φ⊤(x) 1

]⊤
. We also initialize the matrices

K and Wh from (4.3) in the tensorflow environment, set up the objective function

min
ψ,K,Wh

||ψ(X train
F )−Kψ(X train

P )||2F

+ ||Y train
P −Whψ(X

train
P )||2F

and use Adagrad optimizer in Python to implement stochastic gradient descent with

various step sizes to identify an optimal model for a given set of hyperparameters.

B.1.4 Learning model with optimal hyperparameters

For various combinations of the hyperparameters, we learn an optimal Koopman operator

model. We evaluate 1-step and n-step state and output prediction accuracy for each

model across the training and validation datasets:

r2s,(1|n)−step = 1−
∑

i

∑
j(s

(i)
j − ŝ

(i)
j )⊤(s

(i)
j − ŝ

(i)
j )∑

i

∑
j(s

(i)
j − s̄

(i)
j )⊤(s

(i)
j − s̄

(i)
j )

where s is either the state x or the output y, j indicates the time point and i indicates

the initial condition the data is generated from. s̄ is the mean of X train
p for state x and

mean of Y train
p for output y and ŝ

(i)
j is the inverse standardization of
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•
[
In 0

]
Kψ(x

(i)
j−1) for 1-step x prediction,

• WhKψ(x
(i)
j−1) for 1-step y prediction,

•
[
In 0

]
Kjψ(x

(i)
0 ) for n-step x prediction, and

• WhK
jψ(x

(i)
0 ) for n-step y prediction.

We use these metrics to settle on a model that is optimized in both parameters and

hyperparameters.

B.2 Learning the observable decomposition form of

a Koopman operator model with output

Given that we have a state-inclusive Koopman operator model of the form (4.3) iden-

tified using the method in Appendix B.1, we want to find a dimensionality-reduced

model of the form (4.5)— a model with minimal Koopman observable functions to cap-

ture the output dynamics. In practice, (4.3) is typically a finite-dimensional approxi-

mation. We find the observability matrix of the identified Koopman system Oy(x) =[
W⊤
h (WhK)⊤ · · · (WhK

nL)⊤

]⊤
and its right singular vectors (V ). Then we can

transform (4.3) as ψou(x) = V ⊤ψ(x), K̃ = V ⊤KV and W̃h = WhV . In theory, the upper

right block of K̃ and the right block of W̃h should be 0 (as seen in Corollary 8). Due to

numerical approximation, a perfect zero cannot be obtained. The challenge is to estimate

the dimension of ψo(x) (noL) in (4.5) where ψo(x) is the first noL elements of ψou(x). We
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use the property that ψo(x) can accurately capture the output; we increase noL from 1

to nL and examine at what value of noL can ψo(x) capture 99% (r2 score) of the output

predicted by (4.3). This yields the required reduced model of the form (4.5) with the

required properties intact.

B.3 Computing the sensitivity of each nonlinear func-

tion in ψo(x) with respect to the base coordinate

states x

Neural networks are typically used to approximate functions. In the minimal Koopman

operator that captures the output dynamics, the set of nonlinear observable functions

ψo(x) is captured by a neural network that we implement using tensorflow in python.

To compute the sensitivity of a single function in the set ψo(x) with respect to a single

state variable in x, we simply use the gradients function in the tensorflow package of

python. We evaluate the gradient at all training data points and store the maximum.

We evaluate this maximum sensitivity for each function in ψo(x) with respect to each

state variable in x. To rank the genes based on their contribution to the dynamics of y

given by ψo(x), we compute the Euclidean norm of the sensitivity matrix for each state

variable in x across the maximum sensitivities of all functions in ψo(x) with respect to

that state variable in x.
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B.4 Learning the diffeomorphic map between the de-

lay embedded output z and the base coordinate

state x

Given the delay embedded output ψ(z) and the state x, we represent the diffeomorphic

map
(
the forward transform g : ψ(x) → x and the inverse transform g−1 : x → ψ(x)

)
using the autoencoder-decoder neural network. Specifically, we formulate the multi-

objective optimization problem

min
g,g−1

||ψ(z)− g−1(g(ψ(z)))||2F + ||x− g(ψ(z))||2F

in Python using Tensorflow and solve it by using the Adagrad optimizer to implement

stochastic gradient descent. The two objectives that the above optimization targets are

(i) to transform ψ(z) to a reduced coordinate space and (ii) to get the reduced coordinates

close to the state x as much as possible.
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