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Abstract

As efficient systems of communication, languages are usually
expected to map meanings to forms in a one-to-one way, us-
ing for example the same affix form (e.g., -s in English) every
time a particular meaning is intended (e.g., plural number), and
placing affixes with the same meaning consistently in the same
position (e.g., always suffixal). Forms and positional rules ex-
tending over contexts with a common meaning (e.g., plural in
1PL, 2PL, 3PL) are thus considered natural, and those extend-
ing over contexts with no consistent common meaning (e.g.,
1PL and 3SG) are considered unnatural. Natural patterns are
most common cross-linguistically, and most learnable in ex-
periments; however, little is yet know about differences be-
tween unnatural classes. In this study we explore syncretism
(i.e., use of the same form in different functions) and affix
position in the domain of person and number agreement in
verbs, both cross-linguistically and in artificial language learn-
ing experiments. Results from the two approaches and both
phenomena converge in finding a gradient of (un)naturalness.
Rather than a dichotomous natural/unnatural distinction, we
found that both cross-linguistic frequency and learnability are
proportional to the amount of shared feature values among the
contexts requiring the same form or position. We argue that a
cognitive bias towards similarity-based structure explains our
experimental results and could be driving the patterns observed
in natural languages.

Keywords: artificial language learning; linguistic typology;
natural class; semantic similarity; morphology; paradigm split

Introduction

Syncretism is a widespread phenomenon in the morphol-
ogy of languages whereby distinct inflectional values are
expressed by a shared form (Baerman, Brown, & Corbett,
2005). It manifests itself in highly diverse ways cross-
linguistically. In Dutch, for example, verbal paradigms (see
Table [T) normally take one form for all plural person values,
another for first singular (1SG) and another one for second
and third singular (2SG = 3SG). In this case, all syncretic
forms have at least one value in common, either singular (SG)
or plural (PL). However, syncretism is not always so orderly.
It is not rare to find syncretic forms that lack any common
value. For example, Table [I] shows that the paradigm of the
verb to be in Hindi (McGregor, |19935)) contains a shared form
across second person (both singular and plural) and third per-
son singular (i.e., 2 = 35G); and in Kapau (Oates & Oates|,
1968)), the first person singular shares a form with the second
and third person plural forms (i.e., 1SG = 2PL = 3PL). Syn-
cretisms such as those described for Dutch are often referred
to as natural because all the cells involved share at least one
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Table 1: Different types of patterns of syncretism in person-number
verbal paradigms. Natural, L-type and X-type patterns are illus-
trated with grey cells in these examples from Dutch (Glottocode:
dutc1256), Hindi (hind1269) and Kapau (kapal251) respectively.
In natural patterns, all syncretic forms share a feature value; in L-
patterns, syncretic forms share a feature between all but one pair of
cells; in X-patterns, more than one pair lacks shared feature values.

NATURAL PATTERN  L-TYPE PATTERN X-TYPE PATTERN

Dutch Hindi Kapau
come PRS be FUT.F ford water PST
SG PL SG PL SG PL
1 | kom komen himgi  homgi | gdkamanga qikamango
2 | komt komen hogt hogt qdkamangn | gakamanga
3 | komt komen hogt homgt qikama qikamanga

value (Jakobson, [1936), and those of Hindi and Kapau are
referred to as unnatural because they do not.

Despite this variation in the possibilities of syncretism, cer-
tain cross-linguistic tendencies are apparent: The most re-
current types are the natural ones (Cysouw, 2003} [Pertsoval,
2007). There is a growing body of literature suggesting that
this cross-linguistic preference for natural patterns replicates
a cognitive bias in language learning (e.g., Pertsova, 2014;
Nevins, Rodrigues, & Tang, [2015)), that is, a bias towards
patterns of syncretism with shared feature values during lan-
guage learning. This learning bias is in turn taken to shape
how languages evolve over time and space, yielding the cross-
linguistic preferences we now see (Culbertson & Smolen-
sky, 2012; |Kirby, Griffiths, & Smith, 2014; Bickel, 2015}
Blythe & Croft, |2021). The idea is that during linguistic
evolution, the spread of new variants is subject to the same
biases as those manifest in adult language learning (Blythe
& Croft, 2021). The bias towards natural patterns resonates
with a more general bias favouring categories that comprise
closer and more similar meanings in word learning (e.g., Xu
& Tenenbaum), 2007)) and in concept learning more broadly
(e.g., Goodman, Tenenbaum, Feldman, & Griffiths, 2008)).
We will refer to this learning preference as a bias towards
similarity-based structure, where similarity is defined in pro-
portion to the amount of shared feature values within inflec-
tional patterns.

However, unnatural patterns come in large variety and lit-
tle is known about any preferences within these. There is
no a priori reason to believe that all unnatural patterns must
be equal in their cross-linguistic recurrence or in terms of

In J. Culbertson, A. Perfors, H. Rabagliati & V. Ramenzoni (Eds.), Proceedings of the 44th Annual Conference of the Cognitive Science
Society. ©2022 The Author(s). This work is licensed under a Creative Commons Attribution 4.0 International License (CC BY).



Table 2: Different types of patterns of positional splits in person-
number verbal agreement paradigms. A positional arrangement is
defined by a specific type and number of positions that are occupied
by a specific set of agreement affixes (bolded). Natural, L-type and
X-type patterns are illustrated with grey cells in these examples from
Gumer (Glottocode: gumel239), Koasati (koas1236) and Basque
(basq1248) respectively. In natural patterns, all forms with the same
positional arrangement share a feature value (e.g., prefix for SG and
circumfix for PL in Gumer); in L-patterns, one pair of cells with
the same positional arrangement lacks shared feature values; in X-

patterns, more than pairs of cells lack shared feature values.
NATURAL PATTERN

L-TYPE PATTERN X-TYPE PATTERN

GUMER KOASATI BASQUE
open IPFV hear ACT walk PRS
SG PL SG PL SG PL
1 | s-koft | mi-ksft-ins | ha:lo-l1 | il-ha:l na-bil ga-bil-tza
2 | ti-koft ti-koft-o is-hd:l has-ha:l | za-bil-tza za-bil-tza-te
3 | yi-koft = ti-ksft-o hé:l ha:l da-bil da-bil-tza

learnability. In a cross-linguistic survey (Baerman, Brown,
& Corbett, [2002) we find that unnatural paradigms in which
syncretism occurs between cells in an L-shape like the one
in Hindi (L-type patterns hereafter) are more frequent (32/36
patterns) than those containing X-shaped syncretism (X-type
patterns hereafter) like the one in Kapau (4/36 patterns). Fur-
thermore, we find this cross-linguistic asymmetry between
the two unnatural patterns with shared morphology more gen-
erally (62 L-type vs 12 X-type patterns; Herce,, [2020), that is,
not only with cases of whole-word syncretism (where both
stem and affixes are shared, as in the examples so far) but
also with partial syncretism where only sub-parts of the word
(e.g., stem, affixes, etc.) are shared.

In this study we aim to test whether this gradient of cross-
linguistic recurrence is mirrored in a gradient of learnability.
We hypothesise that the learnability of unnatural patterns is
proportional to their similarity-based structure; that is, pat-
terns of syncretism like those of Hindi in Table[T]are easier to
learn than those of Kapau because features values are shared
across more forms. Although both contain cells that differ in
all feature values, there are more of these pairs of cells in the
X-type pattern in Kapau (1SG=2PL, and 1SG=3PL) than in
the L-type pattern in Hindi (3SG=2PL).

This hypothesis is borne out in two artificial language
learning experiments. In a first experiment we contrast the
learnability of (un)natural patterns in terms of forms that are
shared vs not shared across the cells of an artificial language
(i.e., syncretism). Consistent with our hypothesis, we find
that L-type unnatural patterns are easier to learn than X-type
unnatural patterns, and that natural patterns are the easiest
to acquire. In a second experiment, we test the generalis-
ability of this learnability gradient to another morphological
phenomenon: affix position (Bickel et al., 2007; Crysmann &
Bonami, 2016; [Mansfield, Stoll, & Bickel, 2020). We con-
trast the same (un)natural patterns but now in terms of posi-
tional arrangements that share vs do not share feature values
(see Table[2)). Results are again consistent with the hypothe-
sised gradient natural > L-type > X-type, and they are also
consistent with frequency trends in a cross-linguistic survey
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Figure 1: Paradigm splits in the three critical experimental condi-
tions. The grids represent person-number paradigms with a binary
number feature (singular and plural) and a ternary person feature
(1st, 2nd and 3rd), and each cell is thus a different person-number
bundle. Each colour (blue and orange) represents a different agree-
ment affix form in Experiment 1, and a different position of the
agreement affix (prefix or suffix) in Experiment 2.

that we perform. This confirms the notion of a general bias
towards similarity-based structure in morphological learning,
beyond word and concept learning.

Experiment 1: Syncretism
Materials and Methods

We use an ease-of-learning paradigm where we train and
test participants on person-number verb subject agreement
paradigms containing different patterns of (whole-word) syn-
cretism and compare how accurately they learn them within
60 trials. Person is defined as a ternary feature (i.e., con-
taining 1st, 2nd, and 3rd person) and number is defined
as a binary feature (i.e., containing SG and PL). We ran
three experimental conditions with varying degrees of natu-
ralness within the syncretic patterns in the verbal agreement
paradigms: natural, L-type or X-type patterns (see Figure [I).
Person-number agreement is marked via suffixation, a sin-
gle suffix that marks both person and number cumualtively.
Each agreement paradigm contains only two different suf-
fixes, each present in half of the cells (i.e., three cells will
be inflected with one suffix, and the other three with the other
suffix). These two agreement suffixes thus constitute two pat-
terns of syncretism within the paradigm and will partition the
person-number space according to the experimental condition
as illustrated in Figure [T} where each cell colour represents
a different verbal agreement affix. Natural paradigms have
only one configuration: they contain an agreement suffix for



singular and another for plural cells. L-type paradigms can
have six different configurations. An example of an L-type
paradigm could contain one suffix for 1SG, 1PL and 2PL (i.e.,
1=2PL) and another for 2SG, 3SG and 3PL (i.e., 2SG=3). The
X-type paradigm has three different configurations; for exam-
ple, it could have one suffix for 1SG, 2PL and 3PL and another

for 1PL, 2SG and 3SG (see Figure/I).
We ran an additional condition without syncretism where

agreement with each of the six bundles of person-number
feature values in the paradigm is marked by a different af-
fix. This condition is the least ambiguous as each cell is
marked via a unique affix and does not require the learner
to induce any further category based on specific morpholog-
ical features; however they require the learner to acquire six
different affixes instead of the two that need to be learned
elsewhere. The inclusion of this condition allows us to test
under which circumstances paradigms containing patterns of
syncretism can be easier to acquire.

Transparency All experimental materials and data re-
ported for Experiment 1 are available at |osf.io/jpum6/
(Saldana, Herce, & Bickel, 2022, February 9), and the pre-
registered design and analysis plan is accessible also at
osf.io/pwqjg (Saldana, Herce, & Bickel, 2021, August 17).

The Artificial Lexicon The artificial lexicon in the experi-
ment comprises six subject pronouns, three lexical verbs and
two verbal agreement suffixes (or six in the non-syncretic
condition). The semi-nonce subject pronouns (inspired by
Tok Pisin; Glottocode tokp1240) are composed of the per-
son stems mi (1st person), yu (2nd person), le (3rd person),
followed by the number suffixes -& (SG) or -pela (PL). The
semi-nonce lexical verbs (based on Basque) are gidatu, igeri
and oineza which correspond to ‘to cycle’, ‘to swim’ and
‘to walk’ respectively. In the conditions with syncretic pat-
terns, the two verbal agreement suffixes are randomly se-
lected from an array of four CV syllables {-na , -gu,-te, -po}.
The suffixes are randomly assigned to person-number agree-
ment bundles according to the condition and specific config-
uration(see Figure[I). In the non-syncretic condition, each of
the six person-number agreement suffixes is different and is
randomly mapped to a CV syllable from the array {-na , -gu,
-te, -po, -ki, -soo}. The artificial language drops subject pro-
nouns and thus a full sentence meaning ‘they walk’ is realised
only as a verbal form, for example, oinezagu, where oineza is
the verbal stem and -gu the 3PL agreement suffix.

Experimental procedure The experimental procedure is
divided into two phases. In the first phase, we train and
test participants on the artificial lexicon without verbal agree-
ment, that is, only on the pronominal forms and the unin-
flected lexical verbs (i.e., in isolation without agreement suf-
fixes). In each training trial, participants see an image of an
action or a pronoun, and their corresponding forms in the arti-
ficial language. In each testing trial, participants see an image
and are asked to select the corresponding form in the artificial
language out of an array of two, that is, the target, and a ran-
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Figure 2: Example test trial in the critical phase in Experiment 1.
Participants are shown an image of a pronoun-+action combination
and are asked to select the corresponding inflected (verb-affix) form
of the verb in the artificial language out of an array of two. They re-
ceive feedback on whether their choice is correct as well as the bonus
amount accumulated. In Experiment 1, the two alternative forms are
the only two verbal forms contained in the paradigm and they only
differ in the affix form (same stem, different ending). In Experiment
2, however, the alternative forms differ in the affix position (same
affix form, either prefix or affix).

domly selected form of the same lexical category (pronoun or
verb) as the target. They will receive feedback after each se-
lection, and see each form-image mapping three times during
training and twice during the vocabulary testing.

In the second and critical phase, we test participants on the
verbal paradigms with the agreement suffixes. For this phase,
we use feedback learning whereby the same testing trials will
serve as training. In each critical testing trial, participants
see an image combining a pronoun in the artificial language
and an action and after a second, the only two potential ver-
bal forms within a given paradigm (same stem, different af-
fixes) are displayed (see Figure[2). Participants have to select
which form they think is the one that corresponds to the spe-
cific pronoun+action combination, in other words, they have
to select the verbal form they think agrees in person and num-
ber with the given pronoun. They receive feedback on their
selection so they can learn the correct correspondence as they
move along testing. This phase comprises ten blocks of six
trials, each containing all six different person-number agree-
ment bundles.

Participants We recruited 405 participants through Ama-
zon Mechanical Turk for a 20-minute long session. Partic-
ipants were all over 18 years old, based in the US and had
approval ratings of > 95%. We excluded the data from par-
ticipants who failed to provide at least 80% of correct re-
sponses in the second block of vocabulary testing during the
training phase (N = 59), and participants who responded that
they had used pen and paper during the study (N =0) in a
post-experimental questionnaire. After exclusions, our anal-
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Figure 3: Accuracy scores and model estimates in Experiment 1. (A) Overall accuracy by condition. Shaded dots represent participants’
individual scores; black-circled dots represent the model’s predicted mean accuracy scores and the error bars represent the model’s predicted
90% credible intervals. (B) Accuracy by testing block for each of the four conditions. Shaded dots represent participants’ individual scores,
and larger dots represent more individuals; thick lines represent the model’s predicted accuracy means conditioned on experimental condition

and block. The shaded area shows the 90% credible intervals.

ysis contains the data from 60, 61, 150 and 75 participants in
the non-syncretic, natural, L-type and X-type conditions re-
spectively. Participants within L-type and X-type conditions
were distributed evenly across the different paradigm config-
urations; we recruited 25 participants for each of the 6 and
3 paradigm configurations within L-type and X-type respec-
tively (see Figure [T). Participants were paid a base rate of
$2.5 plus they received a bonus of $0.02 for each correct re-
sponse (maximum bonus reward = 1.56).

Data Analysis We use R’s brms (Biirkner, [2018)) as an in-
terface to RStan (Stan Development Team, 2021) to fit a
Bayesian logistic regression model predicting participants’
performance by condition and test block. Our dependent vari-
able is participants’ responses for each of the 60 critical test
trials (coded as 1 if correct, and O if incorrect). As fixed ef-
fects, we include Condition (natural, L-type, X-type and non-
syncretic) and Block as well as their interaction. The cate-
gorical predictor Condition is Helmert contrast-coded com-
paring X-type to non-syncretic, L-type to the average of the
two, and natural to the average of all the other conditions;
Block is coded as a centered continuous variable. As ran-
dom effects, we included intercepts for participants as well
as by-participant slopes for the effect of Block. We set the
same Student-7 prior on all fixed effects and the intercept
(DF = 6,u = 0,6 = 1.5); for the random effects, we set a
half-Cauchy prior with a scale parameter 10.

Results

Based on our hypothesis, we predict natural patterns of syn-
cretism to be the most learnable, and within unnatural pat-
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terns, we expect L-type patterns to be easier to acquire than
X-type. We further expect that non-syncretic paradigms will
be harder to learn than (at least) natural patterns given that
they contain more forms. Our experimental results are con-
sistent with our hypothesis (see Figure[3). We find that par-
ticipants in the natural condition have higher accuracy scores
than the average of all other conditions (B =0.280, 90%CI =
[0.214,0.347], SE = 0.040, P(B > 0) = 1). We also find that
participants in the L-type condition score higher than those in
the X-type and non-syncretic conditions (B =0.079, 90%CI
=[0.005,0.150], SE = 0.044, P( > 0) = 0.962); and we find
no difference between accuracy scores in X-type and non-
syncretic conditions (§ = 0.010, 90%CI = [—0.145,0.161],
SE = 0.093, P(ﬁ > 0) = 0.542). The model’s results also in-
form us about the change in accuracy over time. We find very
strong evidence in favour of an increase in accuracy by block
of testing (B = 0.188, 90%CI = [0.166,0.212], SE = 0.014,
P(B > 0) = 1). This increase is higher in the natural condition
than in the other conditions on average (B =0.044, 90%CI =
[0.030,0.059], SE = 0.009, P(p > 0) = 1). Participants in
the L-type condition also seem to improve their accuracy by
block slightly more than participants in the X-type or non-
syncretic condition (B = 0.013, 90%CI = [—0.002,0.028],
SE = 0.009, P(ﬁ > 0) = 0.926). Finally, we do not find a
strong difference between X-type and non-syncretic condi-
tions in regards of their increase in accuracy by block B=
0.016, 90%CI = [—0.015,0.048], SE = 0.019, P(B > 0) =
0.809).



Experiment 2: Positional splits

In Experiment 1 we provide evidence for a learnability gradi-
ent natural > L-type > X-type of paradigmatic splits based
on syncretic forms, which mirrors the cross-linguistic trend.
This gradient, however, need not be specific to syncretism and
might be a general property of how forms are distributed over
feature values. In order to explore this possibility, we looked
at where agreement morphemes are positioned in verb forms.
Specifically we explore cases where different person-number
bundles are arranged in different positions (e.g., prefix or suf-
fix) across forms within the paradigm (as illustrated above in
Table [2): We refer to these paradigmatic splits by positional
arrangment as positional splits.

Data from 227 languages from 97 different families—
based on AUTOTYP (Bickel et al., [2017) plus additional
data collected from the WALS 100-language sample (Dryer
& Haspelmathl |2013)—show that the majority of agreement
paradigms (subject and object) only require reference to a sin-
gle position (e.g., only suffixation), thus obeying the princi-
ple of category clustering (Mansfield et al.| 2020). A sizeable
minority (128 paradigms, 39.38%), however, require refer-
ence to two or more positions and show splits whereby dif-
ferent person-number markers appear in different positions.
Within positional splits, we found 44 natural, 73 L-type, and
24 X-type patterns. These raw numbers need to be inter-
preted relative to baseline expectations since each type has
a different probability of occurring by chance (e.g., there
are less logically possible configurations of natural patterns
than L-type patterns). In response to this we fitted Bayesian
mixed-effects models comparing the natural occurrences of
each pattern type (natural, L-type and X-type) to the occur-
rences we would expect by chance from all logically possi-
ble configurations in person-number 3 x 2 paradigms (with
language and family as random intercepts). We find that the
natural patterns (illustrated by Gumer in Table 2} [V6IImin|
2017) are over-represented in natural languages (baseline vs
natural: § = —0.679, 90%CI = [-1.051,-0.304], SE = 0.230,
P([AS < 0) = 1). The most unnatural X-patterns (e.g., Basque
in Table E]; Hualde & De Urbina, 2011) in turn, are ungler—
represented in natural languages (baseline vs natural: B =
1.250, 90%CI = [0.791,1.735], SE = 0.290, P(B > 0) = 1).
Intermediate-naturalness L-patterns (e.g., Koasati in Table
Kimball, [1985) occur with a similar frequency as expected
by chance (baseline vs patural: G =0.035, 90%CI = [-0.320,
0.390], SE =0.217, P(B < 0) = 0.56). These results are con-
sistent with the natural > L-type > X-type gradient that we
find in the worldwide distribution of syncretism and that we
confirmed in Experiment 1. In order to test whether the gra-
dient in positional splits also appears in artificial learning, we
ran a replication of Experiment 1 on them.

Materials and Methods

We use the same ease-of-learning paradigm as in Experiment
1. We train and test participants on person-number verb sub-
ject agreement paradigms containing different patterns of po-
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sitional splits and compare how accurately they learn them.
We ran the same critical experimental conditions with vary-
ing degrees of naturalness within paradigmatic splits: natural,
L-type or X-type patterns (see Figure[I). Person-number ver-
bal agreement is marked together in a single affix and can
appear in a different position (either as suffix or prefix). Each
agreement paradigm contains only two different positional
arrangements of person-number affixes, each present in half
of the cells (i.e., three cells will be inflected via suffixation,
and the other three via prefixation). These two positional ar-
rangements will split the person-number space according to
the experimental condition as illustrated in Figure [T} where
each cell colour would here represent a different positional ar-
rangement (either as suffix or prefix). We ran a further condi-
tion where we taught participants a system of person-number
agreement where all markers were either suffixes or prefixes,
that is, without a positional split: We expect this condition to
be the most learnable as all that needs to be learned is whether
agreement is prefixal or suffixal for the whole paradigm. The
experimental procedure was identical to that of Experiment
1. The preregistered design and analysis plan is accessible at
osf.io/yzcxp| (Saldana, Herce, & Bickel, [2022, January 21)).

The Artificial Lexicon The artificial lexicon in Experiment
2 comprises six pronouns, three lexical verbs and six person-
number agreement markers. The pronouns and verbs are the
same as in Experiment 1 (except we use the artificial verbs
figeri and moineza instead of igeri and oineza so all stems
start with a consonant and end with a vowel). The agreement
markers are selected from an array of six CV syllables {na,
gu, te, po, ki, so}, and randomly assigned to each of the six
person-number bundles. These markers can be either suffixes
(in three cells) or prefixes (in the other three cells); these cor-
respond to the two different colours in the experimental con-
ditions shown in Figure|l} In the no-split condition, however,
all the agreement markers are in the same position (i.e., either
suffixes or prefixes).

Participants We recruited 247 participants as per Experi-
ment 1, each randomly assigned to an experimental condi-
tion: 65, 60, 62 and 62 participants in the no-split, natural,
L-type, and X-type conditions respectively.

Data Analysis We fit a Bayesian logistic regression model
as per Experiment 1. Our dependent variable is participants’
responses for each of the critical test trials (coded as 1 if cor-
rect, and O if incorrect). As fixed effects, we include Condi-
tion, Block, and their interaction. We apply Helmert contrast
coding to the categorical predictor of Condition: We com-
pare L-type to X-type, natural to the average of the two, and
no-split to the average of all the rest. Priors are set like in
Experiment 1.

Results

Our experimental results confirm the predicted gradient of
learnability natural > L-type > X-type (see Figure ), thus
replicating the gradient obtained in Experiment 1 for a dif-
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Figure 4: Accuracy scores and model estimates in Experiment 2. (A) Overall accuracy by condition. Shaded dots represent participants’
individual scores; black-circled dots represent the model’s predicted mean accuracy scores conditioned on experimental condition, and the
error bars represent the model’s predicted 90% credible intervals. (B) Accuracy by testing block for each of the four conditions. Shaded
dots represent participants’ individual scores, and larger dots represent more individuals as per the legend; thick lines represent the model’s
predicted accuracy means conditioned on experimental condition and block. The shaded area shows the 90% credible intervals.

ferent morphological phenomenon. They further comfirm
that paradigms obeying to the principle of category cluster-
ing (i.e., no-split) are thes easiest to acquire. We find that
accuracy scores for L-type and X-type are similar at the in-
tercept (B = 0.097, 90%CI = [-0.100, 0.298], SE = 0.122,
P(B > 0) = 0.786) but they increase more by block in L-
type than in X-type (|§ = 0.038, 90%CI = [0.005, 0.072],
SE = 0.021, P(p > 0) = 0.970). We also find that natu-
ral paradigms show both higher accuracy scores (B =0.302,
90%CI = [0.185, 0.425], SE = 0.073, P(B >0)=1) and
faster learning rates ([3 = 0.034, 90%CI = [0.014, 0.056],
SE =0.013, P(B > 0) = 0.998) than L and X-type paradigms.
Further, accuracy scores for the no-split condition are also
overwhelminglyA higher ([3 = 0.640, 90%CI = [0.548, 0.7§8],
SE =0.011, P(f > 0) = 1), and its learning rates faster (§ =
0.084, 90%CI = [0.065, 0.103], SE = 0.073, P(B >0)=1),
than the average of all other conditions.

Discussion

A growing body of work uses experimental methods to inves-
tigate how language learning correlates with cross-linguistic
preferences in the partitions of semantic space (e.g., [Silvey,
Kirby, & Smith} 2015; Maldonado & Culbertson, 2021 Carr,
Smith, Culbertson, & Kirby} [2020; |Pertsova, 2014; |Leel
2020). These studies suggest a bias towards partitions where
all the members share some set of feature values (i.e., nat-
ural classes) over partitions where that is not the case (i.e.,
unnatural classes). For example, lexical words do not tend to
mean both chair and rain because the meanings do not share
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any obvious properties. In a similar way, morphological af-
fixes should not tend to mean both 1st person singular and 3rd
person plural, as these do not share any feature values. Un-
natural patterns are common in morphological paradigms, yet
little is hitherto known about their cross-linguistic recurrence
and learnability. In this paper, we investigated a naturalness
gradient in morphological paradigms. We surveyed the pos-
sible cross-linguistic asymmetries between different types of
(un)natural paradigm splits based on two different linguistic
phenomena (shared forms or syncretism, and shared order-
ing rules or positional splits), and tested their learnability in
two artificial language learning experiments. We found cross-
linguistic evidence consistent with the recurrence hierarchy
natural > L-type unnatural > X-type unnatural patterns, and
our experimental results provide evidence for a learnability
gradient consistent with it: Natural patterns are by far easier
to learn than unnatural patterns, and L-type unnatural patterns
are easier to learn than X-type unnatural patterns. We propose
that this gradient in learnability reflects a general bias towards
similarity-based structure in morphological learning, which
can also be found in word learning as well as in category
and concept learning more generally. Our results thus sup-
port a more nuanced view of the natural-unnatural distinction
in morphological paradigms—which ought to be conceptu-
alised as a gradient rather than a dichotomous property—and
suggest a causal link between differences in learnability and
the frequency of different patterns of syncretism and posi-
tional identity.
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