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ABSTRACT: Non-analyticity in co-moving momenta within the non-Gaussian bispectrum
is a distinctive sign of on-shell particle production during inflation, presenting a unique
opportunity for the “direct detection” of particles with masses as large as the inflationary
Hubble scale (H). However, the strength of such non-analyticity ordinarily drops exponen-
tially by a Boltzmann-like factor as masses exceed H. In this paper, we study an exception
provided by a dimension-5 derivative coupling of the inflaton to heavy-particle currents,
applying it specifically to the case of two real scalars. The operator has a “chemical poten-
tial” form, which harnesses the large kinetic energy scale of the inflaton, '(1)/ > ~ 60H , to act
as an efficient source of scalar particle production. Derivative couplings of inflaton ensure
radiative stability of the slow-roll potential, which in turn maintains (approximate) scale-
invariance of the inflationary correlations. We show that a signal not suffering Boltzmann
suppression can be obtained in the bispectrum with strength fni, ~ 0(0.01-10) for an ex-
tended range of scalar masses < gﬁ(l)/ 2, potentially as high as 10'® GeV, within the sensitivity
of upcoming LSS and more futuristic 21-cm experiments. The mechanism does not invoke
any particular fine-tuning of parameters or breakdown of perturbation-theoretic control.
The leading contribution appears at tree-level, which makes the calculation analytically
tractable and removes the loop-suppression as compared to earlier chemical potential stud-
ies of non-zero spins. The steady particle production allows us to infer the effective mass
of the heavy particles and the chemical potential from the variation in bispectrum oscilla-
tions as a function of co-moving momenta. Our analysis sets the stage for generalization
to heavy bosons with non-zero spin.
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1 Introduction

The paradigm of cosmic inflation (for a review see [1]) gives a robust mechanism for the

high degree of homogeneity and isotropy of the universe on very large scales, as the result

of exponential spacetime expansion driven by classical inflaton scalar dynamics coupled to

General Relativity. Furthermore, quantum fluctuations in this paradigm lead to a struc-

ture of tiny inhomogeneities, beautifully consistent with what is observed, for example, in

the Cosmic Microwave Background (CMB). In particular, data suggests that these pri-

mordial fluctuations are scale-invariant, adiabatic and Gaussian to a good precision [2, 3],

supporting their origins from a single weakly coupled quantum field, minimally identified



with the inflaton itself. In general, interactions can give rise to small non-trivial n-point
correlations of the inflaton field, which translates into non-Gaussianity (NG) of the pri-
mordial curvature fluctuations (for reviews see [4, 5]). But with the expected improvement
in experimental precision in the near future, especially with Large-Scale Structure (LSS)
data [6, 7], we can hope to detect small NG, revealing subdominant interactions of the
inflaton with itself or other fields. In this way, the properties of these other fields during
inflation may be encoded in primordial NG observables.!

In more detail, the time-dependent inflationary space-time provides energy of order
the expansion rate, i.e., the Hubble scale (H), that leads to the on-shell production of any
particle with mass M ~ H. The particle production here is associated with the fact that
a geodesic observer in a de Sitter (dS) space-time sees a thermal distribution of particles
at the Hawking temperature THawking = H/27m (see e.g. [8]). If these particles interact
with the inflaton, once produced they can later decay into inflaton fluctuations, resulting
in primordial NG [9]. The cosmological production and later decay into inflatons of heavy
particles leaves a unique non-local feature in the primordial 3-point function of curvature
fluctuations (R), also known as the bispectrum. When expressed in co-moving momentum
space, this spacetime non-locality appears as momentum non-analyticity in the so-called
squeezed limit, where one of the momenta is soft, k1 ~ ko > k3. Typically [9-11],

R~ R~ R~ 3/2-+ip 2
<;€7§;k’<€2737’;3>lg o e (:3) Py(cosd) + - where = % - % (1.1)
Here s is the spin of the heavy particle and 6 is the angle between the hard and the
soft momenta. We see that the non-analytic dependence on the momentum ratio ki/ks,
which is either oscillatory (M > 3H/2) or non-standard power-law (M < 3H/2), and the
angular dependence can be used to do spectroscopy of the mass and the spin of the heavy
particle. This opens up a new window into particle physics at energy scales as high as the
inflationary Hubble scale (< 5 x 103 GeV [2]), potentially orders of magnitude beyond the
reach of any terrestrial collider. This program of research and its applications have been
dubbed “cosmological collider physics” [9-43].

While this is a very exciting program, a significant hurdle to fully exploit the reach
of the “cosmological collider” is that the non-analytic signal gets exponentially smaller

~mM/HY for M > H as seen in eq. (1.1). Intuitively, this is a “Boltzmann suppres-

(~e
sion” factor due to the thermal-like nature of particle production at the Hawking temper-
ature THawking = H/2m, where the bispectrum gives the amplitude for particle production,
x e M/2Thawking | corresponding to the standard Boltzmann probability e~ M/Thawking, On
the other hand, for small masses M < H, we see that the non-analytic factor in ki /k3
becomes approximately analytic and difficult to disentangle from other NG sources, such
as inflaton self-interactions. Therefore apparently, these two considerations very strongly

restrict observable masses to a window of ~ H.

!This is true provided the NG induced by gravitational interactions in the late-time Universe can be
modeled accurately and separated out. Keeping that in mind, in what follows we will focus exclusively on
primordial NG sourced during the inflationary era.



Of course, in addition to the production amplitude for new heavy particles, the strength
of NG depends on the couplings to the inflaton, which we now consider. Radiative sta-
bility of the inflaton potential strongly suggests that it should have derivative couplings
predominantly, schematically of the form

1 n
A dim(Onenry)—4 (09)" Oheavy (1.2)

where Opeavy is made from the heavy fields and A is the scale at which the non-
renormalizable EFT description breaks down. While the exact cutoff depends on the
assumptions about the nature of the UV-physics, plausibly it should be at least as big as
the scale of inflaton kinetic energy in slow-roll inflation [44],

A > \/%260& (1.3)

where ¢(t) denotes the classical inflaton field trajectory, and where we have used the fact
that the CMB temperature power spectrum amplitude implies H*/ gb% ~ 1077 [2]. It there-
fore seems that the typical (dimensionless) couplings cannot offset Boltzmann suppression,
since they are at best < O(1) when some of the inflaton fields are evaluated at the classical
expectations ég, or are significantly suppressed.

The case n = 1 in eq. (1.2) is exceptional however, with the inflaton coupling to a
current made of heavy fields, au‘le/feavy /A. This has been studied in the context of heavy
fermionic matter [26, 33, 34, 37, 45, 46] and heavy spin-1 bosons [37, 41, 47, 48]. Here
we will study the simple but interesting case of heavy scalar matter, and show that there
are dramatic new features enhancing the mass reach of cosmological collider physics in a
controlled and robust manner. The case of a single real heavy scalar, o, is however trivial

since the unique coupling is given by

9" (0,0)(0,9)0

Eint D) A

(1.4)

Integrating by parts and replacing the resulting (¢ by —V’(¢) using the inflaton equation
of motion, this only makes a mass contribution to ¢ modulo small slow-roll corrections.
For the case of two real scalars, o1, o2, on the other hand, eq. (1.4) generalizes to

Lin > (Allgﬂ’f(am)(aual)@ - Azg“”(am)(auoz)m) | (1.5)

For generic values of A1 and Ao, these operators can not be eliminated by integration by
parts. Inserting the time-dependent inflaton VEV generates a quadratic mixing between
the two scalars,

)\10"10‘2 —)\2d20'1, (1.6)

where A\ = qBO /A1 and \g = qBO /A2 are constant in time up to slow-roll corrections. This
form is reminiscent of the chemical potential for a complex scalar x = o1 + i0s.

Indeed, for the special case Aa = A\; = X and equal masses M; = My, eq. (1.6)
is the chemical potential ~ A\J?, where J is the Noether current associated to x phase



rotations, JO = &109 —d901. We know that the presence of a chemical potential in standard
thermal equilibrium can lead to occupation of excited states with energy greater than the
temperature, thereby overcoming Boltzmann suppression. Applying this intuition to the
thermal-like nature of particle production in dS spacetime, we expect particles with masses
M < X to be produced efficiently.? Let us estimate the value of chemical potential in our
case. From eq. (1.3), we see that A ~ qﬁo/A < q%ﬂ ~ 60H, which is > THawking. That
is, we can expect that particles much heavier than H can be produced without the dS
analog of Boltzmann suppression, greatly widening the window of observable masses in the
cosmological collider physics program.

In this paper, we demonstrate that the above expectations of non-Boltzmann-
suppressed NG mediated by heavy scalars H < M < X can indeed be realized. The
simplest way to see how this works is to first note that the “chemical potential” coupling
can be thought of as x being charged under a “gauge” field which is pure gauge in form,
A, = 0u¢/A. Tt can therefore be removed by doing a gauge transformation on x. However,
this will induce gauge transform phase factors in any other gauge-non-invariant masses or
couplings in the theory:

L2 00 x) +ce. =00 xH e +cc., (1.7)

where O is an interaction/mass in x violating the fake “gauge invariance” by ¢ units (that
is, there are ¢ more powers of x than x'). Given the slow-roll approximation, ¢g ~ bot, we
see that we get effective high-frequency couplings of the heavy fields.

LD O(x, x") e +ce.. (1.8)

For example, if we depart from our assumption of equal heavy masses, or from Ay =
A1, there are effectively yx-type symmetry-breaking mass corrections accompanying the

chemical potential, which will be multiplied by et

after the field redefinition. In general,
in this way we get time-dependent y couplings and mass terms with frequencies of order
A. These couplings can then naturally result in efficient particle production for masses up
to A > H.? We will study the case of O(x, x) with ¢ = 1 and show that it can lead to
striking NG signatures of the heavy scalars, the largest and the most theoretically tractable
occurring via tree-level exchanges with the inflaton. These can be readily observable in
upcoming LSS experiments [6, 49-51] and future 21-cm cosmology [52, 53]. We will also
briefly study the case ¢ = 2, which is mostly closely analogous to the fermionic case. In
general, both ¢ = 1 and ¢ = 2 can co-exist, but for simplicity, we pursue them separately.

There are some qualitative differences between the heavy scalar case here and the
earlier studies of heavy fields with non-zero spin s. In these previous studies [26, 33, 34, 37,
37,41, 45, 47, 48], the chemical potential modifies the dispersion relation with a term linear

2More precisely, the inflationary couplings may contribute to the mass during inflation, in which case
the condition for efficient production is effective mass, Meg < A.

3Tt may be surprising to the reader that the chemical potential only overcomes dS Boltzmann suppression
when the related charge is not conserved. However, in ordinary thermal equilibrium there is an analogous
feature, in that it is crucial that the subsystem under study can gain/lose charge to the external thermal
bath. If the subsystem charge is exactly conserved, then here too the chemical potential would have no effect.



in momentum using a coupling o k-5. The modified frequency w(t) violates the adiabaticity
condition, i.e. w/w? > 1, at a certain time during the evolution of mode functions, leading
to particle production. Of course a similar effect is impossible for spin-0 fields. While these
spin dependent effects are absent for scalar fields, a chemical potential can still manifest
as an explicit time-dependence in mass corrections and couplings as seen in eq. (1.8),
which is the source of particle production. Ref. [37] surveyed different chemical potential
possibilities, but concluded that there was no effect for complex scalars as given by eq. (1.5).
In this paper, we will show that there is indeed a strong effect within theoretical control.

Our main focus will be on ¢ = 1 case with O = y, which has the advantage that the
contribution of the inflaton-scalar coupling to the bispectrum occurs at tree-level. This
removes the loop-suppression seen in gauge boson and fermion cases, gives a robustly large
mass reach up to gi}(l)/ >~ 60H , while allowing an analytically tractable calculation. Note this
is significantly higher than the chemical potential reach for fermions ~ gi}(l)/ Y2 ~ 10H.
While the spin-1 chemical potential reach is as high as the scalar case M ~ qé(l)/ > ~ 60H ,
getting a viable signal requires a period of exponential growth in particle production [47],
in turn needing a very close coincidence of the mass and chemical potential scales in order
to stop in time. By contrast in the scalar case, no exponential growth or coincidences are
necessary. The meaning of mass is obscured in the presence of large chemical potential due
to its breaking of Lorentz invariance. But we will carefully identify the physical mass after
the field rotation which removes the chemical potential, as in eq. (1.7), and show that strong
signals can be obtained for physical masses > H without any fine-tuning of parameters.

The field redefinition leading to the form of Lagrangian, eq. (1.7), demonstrates that
the scalar chemical potential is equivalent to a special form of particle production due to
non-derivative couplings to the inflaton, similar in spirit to [54]. However there are some
significant differences. Generally, non-derivative couplings will induce radiative corrections
to the inflationary effective potential upon integrating out the heavy matter, of concern
given the fragility of slow-roll inflation. Furthermore, non-derivative couplings of (nearly)
massless scalars ordinarily yield divergent late-time correlators. However, in our case the
non-derivative couplings to the inflaton do not break the shift symmetry under which

—i¢/Ay. " This means that

¢ — ¢ + ¢ when it is accompanied by the phase rotation y — e
at the level of the inflationary effective potential, radiative corrections from integrating
out matter must respect ¢ shift symmetry, and hence vanish. This matches the obvious
conclusion from the original form of interaction, eq. (1.5), where the derivative couplings
of ¢ cannot generate an effective ¢ potential. Similarly, the manifest derivative couplings
in eq. (1.5) ensure that all late-time divergences cancel when the correlators are computed
using eq. (1.7) (which however is more useful in computing the effects of the chemical
potential). Finally, it may appear worrying that the non-derivative couplings in eq. (1.7)
can be Taylor expanded in powers of ¢/A even though the ¢ field transit is much greater
than A. In general, non-derivative couplings containing (¢/A)™ would not have a controlled
expansion. But here the symmetry requirement that the inflaton factor non-linearly carries
“charge” ¢ uniquely gives the re-summed form €'?%/A thus matching the manifest EFT

control in eq. (1.2).



As seen in eq. (1.8), the particle production resulting from the chemical potential is
continuous and approximately constant during inflation, given by a steady frequency of the
effective couplings/masses, as opposed to a more time-dependent or punctuated particle
production. Relatedly, the shift symmetry gives us an approximate time translation invari-
ance, which combined with dS isometries implies that approximate scale invariance of our
correlators is maintained. This structure of correlators is useful in doing the spectroscopy
of the heavy particles from the bispectrum in a simple way.

The rest of the paper is organized as follows: we describe the relevant observables and
fix the notation in section 2. Then in section 3, we present our model that illustrates the
mechanism of chemical potential in the context of heavy complex scalars. Section 4 contains
the main results of this paper where we calculate the bispectrum in the squeezed limit and
analyze the strength of NG in various regions of the parameter space. There we also give
a simple and intuitive estimate of the bispectrum using the method of stationary phase
while a full calculation is carried out in appendix B using the results from appendix A.
After discussing in section 5 a novel procedure to infer the effective mass of the heavy
particle during inflation from the momentum dependence of the bispectrum, we conclude
in section 6.

2 Preliminaries

Let us start with the definitions and the notation that we will use throughout the paper.
We will work in (—,+,+,+) signature of the metric. Under the slow-roll approximation,
the fractional change in the Hubble constant |H/H?| is < 1% [2]. Since H changes slower
than other quantities during inflation, we take it to be a constant and approximate the
metric during inflation by the dS metric,

ds3g = —dt* + a(t)*dz? (2.1)
3.2 -2
_ " +d” +g"’3 , (2.2)
(nH)

where 77 is the conformal time. It is related to the proper time ¢ through the relation
dn = dt/a(t), where a(t) is the scale factor. This gives nH = —e~ ! during inflation. We
set H = 1 in the rest of the text for the ease of calculation, unless it is explicitly written.
Factors of H can be restored by dimensional analysis.

The inflaton field can be separated into a classical homogeneous background ¢g
that sources inflation, and the (quantum) fluctuations & that seed density perturbations,
¢ = ¢o(t) + £(t, Z). In the spatially flat gauge [55], the fluctuations £(t, &) are related to the
gauge-invariant comoving curvature perturbation R (for a review and original references
see e.g. [56]) as

S
R=+=". (2.3)
b0
The observations require the primordial power spectrum Pg(k) to be (almost) scale
invariant,
1 1 (k/ky)ms—1
_ r e N



where ng ~ 0.96, k, = 0.05 Mpc~! is the pivot scale, and q'S(l)/z ~ 60H [2]. Here and below,
the ’ denotes the convention that momentum conserving factors have been taken out,

(Ri - Rpp ) = 2m)363 (ky + -+ + ky) (Rg, R ) (2.5)

The primordial non-gaussianity (NG) corresponds to having connected non-zero n-
point correlation functions of R. More specifically, the bispectrum is the 3-point function
in momentum space denoted by B(ki, ko, k3),

Bk, k2, ks) = (R Ry Ry, )'- (2.6)
It is a convention to denote the bispectrum by F'(k1, k2, k3), which can be thought of as
the bispectrum appropriately normalized by the power spectrum

5 B(k1, ko, k3)
Fkr o bs) = G 0B () Pr(ha) + Pr(ka) Prlks) + Prlbe) Prks)) . o)

In our analysis, we will be mostly interested in the squeezed limit, i.e., when k1 =~ ko > ks.
Using eq. (2.3) and eq. (2.4), the expression for F' can be simplified in this limit as

5 (& & &)
Fs ueezed ~ T4 2 L .
aveered = 1 0 e V(€ € )

(2.8)

It is customary to typify the strength of NG by a single number, fnr,, at the “equilateral”

configuration where all the momenta have the same magnitude,
5 B(k,k, k)

=F(k,k k)= ———-. 2.9

fNL ( s vy ) 18 P’R(k)Q ( )

This definition is consistent with the convention for local NG (fNi*) at the equilateral

point. Using eq. (2.3) and eq. (2.4), this can be written in terms of inflaton correlation

functions,
5 . (& &08)

N = EQZ)OW’ (2.10)

where |E1,273| = |k

The constraints on fy1, vary depending on the shape of the bispectrum. The latest
Planck analysis sets the bounds as |fxr.| ~ O(5 — 50) depending on the shape of NG [3].
In the near future, LSS observations (see e.g. [6]) are expected to probe 0 fny, ~ O(1)
— bringing several of our benchmark scenarios under the LSS reach, as we will see later.
More futuristic cosmic variance limited 21-cm cosmology experiments can reach even better
sensitivities with & fyr, ~ O(1072) or even smaller [52, 57].

We use the in-in formalism to evaluate the bispectrum. The reader may refer to [58] for
a more comprehensive review. Using this formalism, the expectation value of a Heisenberg
operator OH at any single time ¢ can be perturbatively computed using,

A — it 1 A —i [ I
<Q| OH(t) |Q> — <0| (T@ ffoo(lﬁ»ie) Hing dt) Ol(t) <T€ ffoo(lf’k) Hipe dt) |0>’ (211)



where we can expand in powers of the interaction Hamiltonian HII

"« to any desired order.

Here we see the appearance of both time- and anti-time ordered exponentials, respectively
denoted by T and T operators. The state |0) is the free Bunch-Davies vacuum but the ie
prescription projects it onto the interacting vacuum |Q2). The superscript I denotes fields
in the interaction picture. The bispectrum is the 3-point correlation function evaluated at
the end of inflation, i.e., O(t) — (&5, 65,57, ) In~0 10 eq. (2.11).

3 A minimal model

3.1 Chemical potential for a complex scalar with U(1) symmetry breaking

Before getting into our actual models, let us consider a simple case of a complex scalar
field x charged under a global U(1), where we introduce an explicit chemical potential by
hand. The conserved current J,, = —i(x@uXT — XTaux) can be used to introduce a non-zero
chemical potential, A, by shifting the Hamiltonian density as H — H — AJy. Integrating out
the canonical momentum in the partition function, Z ~ [ Dy DII exp[— [ d*z (H — \Jo)],
gives the corresponding Lagrangian, Z ~ [ Dy exp|— [d*z £,] [59],

Ly D —|ox]® = M?|x* +ix(xTx — xxT) + N
= [0 +iNX] [0 — iN)XT] — [Dix]* — M?|x|* . (3.1)

Note that adding a chemical potential in the Hamiltonian is equivalent to introducing
coupling of the complex field to an external gauge potential A, with a non-zero time
component Ag. Then Ag(= A) is the chemical potential. It is important to clearly identify
the physical mass in terms of the various mass parameters in the Lagrangian, since it is
obscured by the Lorentz-violating nature of the chemical potential. We will address this
question shortly.

In the standard thermodynamic setting, the subsystem under consideration can gain or
lose charges to the heat bath, which is key to chemical potential having physical effect. In
the inflationary setting on the other hand, the subsystem is the entirety of space and hence,
the charge conservation is exact. This can be easily seen by noting that any non-trivial
effect of the chemical potential can be eliminated by a suitable field rotation, y — e~*y.4
Nevertheless, non-conservation due to the heat bath can be replaced here by small explicit
breaking of the U(1) symmetry. Consider the simplest case of adding a linear symmetry-
breaking term as follows,

Ly D [0 + i) [0 — iNxXT] = [9ix]* = MZx? = a (x + xT). (3.2)

After the field rotation as before y — e "y, we see that the symmetry-breaking term
retains the effect of chemical potential in the form of a time-dependent phase,

L; D —ox2 = M?|x|? — a (xe ™ + xTetiM). (3.3)

4When the subsystem is coupled to a thermal bath, the non-zero time-component of the gauge field can
not be rotated away due to periodic boundary conditions on the fields in the subsystem.



For two independent real scalar fields (o1, 03) as in eq. (1.5), such symmetry-breaking
terms are naturally present when written in terms of y = o1 + t09.

In our full model, we will realize such a residual time-dependence with frequency A,
coupled to inflaton fluctuations, capable of producing heavy particles in association with
inflatons at energies of order A\. But we can already identify the physical mass, having
eliminated the chemical potential in favor of the time-dependent « coupling. Treating the
linear term in eq. (3.3) as a perturbation for small «, we see that the physical mass is
nothing but M (e.g., M? term is the standard dS-invariant if we are expanding around
dS-spacetime). We will generalize this approach to identifying the physical mass after field
re-definition and computing the NG signals as a function of it in what follows.

3.2 Realizing a chemical potential via inflaton couplings

Coming to the case of inflation, the chemical potential can be implemented with derivative
coupling of inflaton with the complex scalar current J*. Consider the Lagrangian,

L= v—g{ —é(&p)? = V(9) — [ox|* = M?|x|?
; 2
—ZaT“qb (xomxt —xTory ) - C(i?lxl2 +a(x+x') } . (39

Here V (¢) is some suitable inflationary potential whose details we do not need to specify.
The second line describes the interactions, out of which the first term is the coupling of the
inflaton to the current. In the slow-roll approximation, the inflaton gets a VEV such that
qBO ~ (60H)? is a constant to a good approximation. This generates a chemical potential,

—% u(bJM D) %Jg = )\Jo, (3.5)
where A = ¢o/A. It is evident from the discussion above that we must also include a small
explicit symmetry-breaking term, which is the last term on the second line in eq. (3.4).
The second term, with the coefficient ¢, should be naturally present as it is consistent with
the shift symmetry of inflaton as well as the U(1) symmetry of the complex scalar. The
coefficient of this term gets modified as it is also generated from the kinetic term for x
after the field redefinition that removes the dim-5 inflaton-current coupling,

x=e A%, (3.6)

Then eq. (3.4) can be written as

L= \/—7{ —%(%)2 —V(¢) —0x> — M?|x|?
+(1 -0 (iﬁ)? X2 + o (;ze*id’/A + >2Te+"¢/A)} . (3.7)

In the new field variable ¥, the chemical potential gets translated into a non-trivial phase
in the symmetry-breaking term. Another advantage of this step is that the Lagrangian in



eq. (3.7) no longer has interactions with time-derivatives dpx. It is then straightforward to
get the interaction Hamiltonian starting from the Lagrangian density using Hint = —Lint.”
For simplicity and perturbative control, we restrict the coefficient |c¢| < 1. Note that ¢ =1
is a case that corresponds to the addition of chemical potential without affecting the mass,
as seen in eq. (3.1). Here, we keep this coefficient arbitrary.

3.3 Analysis of the spatially homogeneous VEV of the complex scalar

In the following, we will restrict our attention to the parameter space where interactions
in eq. (3.7) are perturbative such that the inflaton dynamics is not altered at leading order
in perturbation theory. Therefore we can treat the homogeneous part of the inflaton as ¢q
where ¢ =~ (60H)2. This perturbativity is ensured by taking A(«) sufficiently large(small),
as discussed in more detail in section 4.2. The term linear in x in eq. (3.7) breaks the U(1)
symmetry explicitly and gives a time-dependent VEV Yo which we estimate now.

From eq. (3.7), the Lagrangian terms involving x are

Lo v {_Wz — (MZ+0©) X +a (xe @ /A + he.) } .

a(xe ™ (14 0(€) + he.)

where we have expanded the inflaton field around its VEV with £ denoting the inflaton
fluctuations. In the second line, we have used the fact that ¢y =~ constant during inflation
in the slow-roll approximation, and hence, we can write

b0 _ o

LNt t) =t (3.9)

Here, t; depends on the initial value of ¢g. Its exact value will not affect our final results
as it only appears as an unimportant overall phase (hence, not shown in eq. (3.8)). The
effective mass of the heavy field can be written as

M2 = M? + (1 —c) )2 (3.10)

€

Following the discussion in section 3.1, the physical (approximately) dS-invariant mass
is most readily identified in y variable, where the chemical potential term is redefined
away. In the limit where « perturbation is switched off, Mg is clearly the physical mass
during inflation. For a = 0, the heavy particle production is Boltzmann suppressed by
e~ ™Meat/H o1 Mg > H in standard fashion, whereas it is produced (in association with
inflatons) without any such suppression in the presence of non-zero « for A 2 Mg > H,
due to the high A-frequency time-dependence of the a coupling. In particular, no fine-tuned
cancellation between various parameters in Mg is needed to obtain an unsuppressed signal.

The parameter ¢ controls the contribution of chemical potential to the effective mass, as
well as symmetry-preserving couplings of the heavy particle to the inflaton. As mentioned

°Tt can be shown that the additional terms with (9¢)? give rise to extra interaction terms only at fourth-
order in perturbation or higher [60]. Since we are only looking at diagrams at tree level, this will not affect
our analysis.
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before, ¢ = 1 is a case where the coupling of inflaton to the current only generates a
chemical potential and does not affect the physical mass, i.e., Mg = M. For any value of
¢, we expect the range of values —(1 — ¢)A%2 < M? < cA\?, corresponding to H < Mg < A,
to give unsuppressed signal (we will see this explicitly later). Note that this range includes
tachyonic M? < 0 for ¢ < 1. However, it does not lead to instability as long the physical
mass M2; > 0. The meaning of tachyonic M is only seen after inflation ends, and ¢ decays
and lies at the minimum of its potential today, gb o A = 0, so M represents the post-inflation
physical mass. Being tachyonic, M? < 0, indicates only that x will be unstable to acquiring
a post-inflation VEV. But this does not affect our inflationary analysis of NG produced.

Due to the time-dependent phase in the term linear in ¥, the standard procedure
of shifting the field by a constant value will not get rid of this tadpole completely. We
instead solve the equation of motion (EOM) of x¢ following from eq. (3.8). Let us write
the high-frequency phase in a-coupling using conformal time as

pFNt—ti) _ EiXlog(n/ni) (3.11)

From eq. (3.8), the EOM for the complex scalar field (in the dS limit of inflationary
spacetime) is

(n/n;) " .

? (3.12)

2 M?
[67% - %877 + <—V2 + 77Sff> X(Z,1) = +a

This is a standard EOM for a massive scalar field in the inflationary background with an

extra time-dependent piece on the r.h.s. coming from the linear term. This extra piece
will source spatially homogeneous part, i.e., k = 0 mode. We write X = Xo(n) + ox(Z,n),
where Yo is the time-dependent VEV, and §¥(%,7) is the fluctuation. Putting V2¥q = 0
in eq. (3.12), we get the equation for the homogeneous part,

9 M2 ~ n/n; —1 A
[ag 2o+ ngff] () = +a 21— (3.13)
The general solution can be written as,
' =i
920(77) =Cy (_n)3/2izp + o (77/771) (3.14)

(M2 — N2 +3i))

where = /MZ% —9/4. The first term corresponds to oscillations of the massive field

given by its mass ~ p, and the usual 1/v/volume dilution of mode functions. Due to
the dilution, this term quickly becomes negligible. On the other hand, the second term
exhibits a forced-oscillator type behaviour coming from the y-tadpole in eq. (3.8), which
gives time-dependence to the VEV xg. This term does not dilute (nor diverge) in late time
and vanishes at the end of inflation as ¢y — 0. Thus, the homogeneous part of the complex
field can be written as

~ a (_n)fi/\eie

Xo(n) ~
V(M2 — A2)2 + 902

KT(fn)_M, (3.15)
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where § = tan™!(—3\/(MZ% — A\?) + AIn(—7;)) is a constant phase. Notice that the am-
plitude of the oscillating VEV in eq. (3.15) depends on the detuning between the natural
frequency Mg and the external frequency A, just like the case of a forced oscillator. The
damping comes from the Hubble friction ~ %8,7)2 in eq. (3.12).

An important consequence of the time-dependent VEV for the heavy complex scalar is
that the leading NG will now be at tree-level, which means we no longer pay the ~ 1/(1672)
loop suppression, and the calculation is a lot more tractable as compared to the loop-level
calculations in scenarios involving chemical potential for fermions and gauge bosons.

3.4 Quantization and mode functions of the complex scalar

After doing the analysis for the homogeneous solution, let us move on to discuss the
fluctuations. Taking a Fourier transform in eq. (3.12), we get the equation for the k-th
mode (k # 0) as

2 M? -
laﬁ — 58" + <k2 + ngffﬂ ox(k,n) =0. (3.16)

Here, we have ignored a quadratic mixing between dx and £&. We will later take this into
account perturbatively in the insertion approximation. The r.h.s. in eq. (3.12) is purely
spatially homogeneous and does not affect k # 0. The equation for (5)2(15, n) is the standard
EOM for a massive scalar field in the dS limit of inflationary spacetime. In terms of the
redefined field ¥, the effect of the chemical potential is solely on the time-dependent VEV
X0, while the fluctuations follow the same dynamics as a free massive scalar field. The
general solution is

5X(E,m) = er (—n)*2HD (—kn) + eo (—n)*2HS) (<kn). (3.17)

Here, Hz(; °'2) are the Hankel functions. The quantized field can be taken to have the
following form,

5x(k,n) = Gr(n) a_ + fr(n)bL, (3.18)

where aj (a;%) and by (b%) are the destruction (creation) operators for particle and anti-
particle excitations, respectively, i.e. ag|0) = bz|0) = 0, where |0) is the Bunch-Davies
(BD) vacuum. Imposing canonical quantization, using the conjugate momentum 7 (&, n),
[0X(&,m), w(&,n)] = +i 6(F — ) translates into standard commutation relations [ag, a%] =
(2m)36%(k — k) and [by, b%] = (27)363(k — k'), given that the mode functions satisfy the
Wronskian condition

rgr, — fufi =", (3.19)

where s denote derivatives with respect to conformal time 7.

Treating all the interactions perturbatively, the quadratic part of the Lagrangian for
fluctuations corresponds to a free complex scalar in dS space-time. Thus, minimization
of Hamiltonian requires choosing appropriate positive frequency mode at early time, i.e.,
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fr, gr o €1 at n — —oo. These initial condition and the Wronskian condition fix the form
of the mode functions gz, fr to be

(3.20)

where Ny = @e”“/ze_”/ﬁ‘ and Ny = %e‘““/QeH”/‘l. It can be checked that g, = fi.
Furthermore,

(3.21)
_ ikn
(N — —00) = —=(—n)e"™",
filn = =00) = (1)
as required by imposing BD initial conditions.
Assuming the validity of perturbative analysis (discussed in section 4.2), we can then
take the standard M — 0 limit for inflaton. Quantizing inflaton fluctuation as

f (3.22)

&k, m) = upe_j + upel

we get the mode functions by setting u = 3i/2 in eq. (3.20),
1 — ikn) e
uk(n) = L= th) €7
V2k3
_ (1 + ikn) e~
up(n) = ——=="
V2Ek3

3.4.1 Boltzmann-like suppression for fields with no chemical potential

(3.23)

Having studied the mode functions, let us take a detour to understand the origin of the
Boltzmann suppression in the absence of chemical potential. Consider a heavy real scalar
field o with mass M in dS space-time. The free field EOM is the same as in eq. (3.16).
The scalar field is then quantized using BD initial condition as,

o= fra_g+ fw% where  fj, = N}‘(—n)g/zﬂi(;)(—kn) ;o o=/ M?—-9/4. (3.24)

The BD initial condition means that at early time, the modes were deep into the horizon
and hence look like Minkowski modes in the appropriate time variable. This is reflected in
the early time limit of the mode functions,

Fo 7% (in) = —— (—p)e= (3.25)

V2k

where the positive frequency solution is chosen as it minimizes the Hamiltonian at early
times. In a time-dependent space-time, the same mode may not be the local positive
frequency mode at late times. This point becomes apparent in the late time limit where
(up to some unimportant phases)

vsa (—n)*? ((—kn/Q)i“ +e*”“(—/€77/2)*i”>, (3.26)
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where in the second line, we have used
()] ~ V2|26, (3.27)

Notice that a small negative frequency part, (—n)~"# ~ e’ has developed, with a rela-
tive amplitude e~™*, which corresponds to ‘cosmological particle production’. Then the
probability of particle production is ~ e 27#, which is approximately e~ M/THawking where
the cosmological Hawking Temperature is given by THawking = H/(27). The non-analytic
signature in the bispectrum comes from the ‘on-shell’ production and propagation of heavy
particles, which is always accompanied by this exponential suppression unless there is an-
other energy source of particle production. In our model, we create just such a source by
harnessing the kinetic energy of the inflaton through its coupling to the complex current.
This introduces an additional explicit time-dependence with frequency A > H, and hence
produces heavy fields more efficiently.

3.5 Interactions of the complex scalar with the inflaton

We focus on the interactions contributing to the bispectrum at tree-level, which is the
dominant contribution in our model. These include terms that mix the complex scalar
field with inflaton fluctuations, Hmix, and 3-point interactions, H3. The relevant terms in
the Lagrangian can be obtained from eq. (3.7) after expanding the phase of X,

et O/N — pi(do+&)/A o o—irlog(n/ni) (1 + Z% + .. ) ’ (3.28)

and using the VEV of x from eq. (3.15). The quadratic mixing terms are

Hmix = _ﬁmix = Bl (—W)i/\ f 5)2 + 52 (_77)1)\555( + h.c. ’ (329)
where
B = +2(1—[\§%ij By = z% (3.30)

The relevant 3-point interaction terms are given by,

My = —Ls = p1 (=) (96)* 5% + p2 ()" €2 6% + hoc., (3.31)
where
(1-c¢)r e

Here we have read off the interaction terms directly from the Lagrangian using Hint = — Lint,
which holds at third order in fluctuations (as explained after eq. (3.7)). The extra time
dependence (—n)®™* in the vertices is the most important consequence of the chemical
potential. It effectively injects (removes) energy of order A at each vertex, making the
production of fields in the entire range H < Mg < A possible without the dS Boltzmann

suppression.
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4 Approximate calculation of the bispectrum in the squeezed limit

Having worked out the interaction terms, we now evaluate the bispectrum following
eq. (2.11),

. r0 . 0
(&m8085 V' Inso = (0] (Tel Joostrtio o dm) S04 S0,k 50,5 (Te_Z S a-ie) Hi dm) 10),
(4.1)
where 5075 is the inflaton fluctuation with comoving momentum k at n — 0. By expanding
the exponential operator, it is easy to see that the bispectrum vanishes at zeroth order
and the leading contribution comes from tree diagrams. While in general, the bispectrum
contains both analytic and the non-analytic pieces, it is the latter that encode distinctive
on-shell effects of the massive particle. Hence, for the purposes of this paper, we will com-
pute only the non-analytic parts, keeping in mind that for a complete analysis one would
also need to take into account the analytic contributions. However, the analytic contribu-
tions can be estimated to be comparable to our non-analytic estimates below in the regime
of mild squeezing, i.e., analytic and non-analytic contributions to fni, are comparable. The
general form can be written as,

< 5@6;525153 >/‘77—>0 =l + I+ +1
o [ A dne 5 . .
Tis o< (Fi)(F4) R h(n1,m2) d+(k1, k2;m) d+(ks; n2)
1 2

{Gis(k3sm,m2) + Fre(kssm,me)}t.  (4.2)

The ‘+’ indicates that the vertex that comes from eiif Hintd wwith time ordering, while ‘—’
comes from e+t Hntdn with anti-time ordering. Note that the first sign on /.4 corresponds
to the cubic interaction vertex, and the second sign corresponds to the inflaton-scalar
mixing vertex. The function h(n1,7n2) captures the explicit time-dependence of the form
(—=n)® in the vertex coefficients in eqs. (3.29) and (3.31). The functions dx, d+ are the
inflaton bulk-boundary propagators, and they can be evaluated using eq. (3.23) as

1 )
dy (ks;m2) = (€(n0)€ (K3, m2)) Ing—0 = 27%(1 — ik )32

dy (kr, ks m) = (€(00)€(10)8 (11, k1)E (1, k2)) [no—0 = (1 — ikym) (1 — kg )e™12™,
(4.3)
where d_(d_) is the conjugate of di (dy), and kio = ky + ko. G1+ and Fiy are bulk-bulk

propagators for the complex scalar field. These can be evaluated using eq. (3.18) as

1
TR

Gir(kym,m2) = (6X(m)0X (m2) )4t = Fe(m2) fe(m)O(n2 — m) + Ge(m)ge(n2)0(m — n2),
Gi—(k;mu,m2) = (6X(m2)6X" (m) ) - = Gr(m2)gr(m),
Foy(ksmu,m2) = (6XT ()X (n2) )4+ = Fe(m) fr(n2)0(m — m2) + Gr(n2) gk ()02 — m1),
Fi (ks m2) = (6% (12)6%(m) )+— = Fi(m2) fr(m) -

(4.4)
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The remaining propagators can be related to these using relations,
G—=(Gsy)", G4 =(Gy)", F_=(Fyy)", Fy=(F )"  (45)

We will fix the proportionality factors in the above by using the relevant coupling param-
eters in a moment. /_, and I__ are complex conjugates of I,_ and I, respectively.
Thus, we only evaluate I, _ and I, explicitly.

We compute the full analytic form of these contributions in appendix B, however next
we show the same calculation using the stationary phase method, which is more transparent
in terms of demonstrating particle production through chemical potential. It also proves
to be a good approximation in the parameter regime of our interest, A > Mg > H, as we
will see in figure 2.

4.1 Dominant contribution: I, _ diagrams

Let us start with the evaluation of I,_ diagram. For the purpose of illustrating the
mechanism, we focus on the sub-diagram consisting of vertices with larger coefficients, i.e.,
B2 and p2. We will see later that the NG estimate thus obtained matches the full analytic
calculation very well.

Using the form of vertices in egs. (3.29) and (3.31), and eq. (4.2) the sub-diagram has
the form

N [ d dny -~
I - > (—1)(+l)/7;741/$d+(k1,k2;nl)d—(k3;ﬁ2)x
i >

iX —ix
{B2P§ <Zi> Gi—(ks;ni,m2) + Bap2 (772) F+(k3§7717772)}' (4.6)

m

Looking at eq. (4.4), we see that the first term on the second line corresponds to the
contraction (5)2(5)?), describing particle propagation, while the second corresponds to
(6%T0% ), describing anti-particle propagation. Without loss of generality, let is take A > 0
in the following analysis. We will see that with this choice, the contribution from the term
with Fly_ propagator dominates. It will become clear that if A < 0, the analysis for F _
and G4 _ is simply switched, but our conclusions remain unchanged.

Let us start with the second term with F,_ propagator, which is represented dia-
gramatically in figure 1(a). There are two integrals, the one with soft inflaton leg (k3)
coming from anti-time ordering, while the other with hard momenta (k;/3) coming from
time ordering.

d d -
LD P55 2/ 771/ 772( ) d (kv kasmu)d—(ks; m2) Fi— (ks;my, m2) = 52P2Ik3)115;12)7
(@7)

where [ ,g;) is the mo-integral at the mixing vertex from the anti-time ordered part, while

IS) is the mp-integral from the time-ordered part with cubic interaction. Using mode
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functions for the inflaton and complex scalar from eqgs. (3.20) and (3.23), we get

_ 0 dno 1+ iksno e~ ks i . 1
Ilgg) - /—oo 7773 <( Zk??:) (_772) A X (Nf (—?72)3/2HZ~(M)(—]§3?72)) . (4.8)

frg(m2)
For fields with mass greater than the Hubble scale, the rate of expansion of space-time is
much smaller as compared to their natural frequency, i.e., w/w? < 1. Thus, the dynamics
of the mode functions can be effectively captured by the adiabatic modes. For the ease of
calculation, let us make the substitution x = —ksns. Then the full mode function can be
approximated by the adiabatic mode as,

2
. 1 B
=i [ wn)dn RIRVA -1

Niz?H) (@) ~ e = .
f ip 1/4
p>H 2w(n) A NG (1 n “2>

(4.9)
2
The integrand then separates into a slowly-varying polynomial function and a highly oscil-
latory phase g(z),
10~ s [Tt ) e, (4.10)
22k 0 (22 + p2)V/

T 2
where  g(z) = —Alog(z) + +/ \[1+ %dm. (4.11)
xo

Here, xy corresponds to the time at the start of inflation. The dominant contribution
comes from the stationary points where ¢'(z.) = 0, i.e., —% + 14+ 4/1+ g—; = 0. In

this case, there is only one stationary point at x, = (A% — p2)/(2)\). Using this, we get
g"(z4) = 423 /(A\* — p?) for A > p. and the integration can be evaluated as
—5/2

I](C_) - 1 ' X x (1 — iw*)eig(ﬂf*) 27'('
V6 e € B TR 9" ()
~ ﬁ eié()\,,u))\l/Q()\Q _ ,11,2)71. (412)

kg/%zx

Here we have used the fact that z, > 1, true for most of the parameter space we are
interested in. The phase factor 6(A, u) = g(x.) — 7/2 is independent of k3. The additional
phase coming from the choice of initial point zg is arbitrary, but it cancels with the phase
from I ,gl? integral.

The role of the chemical potential is now apparent. The existence of stationary phase
indicates on-shell production of particles. The phase (—7)~** coming from the chemical
potential can be thought of as providing energy ~ X into the vertex, which is converted to
produce inflaton and complex scalar fluctuations at time x,. If A < p, there is no stationary

point and we will get an exponential suppression®

I o e ™=, (4.13)

which as A — 0, becomes the usual Boltzmann-like suppression e~™ for heavy fields.

In the absence of a stationary point for A < u, we can perform a Wick rotation & — iz, and carry
out the integration in eq. (4.10) explicitly to see the e~ ™= factor. For more details, refer to a similar
calculation within the I14 contributions in section 4.4, where such suppression is always present.
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Doing a similar calculation for I ,gi;) yields,

1 0 dm . . i i 2
1) = I ot (k) (Uil )e2m ) () =2 (N ()P HD (ko))

Tis (M)

r=—kzm 1 /OO x$_5/2(1+ipx/2)2 eth(x)
4\/§k%k§k;3/2+2A 0 ($2+,U,2)1/4 )

h(z) = Aog(z) — px — /: \[1+ /;zdm. (4.15)

Stationary phase occurs when 9% —p—4/1+ 5—; = 0. Then in the large p limit, for A > pu,

(4.14)

where

—_ 2 . .
Ty RS %, and h"(xy) ~ —)fi—#. This gives,

@ 1 | 27 2 (1 + ipx, /2)? i) [ 2m
12 4ﬂk%k§k53/2+z)\ ($3+M2)1/4 h”(a:*)

(4.16)

Since x, depends on p, we get a p-dependent phase from e (=)

e = [ Moste) = {754 o) o (4 /57 1) |

In the above, we have taken a squeezed limit p > A\/u ~ 1, where this expression can be
simplified to separate out the momentum-dependent phase. The underlined terms in the
above expression result in a non-analytic momentum dependence of the form pi#—>)

RIICH p;>>1 eié’(x\,u)pi(u*/\)7 (4.18)

where ¢'(A, ) is a p-independent phase. The integral can be written as

7 o A i () /fl/Q p3/2+i(p—)\)' (4.19)
k12 16k%k§k;3/2+lA
Putting together egs. (4.12) and (4.19), we get
— w55 _ _ i(u—
I_> ﬁékpﬂ(ﬂf( ) MH 1/2)\1/2()\2 — i) 1p3/2+ (=) (4.20)

I T

up to a constant phase.

Going back to the first term in eq. (4.6) with G _, we observe that the calculation can
be repeated with the replacement A — —\. However, it can be checked that in this case, the
stationary point does not exist for either of the two integrals, and the integrand is highly
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Anti time-ordering

n
\J
n~0 ¢ ¢ n~0
A k ko _
7 ) £
- ks E
Time-ordering A ;‘ ~ “%
(b) I+

Figure 1. Representation of the dominant tree-level contributions from I;_ and I, diagrams
to the bispectrum. For the convenience of notation, the time ordered part of the diagram is
shown below the n =~ 0 line with time running upwards, while the anti-time ordered part is shown
above with time running downwards. An incoming (outgoing) arrow at a vertex denotes injection
(extraction) of energy. This makes it plausible that the I;_ contribution is enhanced compared
to the I contribution, since for the former the “resonant” particle production through energy
injection is efficient at both the vertices. Further explanations can be found in the text.

oscillatory in the entire domain of integration n € (—o00,0). This gives an exponentially
suppressed contribution, and hence can be ignored in our estimate.”

From this analysis, it becomes clear that the correct way to think of I, _ diagrams is fig-
ure 1(a). In the figure, we represent anti-time ordered part above the line denoting the end
of inflation (1 ~ 0) with time running downwards. This is simply a convenient notation to
differentiate between I, _,_| and I, , _ diagrams. The interaction Hamiltonian evolves
the initial Bunch-Davies vacuum into a superposition of excited states |p; ... pne; ) - - - ng )
where n¢ is the number of inflaton excitations while ng is the number of excitations of the
heavy field. The correlation functions essentially picks the amplitude of the state |ks; k3 )
from the ‘bra’ and the amplitude of |k, k2; k3 ) from the ‘ket’.

The direction of the arrow for chemical potential A in figure 1 depends on the phase.
)i)\

For the vertices from time ordered part, (—n)** corresponds to ‘injection’ of energy into

the vertex, while (=)~ corresponds to ‘removal’ of energy. This is exactly opposite for
the anti-time ordered part. This will also help us understand why I, /I__ contribution

is sub-dominant.

The I, diagram is different than I, _ in the sense that the produced heavy particle
decays into inflaton at a later time as seen in figure 1(b). This means that while the energy
of order A is injected at one vertex to boost particle production, similar amount of energy
is removed at the other vertex. If A > u, the production of massive particle at ks vertex
is efficient, i.e. stationary point exists for the oscillating integrand. But the decay of the

"For A < 0, G4 _ gives the dominant contribution while F, _ contribution is exponentially suppressed.
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produced particle into inflatons at k1o vertex is suppressed as the particle has to decay not
only into inflatons but also give away energy of order A which is greater than its own energy
~ . This can be seen by the absence of a stationary point for the integral at this vertex,
resulting in the suppression of the form e~™*~#). On the other hand, if @ > A, the reverse
is true, that is, decay at k1o will be efficient, but production at k3 will be suppressed as
e~™=A_ All in all, we expect I, to at least have the suppression of the form e~ 7A=#l,
We postpone the calculation of the sub-dominant I diagram to section 4.4 (the full
analytic treatment can be found in appendix B.2), and instead discuss some of our main

results in the following sections.

4.2 Constraints

Before looking at the strength of the non-analytic signal, we determine the constraints on
various parameters of our model in eq. (3.7). To ensure a controlled derivative expansion
in (0¢)%/A*, we require A > q'S(l)/Q. From the Planck data [2], H*/¢Z = 8.25 x 10~% at
k., = 0.05 Mpc~! for slow-roll inflation. This gives ¢g ~ (60H)? implying the chemical
potential A < 60H. Thus A can be much larger than the typical energy of the expanding
space-time during inflation ~ H while ensuring EFT control.

We must also ensure that the standard inflaton dynamics is not affected to first order
and we have perturbative control over the interactions. The VEV of the complex scalar in
eq. (3.15) modifies the kinetic energy of the inflaton as (9¢)? — [1—2(1—c)|X0|?/A?] (0¢)>.
This gives a constraint on the VEV as

|2
Az <1. (4.21)
We also require the correction to the power spectrum from the interaction Hamiltonian
to be sub-leading. The dominant corrections come from the symmetry-breaking term
Hine D axe /N ~ —arf(E/A)? — iae /M55 (£/A) 4 c.c.. These two contributions are
comparable, and can be estimated to be APgr/Pr ~ alk|/A%, which should be < 1.
For A > Mg, k ~ a/A%. Then it is then easy to see than this constraint is stronger
than eq. (4.21), and the overall constraint is simply a/A < A. In order to have only a
percent level correction to the power spectrum [2], we take a more conservative value for
the coefficient of the symmetry-breaking term,

(6%
1 =012 (4.22)

We will use this value of o while evaluating the strength of NG in the next section.

4.3 Central results

With the technical calculation out of the way, we are now in a position to explore the
strength of the non-gaussian signal in different parameter regimes. In this subsection, we
present the central results of this paper.
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Let us estimate the size and the shape of the bispectrum in the squeezed limit using
eq. (2.8),

5 . (&880, )
Fiqueezed & — e ’ 4‘23
a d 12¢0 < §E1€—E1 >,<§E3£—E3 >/ ( )
where we take
(&6, 8080 ) = Te- + 1y, 424

since the dominant contribution comes from I _ and I_, as seen previously in section 4.1.
From eq. (4.20) and eq. (2.4), we get®

5 . 2735 _ _ i(u—
quueezed ~ 7¢0(4k?k§) ﬁ§p32 K 1/2)‘1/2()‘2 - /'l/2) 1p3/2+ (=) +c.c. (425)

Here, we have included the symmetry factor of 2 from ko vertex. Inserting values for
B2, p2 from egs. (3.30) and (3.32), we get the parametric form of NG in squeezed limit
ki ~ ko > ks,

_ 571 éo a2 <)\>1/2 ) o1 <p>3/2+i(u)\)
quueezed — 12\/§ A <A> 1 ()\ % ) 5 + c.c.. (426)

We saturate the constraint on « given in eq. (4.22) and use A = ¢g/A to get the approximate
form of NG in the squeezed limit as

Fy

7/2 —=3/2+i(u—2X)
o —2 A (p) + c.c.. (4.27)

queezed =~ 123 x 1 X —M1/2 02— 2 B

Let us denote the amplitude of the non-analytic signal in the bispectrum by foscii such
that,

Y ~3/2+i(=N)
quueezed ~ ‘foscil(ﬂa )\)| (2> +c.c. | . (4,28)

Then,

5 \7/2
il A = ——= x 1072 —2
|f l(:u )| 12\/§ Hl/Q ()\2 _ MQ)

From here onward, we will use | foscil| to characterize the size of NG.

(4.29)

In figure 2, we compare above expression from the approximate calculation with the
exact calculation from appendix B for a generic value of ¢ = 0.5 and A = 20, 40. We see
that in the region where the approximations are valid, i.e., A\ > p, the parametric form of
the non-analytic contribution from the stationary phase analysis is in good agreement with
the full analytic form. The small discrepancy can be traced to the contributions from other
vertices that we did not take into account, especially the mixing vertex with coefficient 3.

8We will drop some p-independent phases, since here we will be interested in the magnitude of NG, foscil
defined below.
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Figure 2. Comparison of |fosil| as a function of Mg using stationary phase (dashed) and the
full analytic form (solid) for two different values of the chemical potential A = 20H (yellow) and
A = 40H (green), at ¢ = 0.5 for a/A = 0.1X. The parametric dependence matches for © < A as
expected with a difference of an O(1) factor. This mismatch can be attributed to contributions
from other vertices which we did not consider in the stationary phase approximation above just
for simplicity. Note the full calculation also smooths out the naive divergence in the stationary
phase estimate as p ~ A since for such p the approximation made in our stationary phase estimate
breaks down.

Having confirmed the validity of our approach, we now study the size of NG for various
values of A as shown in figure 3. The NG is plotted for a generic value of ¢ = 0.5, as the
plots for other values look similar due to the subdominant dependence of NG on parameter
c. Some notable features in this plot are:

e The most important result is that we obtain an observable NG for a large range
of physical masses with a high reach, H < My < A (S 60H).Y Note that this
corresponds to an equally large range in “bare” mass parameter M? (which dominates
after inflation), where for any value of ¢, an usuppressed signal can be obtained for
—(1 —e)A2 < M? < X2

e The non-analytic component of NG has a weak dependence on Mg, which gives a
plateau-like behavior in |foscii| for Meg < A. The signal peaks at Mg ~ A due to
the resonance behaviour. After that, the exponential suppression kicks in, eq. (4.13),
and the signal drops as | foseil| ~ e 7).

It is useful to understand how our results for the scalar chemical potential compare
to a chemical potential for a heavy fermionic field (see e.g. [26]). The analogy is closest
when we restrict to ¢ = 0 and M? > 0, in which case, Meg = VM2 + A2 > )\ so that the
signal is always exponentially suppressed. We can approximate the suppression factor of
eq. (4.13) for small M as e= "N ~ e‘”MQ/Q)‘, as appears in the case of fermionic chemical
potential. We then see that in this regime, the mass range is limited to 0 < M ~ /.

9By observable, we mean fxi 2 0(0.01), as explained in section 2.
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Figure 3. Amplitude of the non-analytic contribution |foscii| from the full calculation in ap-
pendix B, plotted against the physical mass Mg of the complex scalar in Hubble units for ¢ = 0.5
and various values of the chemical potential A = 10H (blue), 20H (yellow), 40H (green), and 60H
(red). We take a/A = 0.1\. The expression for NG has a subdominant dependence on the param-
eter ¢, and hence we only show a representative plot for a generic value ¢ = 0.5. Note that the
range 0 < Mg < A corresponds to —A\2/2 < M? < A2/2 for the “bare” mass. The tachyonic regime
for M (as opposed to M.g), M? < 0, corresponds to a post-inflationary instability to generating
a significant y VEV. During inflation, this instability is absent in the regime of non-tachyonic de
Sitter mass Mg plotted. No fine-tuning of parameters is needed to obtain the large signals shown.

(kl/k}3)3/2 x F
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Figure 4. The oscillatory signal as a function of the momentum ratio ki /ks for M = 5H and
A = 40H. The two different curves correspond to ¢ = 0.5 or Mg ~ 28.7H (purple) and ¢ = 1 or
Mg = 5H (blue).

We also demonstrate the oscillatory behavior of the NG signal for benchmark points:
A = 40H and Mg = 5H, 28.7H in figure 4. The parameter ¢ affects the frequency of
oscillation by modifying Mg as expected. Also, notice that the amplitude of the oscillations
has a small dependence on the ratio k;/ks, which can be used to infer Mg, as we will see
in section 5.

In conclusion, we have demonstrated an enhanced NG signal for heavy complex scalar
fields with chemical potential for a wide range of parameter space as seen in figure 3. The
NG is at tree level and hence, the calculation is robust and much simpler than the loop-level
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processes previously considered in the context of chemical potentials. In figure 4, we see
that the signal has a distinct oscillatory signature with many observable oscillations before
the p~3/2 dilution takes over (this dilution is however factored out on the vertical axis in
figure 4).

4.4 Sub-dominant contribution: I, diagrams

In this section, we go through the calculation of I, diagram to convince the reader that
it is indeed exponentially suppressed. Taking the same vertices as for the I, _ diagram in
section 4.1, we write the I, contribution

N oo [ d dna +
Loy > (i) (=) [ T [0 di b (i)
1 2

72 A 12
{/32P§ <> Fi i (k3;m,n2) + Bop2 ()
m m

There is a time-ordering issue in I, /I__ diagrams. But the time scales of the dominant

—ix
Gy (ks; 771,772)} - (4.30)

contribution are well separated and thus the integrals can be extended to the entire domain
of integration. From the previous calculation of I, diagrams (we will check for consistency
later in the calculation), the integral at k3 is dominated by earlier time as compared to
the integral at kj2. This simplifies the time ordering. We focus on the part with F,
propagator which corresponds to figure 1(b).

o

1=

Lo ~Bap (6 { [ o0 om)™ [ axm™))

* 7(+) 7+
~ —B2p3 I;im)l;f;g ) (4.31)
where tilde denotes integrals in I, /I__ diagrams. I ,S:) is dominated by the contribution
from stationary point at —ksmy = z. ~ (A2 — p?)/(2)), and it can be evaluated using
similar procedure used to get eq. (4.12),

=+ VT s -
I~ S ) \/2(\2 — 2L, (4.32)
3

The integral at k15 vertex on the other hand does not have a stationary point in the domain
of integration for \ > pu.

Fi SN ! . / * POt ip2/2)? )
12 4\/%11),]{;;23]{:3—3/2—1)\ 0 (22 1 p2)1/4

~ T 2
where h(z) = —MNlog(z) — px —l—/ \/1+ %d:p. (4.34)

Then A/ (z) = —% —p+/1+ g—z is never zero for x > 0 and A > p. To evaluate this integral,

—ipx

(4.33)

we instead perform a Wick rotation x — —ixz. Then the phase factor e becomes an
exponential e™P* which gives contribution in the region x < 1/p. This justifies the time-

ordering. Since p > 1, we can take the late time limit of the adiabatic mode function which
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i
goes as T'*,

N —3/2 0o 2
I~I£+) -~ (—i) /3/2+‘/\ H—1/2(7i)—i()\—y)/ daz—5/2 (1 . 1993) i) g—pz
12 — 7
AN2k3 k3 Ky 0 2
(=)~ (p>2 —1/2 —n(A—p)/2 (1 . —1/2+i(A—p)
~ ——— =) p e r —z()\—,u))p YATH L (4.35)
4\/§k‘;’k§k3 3/2+ix \ 2 2

Here we have only kept the largest contribution. Taking asymptotic expression for gamma
function, I'(z + iy) EmiaN or|y|*—1/2e=mvl/2 | we simplify above expression

7(H) VT ~1/2,,—m(A—p), 3/2+i(A—p)
I~ —u e D . (4.36)
k12 16k%k§k‘3_3/2+1)\

Combining egs. (4.32) and (4.36),

* T T 7T/B p* - -1 —m(A— 1(p—
Iy D =P p} Ilgj—z)[]g:—) ~ _16]{;23]{23 [ 1/2A1/2()\2 _ UQ) 1 =m(A—p) p3/2+ (n=X) (4.37)
172

In the regime where \ < p, we still get the suppression e~ ™=l but from the k3 vertex
instead. We see that I, is generally sub-dominant to I,_ by a factor of e ™#=l and
only contributes significantly in a small region when Mg is close to A.

4.5 Symmetry breaking mass term

Till now, we have considered a linear symmetry-breaking term for the complex scalar.
However, we can consider a more general derivative coupling of the inflaton to the scalar
fields as discussed in eq. (1.5), which can be mapped to a quadratic x x-type mass correction.
Starting with the form in eq. (1.6),

Lint O —(M1d102 — Aed201), (4.38)

let us write this in terms of a complex scalar y = o1 + i09,

L > {22 (o) + 22 (i) )

Notice that the first term is a chemical potential ~ AJ°. The second term represents
the extent of symmetry-breaking and is o< (A2 — A1) as expected. It can be simplified to
a symmetry-breaking mass correction using integration by parts, and then rotating the

complex field y — e~ /%y to get rid of the extra phase factors,
(Ao + A\ . . 3(A2 — A1
Ling D {(4) (xfx =) + (8) (X + xx)} : (4.40)

In the presence of a Zs-symmetry x — —Xx, this constitutes the leading U(1)-breaking. It
is also roughly analogous to the studies of chemical potential in fermions, which is another
motivation to study its effects in greater detail.
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The above considerations give rise to a Lagrangian similar to eq. (3.4) but with a
quadratic symmetry-breaking m?y? instead,

L, = \/—g{ —[ox|* — M?|x|?

10 bt c(9¢)* 1
- (xomxt = xTory ) - a2 X

— W; (o +xx) } . (441)

Then after the usual field redefinition y = e /Ay, we get

Ly = \/—9{ —|ox|? = M?|%|?

0p)? - m? -~ —9 ~t = i
+(1-¢) (jé) X2 = - (xxe 29/ + ¢ixte? ‘f’/A)}. (4.42)

2

We work in the regime H < m < Mg (Megg = /M2 + (1 — ¢)A2) such that the symmetry-
breaking does not lead to explosive particle production. The EOM can be written as,

m2
2

S () =0, (4.43)

2
ag;z—f] WX + <k2+]\§gff)>z+
Notice that the EOM for x and x' are coupled due to the symmetry-breaking mass cor-
rection. The diagonalization of non-derivative terms will involve a time-dependent unitary
matrix with factors oc (—n)** from the symmetry-breaking mass correction. This will in-
duce off-diagonal elements from the derivative terms in EOM. Invariably, factors of (n)**
can not be removed, which is the source for particle production.
Eq. (4.43) is similar to narrow parametric resonance with a high frequency mass cor-
rection. To get some intuition about the effect of m, we can consider a simplified EOM for
a real scalar field o motivated by eq. (4.43),

2 M2 2
0,27 o——0ho+ <k2 + ;ff> o+ m—2 cos(2At)o = 0. (4.44)
n n n

Given that we will focus on a regime A\ > Mg > m > H, we will treat the expansion of
spacetime adiabatically compared to particle production. We expect a resonance-like be-
havior when the frequency of the source ~ 2 is twice the natural frequency of the complex
scalar, i.e., when w(n.) ~ A/, in conformal time. Then the condition for resonance is,

k2 9

and it lasts for the duration when the frequency is inside a resonance band. We only
consider the first resonance band, where the amplification is the largest [61]:

m2 m2
A(l 2)\2> < \/k2/a +Meﬂ_>\<1+2)\2> (4.46)
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Figure 5. Loop-level contribution to the bispectrum from m2¥2-type symmetry breaking. The
solid lines correspond to inflaton propagators, while dashed lines to complex scalar propagators.

This gives time interval of resonance to be,

m2

St —— . (4.47)
(A2 — M)

Then the amplification factor can be evaluated to be

ma

MM 1+ O(m? /NP, (4.48)

We see that the resonance occurs for a very short duration and hence the amplification is
small ~ O(m*/\3). This is expected since the physical momentum dilutes exponentially
fast. Above analysis indicates that if we work in the regime where the amplification is
small, i.e., m*/\3 < 1, the symmetry-breaking term can be considered as a perturbation.
We can then treat it as a Feynman vertex in the “insertion” approximation, while the
propagators of the free fields are unchanged. In the following, we estimate its contribution
to the bispectrum.

The contributions to the bispectrum come from diagrams in figure 5. The full loop
calculation is generally quite challenging, but it can be simplified in certain regimes. In
the squeezed limit, the non-analytic signature is prominent when both Y-modes at the kj3
vertex are soft ~ k3. Then the loop integral can be approximated as

/ dBp ~ k3. (4.49)

With this simplification, the contribution to the bispectrum can be estimated using similar
methods as in section 4.1 (except now we have two ¥ modes at each vertex and an explicit

time-dependence of the form (—n)*2"*),
1 o (m2)”
0 —1, —3+2i(u—X
quueezed ~ @X ( A ) Aup~p +2i(p )’ (4‘50)

where we have included the loop factor 1/1672. For A, u ~ O()), this expression can be
simplified as

F 1 m74 A2 3 +2i(u=2) 4.51
squeezed ™ 1672 23 p . ( . )
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3 as compared to the case of

Notice that here the non-analytic signal dilutes faster ~ p~
symmetry-breaking tadpole term, while the non-analytic exponent is twice as large. This
is the feature of the contribution being at loop level. The interaction will also modify the
power spectrum, which can be expected to be ~ O(m*/A3). Then to ensure only a percent
level correction to the power spectrum, we require (m?*/A3) < 1072, Using this constraint,

| foscil| can be estimated as,

5 A2 A~(10-60)H
1672

| foscit] ~ 10~ 01072 —1071). (4.52)
We see that the non-analytic contribution from m?y?-type symmetry breaking term is
generically somewhat smaller compared to the case of linear symmetry-breaking model
as discussed in section 4.3. While the contribution is small, it could still be within the
sensitivity of future experiments. Also, this could be the sole contribution if an additional
Zo-symmetry is imposed on the complex scalar field. One may also consider the parameter
regime where the amplification is large and must be included at leading order. We leave a
more detailed study of this model to future work.

5 Inferring effective mass from the bispectrum

In the cosmological collider physics program, the non-analytic exponent of p (= ki2/ks3)
in the squeezed limit allows spectroscopy of heavy fields as seen in eq. (1.1). In our case,
the dominant contribution to NG has a non-analytic behavior of the form ~ p~3/2Fi(t=2)
as seen in eq. (4.27), which means an independent measurement of A is needed to infer
the effective mass of the heavy field. In this section, we outline one such procedure which
can be used to effectively extract the effective mass and the chemical potential in a certain
parameter regime by observing the change in the non-analytic exponent as a function of
the squeezing parameter p.

Till now, we have been taking the squeezed limit where p > 1, but there is an-
other interesting region when A > p, u. To get the parametric form of the bispectrum
in this regime, we will have to use the following asymptotic form of the hypergeometric

function [62],

2Fi(a+7,b+7,c+7;2) T2 IF“EZ I Z; (i fs(2) 752@) 1=z (5.0
s=0

Using this asymptotic form in the analytic expression for the bispectrum (see appendix B
for details), we can get the non-analytic dependence on p in the large A limit,

1 1/2—rFiA

oFy | r i id e Fiptin, e + 172400 (1 - p)/2 | 2 <+p>
~—— N—— —— 2

a b c

;o (5:2)

where r is some rational number that depends on the specific interaction. The takeaway
is that the asymptotic form in the limit A > p, p is different than the squeezed limit, and

the non-analyticity has the form (1 + p)**.
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Figure 6. Comparison of the full analytic form evaluated in appendix B (blue) to the large A
approximation (yellow) and large p approximation (green) for Mg = 5H and A = 40H, using (a)
the oscillatory form of the dimensionless NG function F' and (b) the non-analytic exponent E. We
clearly see that as the degree of squeezing is changed the full bispectrum switches between the
above two approximations.

This can also be seen from our approximate stationary phase analysis from earlier.
For A > up, the production at k12 vertex occurs much earlier when the frequency of the
complex scalar is dominated by the physical momentum rather than its mass. Hence, the
non-analytic part can not capture the information about Mg, and hence, it is expected to
only depend on A.

ii)\7 and

in large p limit, i.e., A\ < up, we expect the non-analyticity of the form ~ pT#=2_ In

In summary, when A > pup, we expect the non-analytic dependence ~ (1 + p)

figure 6(a), we see that the full analytic form (blue) agrees with the large A approximation
(yellow) for small values of p. In the squeezed limit on the other hand, the analytic form
matches the large p approximation (green). This corroborates our expectation from the
previous discussion.

To extract the effective mass, we can look at the non-analytic exponent as a function
of the degree of squeezing. For this purpose, we define a function E such that

E = envelope of (p)d, (p3/2F(k1, ko, kg)) /envelope of <p3/2F(k1, ko, kg)) (5.3)
p .
A——— ifA>pup
= (1+p) (5.4)
| — Al it A < up.

Then FE is effectively the non-analytic exponent. From figure 6(b), we see that it also agrees
well with our expectation. Using this feature, we can extract u = /M ezﬁ —9/4 (and hence
Meg) as well as the chemical potential A. This procedure is more efficient for ¢ close to 1,
i.e, the case of pure chemical potential. It becomes harder to extract the effective mass if
¢ < 1, when p ~ O(A), and we are effectively always in the large p limit.

~ 99 —



6 Conclusions

In this paper, we have shown that a derivative coupling of the inflaton to heavy scalar
fields of “chemical potential” type can lead to unsuppressed production of heavy particles
and leave observable imprints in primordial non-Gaussianities. In particular, the chemical
potential can overturn the Boltzmann suppression for masses far above the inflationary
Hubble scale H, ordinarily present in cosmological particle production. This effect is quite
general, requiring only two (or more) real scalar fields where the symmetry rotating one into
the other is broken. In essence, the unsuppressed particle production above H draws on
the large kinetic energy of the inflaton background, ¢g ~ (60H)2. A heavy mass reach up
to ~ 60H can thereby be accomplished while still remaining within a controlled derivative
expansion for the inflationary effective field theory. Signatures of such heavy masses could
be observed in the bispectrum with strength fyr, ~ O(0.01 — 10), within the sensitivity of
upcoming LSS and future 21-cm experiments.

The main results of our analysis are summarized in figure 3 and figure 4. In our model,
the contribution to the bispectrum is at tree-level, which removes the loop-suppression seen
in earlier spin-1/2 and spin-1 chemical potential examples. Importantly, it also makes the
calculations analytically tractable and physically transparent. We outlined a procedure to
infer the effective mass of the heavy field, which relies on the variation in the non-analytic
exponent of the co-moving momentum ratio (degree of “squeezing”) as in figure 6.

It is straightforward to generalize our mechanism to more than one heavy complex
scalar, each with its own distinct chemical potential A, thereby allowing us to explore mul-
tiple “channels”. More non-trivially, our mechanism can be extended to massive complex
fields with arbitrary non-zero spins. The mechanism can also be extended to the curva-
ton paradigm [63—65] for inflation, which can exhibit new features. We will take up these
generalizations in future work.

Acknowledgments

We are grateful to Xingang Chen, Daniel Green, Anson Hook, Enrico Pajer and Zhong-Zhi
Xianyu for helpful discussions. This work is supported by the NSF grant PHY-1914731
and by the Maryland Center for Fundamental Physics (MCFP). SK is also supported in
part by the NSF grant PHY-1915314 and the U.S. DOE Contract DE-AC02-05CH11231.

A Important integrals involving Hankel functions

In this section, we outline the derivation of some of the Hankel integrals that are useful for
the calculation of NG. We need to evaluate integrals of the form,

> n_Fipr Fm (1/2)
/0 doz"eT P T, 17 (1) . (A1)

While the expressions for these Hankel integrals can be found for example in [24], the
derivation is quite instructive (similar treatment can be found in [10]). We show that it
is easily generalised to the imaginary values of n, which is relevant for us. We sketch the
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derivation for integrals with H® while a similar procedure can be used to get integrals
involving HW.

Ix(n,p) / dx z"eP%e 7r’”/QH / dx 2" 3267 (1) (A.2)

where f(z) = e™/2 23/ QHZ-(i) (x) is a solution to the EOM for mode functions as seen in
section 3.4. Then,

2 M?
Fﬁ—x®+<1+x2ﬂf@0=0
0 A 2 M?
SN /O p2tn=3/2gpz [ag — ;ax + (1 + 5 )] f(x)=0. (A.3)

From here, we can systematically move the integration past the differential operator using
integration by parts to get a differential equation for I with respect to variable p. To
clarify the point, consider the last term,

0 . M? 00 . 0 .
/0 p2Tn=3/2 ipx <1+:E2> fz)= /0 x2+nesze7ru/2Hi(3) (x)+M2/(] mnezpaceﬂu/er{i(i) (z)
— (~+ M) (). (A.4)

Similarly for the derivative terms, we integrate by parts. For example, the second term
can be written as,

/OOO p2tn—3/2¢ipx (—323895) f(x)
_ {/Ox (m1+n—3/2eipr($)> _ o, <x1+n—3/2€ipac> f(ar:)} ‘ (A.5)

The first term is the boundary term which can be dropped. Then we are left with,

/0 % prn=3/2ipe (—iaz> F(@) = [2(n = 1/2) + 2ip(—id,)] To(n,p) . (A6)

Following this procedure, we get a differential equation for Iy(n,p) as,

((p —1)82+2p<n+ )8 +[M2 (n—;> (n—i-;)]) L(n,p)=0. (A7)

We want the solution to be regular at p = 1. This implies,

1—
Ir(n,p) x oFy (n—i— L+ip,n+1—iun+3/2; ( 5 p)) . (A.8)
The normalization is fixed by explicitly carrying out the integration in large p limit using
small x expansion of the Hankel function, and then matching it to the large p expansion
of hypergeometric function. We also note that this derivation holds even if n has an
imaginary part.
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In summary:

Ii(n,p) = e TH/2 /OO da:a:"e”pri(;)(:c)
0
O T (i) Fy (i et i 32, (1—p) /2
VAl (n+3/2) H w2 F1(n+1—ip,n+1+ip,n+3/2,(1-p)/2),
(A.9)

Iy(n,p) = e”"/Q/ dmm”e_ipri(j) (z)
0

(=i/2)" ‘ : . )
=———T 1 r 1— F 1 1-— 2,(1—p)/2).
JrT(n+39) (n+1+ip)C(n+1—ip)o Fr (n+14+ip,n+1—ip,n+3/2,(1-p)/2)
(A.10)
B Full calculation of the bispectrum
Our interaction Hamiltonian of the following form,
Hmix =V —9(—77)1/\ (/81556 + BQ&X) +c.c. and (Bl)
Hy = v/=g(=0)"™ (p1(9€)°% + pa8ex) + c.c.. (B.2)
B.1 Full analytic calculation of I, _, . diagrams
L~ 0] [ Huse €8 [ #s10). (B3)

There are in all 8 different sub-diagrams contributing to I, _: 2 different vertices in both
Hmix and Hing, and two possible contractions of the complex scalar, ( wxt ) and ( iy ). The
contribution from (Yx!) sub-diagrams are related to those with (¥ ) by a replacement
A — —\. Thus, it is enough to evaluate terms with contraction ( YTy ) explicitly.

> / ~ ni;ni;«ﬁrg + B3O KT (=) - oo - (p1(9€)% + pa€®)X(—ma)™).  (B.A)

Using

s - 2k, - - 1 + ikn)e~*n
<£(77> k)f(né Oa_k)> = _172?6 "1 and <£(77> k‘)f(ﬁ —0, _k:)> = (2]173)7
(B.5)
we can write the anti-time ordered contribution at ks vertex (up to pure phase) as,
0 21.2 772]{‘37) . 7ik377
(=) _ . d77 x 1 k3 € * (1 —+ 1k377)€ —iA
I, = (+i) /_Oo ﬁ (‘ 1 ok3 + 53 2k3 (=n)
% 1
x (Nj(=m)*?Hy) (<ksn))
fkg(n)
VL . 1 . 5 . . 3 .
(B.6)
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Similarly, we calculate time ordered contribution from ko vertex as,

+) _ —1 /0 dn 2 . . ik12n +iA
" = —— — D 1 —ikin)(1 — ik —
o = g |t (P Pra o pa(1 = k)1 = k) € (=)
2
x (Np(=n)*2H) (~ksn))
Trs (M)
—i/T l . 2 5 . .
= ————— |, D12l < + 1)\717) + paks {12 ( +iAp
1/243A
8k3k3ky/ 2 2
2 1
+iply <—g + M,p) - %IQ (—2 + i)\,p> H , (B.7)
where the operator Dy is,
D1 = k‘%k‘%@gw + (—El . EQ)(l — k‘lgaklz + /{7114328;312). (B.S)
It can be simplified in the squeezed limit as,
1
Dok = é(a —1)(a —2) k5. (B.9)

We can now put together the full form of I, _,_, diagrams,

L+ 1y =2 {10 B) X I O pi) + (87 00) = (A, Bis ) } + ece, (BL10)

k12

where the integrals at ks and ki2 vertices are evaluated in egs. (B.6) and (B.7), and we
have accounted for the symmetry factor.

B.2 Full analytic calculation of I ,__ diagrams

As discussed in section 4.4, the integrals at k3 gets contribution from earlier time which is
well separated from the time period that contributes to the integral at k1o. This takes care
of the time-ordering and lets us expand the range of integration to the entire domain.

0 g 0
L+ D (&ooéo - [m%(ﬂi(af)z‘FPZfQ)f(T (—772)_2)‘/

772 —0o0

‘fgf(mé - Bof) ¥ (—m) ™).

(B.11)
(+)
3

A closer look will reveal that I’ can be obtained by replacing Iy — I and A — —\ with

an appropriate change in sign in a few places in eq. (B.6).
—1 1 1
[ — T —Bi1, (—2 + i, 1) + B {12 (—; +i, 1) +ily (—; + i), 1) H .

(B.12)

k3 4 k§/2+i)\

Similarly, I ,g;;) follows from eq. (B.7) with the replacements Is — I, p — —p, A — =),

and appropriate sign changes.

ivr . 1 . 5
Ilg;;) I [91171211 <2 — 1A, P> + p3k3 {11 (2 — A, P)
8k3 K3k

3 2 1
tiply (—2 Y —p> - %11 (—2 Y —p> H . (B.13)
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Then the contribution from I, ,__ diagrams is

Lys 1 =2 {10 B) < I O 1)+ (0 B p]) = (<X, BF.p0)) fHec, (B.14)

where now we use expression in egs. (B.12) and (B.13).
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