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Abstract

Understanding Long-term Storage Access Patterns

by

Ian F. Adams

The past two decades have seen an explosion in both the growth and rolesof long-term

digital archival storage. While the traditional role of tertiary storage as anarchive has persisted,

there are many new use-cases as well, such as public historical documentarchives and climate

sensor data. Yet, despite this expansion, our understanding of long-term storage is out of date.

We have no insights into how these new archival use-cases behave, and even our understanding

of tertiary storage behavior is decades old. Without up-to-date informationon their behavior we

cannot validate the effectiveness of both current and future archival architectures.

To address this issue, in my thesis we explore a variety of new and old archival use

cases ranging from public historical data archives to private HPC tertiary storage systems. In our

investigations, we found three primary results that held true across a variety of archives. First,

we found that the oft-quoted “Write-once, Read-maybe” assumption was questionable in light

of unpredictable users and system generated requests, calling into question the effectiveness of

architectures that assume data is cold and immutable. Second, we observed that, in contrast

to enterprise storage, there was not a clear subset of files responsiblefor most activity, making

caching ineffective from the perspective of the archive. Third, we saw that aggregate accesses

were largely unpredictable, but individual users showed strong localityof access which can be

leveraged to reduce the number of media accesses and improve overall system efficiency.

The latter portion of my thesis is informed by the difficulties in analyzing the various

archival datasets we obtained. We found that a lack of knowledge on a dataset’scoverage, what

actions were and were not captured, caused most of our difficulties. Weapproached this problem

by developing a method we callexpectation differenceor ExDiff. ExDiff uses a combination of

metadata snapshots and access logs to derive an expected system state that can be compared to

actual metadata. Differences between the expected state and reality provide clues as to what is

and is not being captured in any given log. This coverage data can be used to improve a variety

of storage system tasks ranging from trace analysis to debugging and intrusion detection.
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Chapter 1

Introduction

Obsolescence never meant the end of anything, it’s just the

beginning.

Marshall McLuhan

Recent years have seen an explosion in the number of archival use cases beyond

traditional tertiary storage and backup [46, 55, 64, 73, 74]. Government regulations such as the

Health Insurance Portability and Accountability Act (HIPAA) legally requiredata to be safely

stored and retrievable for decades or longer [41]. There are also a growing number of public

content archives accessible via the Internet serving a wide range of data. Theses new archives

range from state run historical document repositories, like those run by Washington, Oregon

and New York [59, 75, 84], to state and federal level climate sensor datastores [21, 57]. There

are also now scholarly publication archives [53], personal content repositories storing data such

as photos and videos [58] and even entire websites being stored for posterity at the Internet

Archive [45].

In spite of this proliferation of new archives, we have little information onhow these

archives are actually used and behave in the real world. This leads to thefirst of two primary

questions we seek to address in this thesis,what does modern archival storage system behavior

look like? To answer this question, we examine the architecture and usage of a varietyof

archival storage systems. We explore the real-world usage behavior of the new class of publicly

accessible archival systems as well as re-examine more traditional scientific tertiary storage

systems. The latter is representative of the older, narrower view of archival storage.

1



As one of the primary contributions of my thesis, our study of real-world usage be-

haviors provides data and architectural suggestions (summarized below)to better tailor future

designs to actual system usage, providing for improvements in performance, efficiency and

reliability. Without studies like like those provided in this thesis we are left working under

assumptions and speculation which can lead to unpredictable system behaviors.

One difficulty that plagued us throughout our analyses was the myopic viewof system

behavior provided in several of our traces. For example, we discovered via out-of-band com-

munication with the Washington State Digital Archives administrators that integrity checking

processes were not logged,yet accounted for over 99% of accesses to the system. As another

example, when we studied a repository of water sensor reports, we discovered that files were

being silently renamed. Given that we relied on the file name to uniquely identify files, our

analysis was wildly inaccurate until we compensated for the missed renames. In effect, what

we were lacking in our datasets was an understanding of thecoverageof the trace, what activi-

ties were and were not being captured during the tracing period. An incomplete understanding

of coverage can cause significant damage, ranging from making an irreplaceable multi-year

dataset unusable, to silently corrupting an analysis. This leads to the second question we seek

to answer in this thesis:how can we identify the coverage of a trace?To answer this question,

we explore black-box methods (out method does not explicitly require any changes in instru-

mentation of a system) using metadata snapshots and file level traces to help identify what a

given trace captures and misses.

Our work in answering the question of identifying log coverage has provided a new

methodology for understanding storage system traces. It has applicationnot only to research,

but to a variety of other common tasks in computer science and administration ranging from

intrusion detection and debugging, to performance analysis and task auditing.

1.1 Archival Workload Analyses

A lack of understanding in the usage patterns of modern archives has forced re-

searchers and designers to rely on outdated or marginally related information such as enterprise

workload studies, and even flat-out conjecture to model archival system behavior. For example,

in our own peer-reviewed published work examining energy use in archival storage systems we

had no more than educated guesses as to what archival workloads may look like [7]. If and when

2



such unfounded assumptions prove false, the archival systems designed under such guesswork

may have unpredictable or even pathological behavior under real worldusage scenarios.

Even our understanding of the older, traditional view of archival storage as simply a

tertiary storage system is out of date, despite their continued use in many HPCand enterprise

environments. The most recent studies of long-term storage system behavior are of super-

computing systems from nearly two decades ago in the early 1990s [46, 55]. Since then, we

have seen three orders of magnitude growth in the scale and performanceof storage systems

across all areas. For example, in Miller and Katz’s 1993 study of the NCARarchive [55], 25

terabytes (TBs) of storage was considered massive, and it was storedprimarily on tape. In

the present (2012/2013), purely disk-based systems of tens to hundreds of TBs are common.

Petabyte scale disk systems are becoming more common as well with the growth of cloud

storage services. How this massive increase in scale and accessibility has—or has not—shifted

usage patterns is largely unknown, and correspondingly our knowledge of how appropriate

particular architectures and methods used in tertiary storage actually is unknown.

To address this gap in our knowledge, we examine the architecture and usages of a

variety of archival storage systems. We explore the real-world usage behavior of several of the

new publicly accessible archival systems as well as re-examine more traditional scientific ter-

tiary storage systems. The study of real-world usage behaviors is important because it allows us

and others to better tailor future designs to the actual system usage, allowingfor improvements

in performance, efficiency and reliability. For example, a good understanding of a system’s

workload can inform the caching technique to be used. Conversely, working under incorrect

assumptions can lead to unpredictable system behaviors.

For example, consider a tape based system designed under the archetypical archival

assumption of write-once, read-maybe. If this assumption holds the system will likely perform

well; tapes excel at streaming writes and appends, and the low likelihood of reads reduces

the impact of tape’s poor random-read performance. However, if the data requires periodic

updates and reads are relatively more common and random, system performance and efficiency

may drop due to tape seek times. In the worst case scenario we may even observe “shoe-

shining” where reads and writes fall below the designed transfer rate ofa drive’s heads, leading

to repeated seeks with many rapid rewinds and fast-forwards of a tape. This reduces the life of

the drive, the life of the tape, and the maximum data density a tape may obtain [69].
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Another example of undesirable system behavior that could potentially result from

incorrect usage assumptions is illustrated by the Pergamum system [76]. The creators of Perga-

mum predicate their energy efficiency gains on the assumption—with no data to back this as-

sumption up—that an archival workload is likely to have many writes and a low density of read

accesses thus minimizing disk spin-ups. If this assumption does not hold true they may not real-

ize their energy efficiency claims and may see excessive power-cycles on their storage devices,

increasing wear and reducing the long-term reliability of the system.

To close this knowledge gap we examine the behavior of several public webaccessi-

ble content archives: the Washington State Digital Archives [75] and a repository of water table

reports—such as ground water levels and salinity—maintained by the California Department

of Water Resources [21]. We found the variety of long-term storage use cases exhibit a cor-

respondingly wide range of behaviors well beyond that demonstrated in older tertiary storage

studies. This highlights a danger in over-generalizing the view of the archival storage space,

and suggests that more studies on a variety of systems are needed.

However, even with the variability we have observed, our results have significant im-

plications on archival system design and there were several generaltrends. Commonly held

assumptions such as write-once, read-maybe and how “cold” archivaldata remains are now

being called into question. Systems that explicitly rely on the write-once read-maybe assump-

tion, such as Chronopolis [56] and MAID [25], may exhibit unpredictablebehavior when data

is accessed more frequently than the system was designed for. We saw many large mass ac-

cesses from integrity checking processes and external indexers such as Google, suggesting new

batch interfaces are needed to address high-volume, low-sensitivity accesses to archives. Such

interfaces would allow providers to easily schedule potentially disruptive accesses, while still

providing low-latency access to smaller individual users. We also have noted strong per user-

session content preferences, suggesting that physically grouping data by semantic content may

be beneficial.

In the second portion of my thesis focusing on workload analysis, we examine scien-

tific tertiary storage systems to bring our knowledge of their behavior up to date. It is important

to re-investigate these systems as our current understanding of their useis obsolete. The most

recent study (other than our own) of tertiary storage behavior was in theearly 1990s [55]. In the

intervening time, we have seen multiple order of magnitude increases in both the scale of HPC
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storage as well as the processing power of the computers themselves. Further, scientific tertiary

storage represents a significantly different use case from the public content archives described

above.

Our initial investigation was on data obtained from Los Alamos National Laboratory

(LANL). In the LANL dataset—comprised of daily histograms of file system metadata—we

found that, despite the vast increase in scale and the shift to more disk-centric systems, when

compared to prior archival super-computing studies aggregate modification rates and patterns

appeared similar. We also found strong temporal and namespace locality to modifications,

though the coarse granularity of our LANL data limited our analysis. To provide more detailed

and comprehensive results, we obtained a multi-year dataset from NCAR,which contained

detailed per-file activities from January 2008 through the end of December 2010.

In our NCAR study we found several results of note, providing usefuldirection in un-

derstanding what are potentially beneficial or harmful design decisions with regards to archives.

First, like our public archive studies, we wanted to explore the notion of write-once, read-maybe.

We found that from the system perspective, write-once, read-maybe ispatently false. In any

long-term storage system, and NCAR was no exception, files will be migrated and potentially

integrity checked, leading to inevitable reads and writes. From the user perspective, write-once,

read-maybe has been weakened. Over three years, non-trivial numbers of files were deleted

(13%) and updated (5%) after ingest into the archive. This tells us that relying on immutability

for fundamental architectural decisions may be dangerous. In examiningfile and user-session

locality of access we found that users tend to restrict their activities to a smallsubset of the

namespace with most accesses in a given session occurring at the same directory depth. This

suggests that using directories as a heuristic for physical grouping of data may prove useful,

especially for offline media such as tape where random accesses are expensive. We also found

that most repeat accessess to a file, if they occur at all, tend to occur withina relatively short

period of each other, showing that basic write caching can still be beneficial.

1.2 Identifying Workload Coverage

As touched on above, a constant problem in our analyses has been understanding

precisely what actions were being captured and omitted in any given trace log, i.e. its coverage.

For example, in our study of accesses to a repository or water sensor data, we discoveredby
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accident, that files were being silently renamed. Since our only method of identifying a filewas

by its name, we found our unique file count was 200% high, and correspondingly we had been

inaccurately mapping actions to files that didn’t actually exist. It was only with administrator

expertise that this problem was caught. Without this expert knowledge we would have been

completely unaware that our results, and likely our conclusions, were incorrect. As another

example, in all of our workload datasets we frequently saw unexplained drops in activity. We

were unable to tell if these drops were logger failures, if the underlying system was down, or

even if it was a legitimate reduction in user activity. As such, these activity drops become null

data and could not be used to aid in any analysis.

While our original motivation for tackling the coverage problem was in aiding re-

searchers studying long-term traces, storage system logs have a wide variety of applications.

Correspondingly, incorrect knowledge of log coverage can negatively influence many applica-

tions as well. Consider, for example, the myriad general administration tasks that make use of

storage system logs such as performance tuning and troubleshooting. Ifa logging process is

silently malfunctioning an administrator may spend time diagnosing a problem that isn’t there,

or conversely a problem that is present may be missed due to poor coverage information.

Our solution to the problem of identifying coverage is to use file level traces and

POSIX metadata snapshots in combination with a methodology we callexpectation differencing

or ExDiff. The idea is to use a trace log as a delta to an initial snapshot, roughly analogous to

replaying a metadata journal to bring a file system to a consistent state. Basedon what is

observed in the trace, the metadata snapshot is used to what derive whatweexpectthe metadata

state of the system to look like. Then this expected state can be compared to thereality (current

metadata snapshot) of the system. The differences between the two can thenbe analyzed,

providing clues as to why types of actions are being omitted, as well as aiding inidentifying

logger gaps,i.e. periods when the system being traced continues to function, but entries are

being consistently dropped.

With the development of expectation differencing, we contribute to many different

groups. Researchers can better understand the limitations of the data they are working with.

Similarly, system administrators have an additional tool for diagnosing issueswithin their sys-

tems. ExDiff can even be used in the development of new systems to ensure that all the neces-

sary areas have been properly instrumented.
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In our evaluation we show that density based clustering can be used to automatically

identify gaps in coverage, though its accuracy is strongly influenced by the nature of the work-

load. Repeat accesses to the same file or record in a short period of time can mask missing log

entries. This can be mitigated by having shorter periods of time between snapshot captures, as

well as having multiple distinct timestamps per file to correlate actions with. We also show that

missing a particular type of entry, such as a file create or rename, creates aparticularsignature

that can be used in analyzing a log’s coverage.

1.3 Thesis Overview

The rest of my thesis is dedicated to providing the background and explication needed

for answering our two thesis questions:what does modern archival storage system behavior

look like?And how can we identify the coverage of a trace?

Chapter 2 provides background and related work helping motivate the need for our

studies and tools, as well as defining terminology to provide concision and consistency in our

work. In Chapter 3 we look at access and update behavior in modern publicly accessible content

archives from several sources. Chapter 4 examines the evolution andbehavior of tertiary storage

systems. Chapter 5 provides a combined, high-level analysis of all of ourworkload studies

as well as meta-advice lead in to our log coverage work. In Chapter 6 we describe our log

validation techniques used for identifying coverage, and proof of concept evaluations. Chapter 7

explores future work directions, and in Chapter 8 we conclude.
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Chapter 2

Background and Motivation

Since I don’t have any credible sources of what happened

next, I’m going to go off of the next best thing: hearsay and

rumor

George “Maddox” Ouzounian

The purpose of this chapter is to present the necessary background,context, and re-

lated work for understanding and further motivating our investigation into long-term storage

as well as our interest in examining log validation techniques. First, we begin by defining the

terminology we will be using within our analyses. Second, we define what wemean by archival

storage. This is necessary as it has become an increasingly overloadedand nebulous term as the

field has grown. Third, we examine a variety of prior workload studies andsystems to motivate

the need for new studies, and highlight some of the techniques we borrow for our own stud-

ies. Finally, fourth, we look at a variety of current system tracing, monitoring, and forensics

techniques to illustrate the lack of exploration in the space of log coverage and validation.

2.1 Lexicon

To begin, we establish a set of concise terminology definitions, summarized in Ta-

ble 2.1, that we use throughout this thesis.

An individual element in a set of archival data is arecord or file. This may be an

object, bitstream, or even a literal SQL record. It is at this level that the lowest level actions may
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occur, such as record creation, updates, deletes and queries. Eachrecord may havemetadata

associated with it such as timestamps, provenance, category data, and so forth. We refer to a

collection of records as acorpus, and a copy of that corpus as aninstance. The hardware and

software used to store an instance of the corpus is thearchive. An individual archive may store

multiple corpora.

Long data lifetimes and relatively short refresh cycles found in modern hardware and

software dictate that a corpus will reside on several archives over its lifetime. It is vitally

important to note the distinction between the corpus and the archive itself. Endusers and

processes will act upon the corpus, while the archive’s hardware and software provide the ability

with which to do so.

A traceor log (we use the terms interchangeably) is a list of timestamped activities

taken on a corpus’s records. We refer to each individual logged activity as anaction. An action

is a single operation on one file, such as a read or record create. Thelogger or tracer write

actions that have been captured to a log or trace file. Asnapshotis a static view of the state of

a corpus at a single point in time. Generally this snapshot is of the file or record metadata, such

as modification timestamps or file path.

We assume a logged action always accurately reflects a change in the system. Any

action that is not logged is alog omission. There are two types of omissions:missesanddrops.

An action that is not logged because it was never captured is a missed action. For example, a

missed action can come from a developer failing to add a call to the logging system. A dropped

action is where an action that is normally logged does not produce a log entry. A contiguous

period of dropped entries is referred to as agap. For example, dropped entries and gaps can be

the result of a crashed logging process.

We refer to the aggregate body of knowledge about a system as asketch. A sketch

includes trace logs, profiles, record metadata, communication with system architects and ad-

ministrators and even information about the user base and interface. The importance of this

aggregate view cannot be overstated. System architect and administratorinsights into the sys-

tem design and behavior can have drastic impact upon the interpretation of asystem’s workload.

They have intimate knowledge of background processes and scripts thatcan explain oddities or

omissions in system behavior not readily apparent from logs and traces.Without this knowl-

edge, one is often left with a significantly degraded picture of what is actually occuring within a
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Term Defintion

Record or File smallest manipulatable element, may have associated metadata

Corpus collection of records

Archive combination of hardware and software used to store a corpus

Accessibility who may access records, may be public, private, or mixed

Sketch body of knowledge, including traces, logs and personal communications

Trace/Log a timestamped list of actions taken upon a corpus

Action a single operation taken on a record or file

Snapshot a static view of the state of a corpus

Log Omission an action of interest that has not been captured

Miss an omitted action that was not instrumented for capture

Drop an action that is normally captured that is omitted

Gap a contiguous period of dropped action entries

Table 2.1: Terminology overview.

system. For example, the interface presented to users can have an impact. Highly skilled users

may be able to circumvent a clunky interface, thus changing the perceivedworkload. The same

interface with relatively unskilled users, such as might be found using a public access archive,

may in contrast exhibit unintentionally pathological behavior.

We also distinguish at a high level theaccessibilityof a given system, that is, who may

access the records. Apublic archive has its records accessible to anyone through the Internet.

A privatearchive is one that has a restricted set of users who may access the records. A private

archive may still be Internet accessible, but restricted to a particular class of user, such as climate

scientist or a legal team. Amixedaccess archive is one that has a mixture of public and private

records.

2.2 What is Archival Storage?

There are many use cases that now fall into the realm of archival storage. Tradition-

ally, archival storage has been considered the tertiary storage layer inthe memory/storage hier-
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Primary Storage

Examples:
CPU Cache
Main Memory

Secondary Storage
Examples:

Internal Hard Disk and SSD
Network Storage Devices

MAID(?)

Tertiary Storage

Examples:
Tape Libraries and Robots

Optical Jukeboxes
MAID(?)

Figure 2.1: An illustration of a typical storage hierarchy in a computing system. The bottom
of the hierarchy typically has the slowest, lowest cost-per-bit storage, while the top is relatively
expensive, but very fast storage. We include MAID in both the secondary and tertiary layers as
it blurs the distinction between the two by providing faster performance than tape with its disk
based approach, but at the cost of spin-down and file migration for colddata.

archy, illustrated in Figure 2.1. Tertiary storage is typically the slowest performing and cheapest

type of storage at the bottom level of the memory storage hierarchy. In large HPC systems this

is often comprised of tape silos or MAID (Massive Array of Idle Disks) likearrays [25].

Yet tertiary storage is only one of a plethora of archival use cases, leading to nebulous-

ness in the term archival storage. To one person, it may mean long-term versioned backup [64],

to another it may be more akin to the library sciences view of archiving with formal ingest

processes and indexing [84].

In our work, we consider archival storage to be concerned with records that aredesired

by users or organizations to have a long, potentially indefinite lifespan. Thisincludes things

such as important legacy code, historical documents, raw scientific data, simulation outputs,

and personal photos, to name a few examples. We donot, however, consider backup data by

itself to be within the realm of archival storage. This is because the purpose of backup is to

provide recovery, while the data itself is of little value in a non-failure situation.

Given the large nature of what fits even within our definition, we restrict thestudies
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in this thesis to a subset of this growing field. We examine several public archives and private

tertiary stores. The former are representative of the expanded role ofarchival storage. Our

understanding of the latter is obsolete despite their being a critical part of modern scientific sys-

tems. In our examinations of both we provide relevant, up-to-date knowledge and suggestions

to guide the design and administration of current and future archival storage systems.

2.3 File System Tracing

Before we begin describing our specific workload analyses, we provide background

on the primary methods used in modern file system studies.

There are two basic approaches to file system observation. The first is simply crawling

the file system metadata and obtaining a static snapshot of the file system state. This can be

done with simple scripts to traverse the directory structure, and calls to tools such asstat

to obtain the relevant inode data for directories and files [10, 26, 35]. The second, and more

involved, approach is to dynamically monitor file system activity. This can be done in a variety

of ways, though at a high level it tends towards one of four methods. Thefirst method is by

instrumenting a running system’s kernel or drivers to log specified eventssuch as file reads and

writes [17, 49, 67, 82]. Second, a system’s designers may have includedlogging utilities that

produce useful traces. It is this second method that produced most of the data we used in my

thesis work. Third, tracing can be accomplished recording the file system’snetwork traffic with

a mirrored switch port and a tool such astcpdump [12, 29, 39, 51]. The fourth approach is to

have an application intercept calls to the storage system as they occur. Thisapproach is what is

taken in the TraceFS [15] and //TRACE systems [54].

Snapshot based approaches are easy to implement but only provide information about

system state at a specific point in time. Even with multiple snapshots over time it can be difficult

to accurately comprehend file system behavior. For example, while one may be able to tell a

file was modified between snapshots, it is impossible to tell if there were multiple modifications

in the intervening time. Further, access times are often absent and it is usuallydifficult, if not

impossible, to accurately group access and modification behaviors at any useful granularity.

Dynamic approaches are more difficult to implement but have the advantage of show-

ing the real time activity and behavior of a system. However, a serious challenge can arise in

managing the volume and granularity of the data. Too fine a granularity can make the volume
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of data explode, especially in the multi-year time spans we are interested in. On the other end,

too coarse a granularity can miss—or misconstrue—key activities. A real world example of this

occurred in the access logs we obtained form the Washington State Digital Archives, covered in

more detail in Chapter 3. We found they omitted integrity checking of records,which actually

would have accounted for over 99% of activity in the system.

A dynamic trace by itself also misses thestarting state of a system, which can be

vitally important in determining the nature of a system’s activities. For example, consider a

trace that notes activities touching 5,000 files in a single directory. Unless weknow how many

files were in the system in total, we cannot tell much about the mutability and activityof the

system as a whole. If there were only 5,000 files total we could state that we are seeing a very

active directory. On the other hand, if there are 1,000,000 files in the directory, activities are

clearly restricted to a small subset of files present in it. In short, knowing the start state of

a system can drastically change the conclusions that are drawn. A dynamictrace on its own

means one can only estimate the full state of a corpus at any point in time.

2.4 The Need for New Archival Studies

In this section we begin by surveying prior studies and their pitfalls and merits when

applied to the archival storage field, showing that the current state of knowledge is insufficient

for understanding archival behavior. We then look at several archival systems and describe how

various workload behaviors may impact their claims, as we have found that often the workload

used to validate the system is based on conjecture.

2.4.1 Workload Impact on Archival Systems

While we show in the next section that the currently available studies are insufficient

for understanding archival behavior, we need to motivatewhy it matters that we understand

archival behavior in the first place. We now look at several modern archival systems and tech-

niques and explore how different workload assumptions can impact them.

Disk spin-down is a technique whereby the mechanical portions of the harddrive—the

spindle and actuator—are powered off in order to obtain power savings.Because of their pre-

sumed low-density of reads and writes, archival storage systems are seen to be prime candidates
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for spin-down based power savings, realized in the Pergamum and MAIDdesigns [25, 76].

The authors of Pergamum state they assume a write-once, read-maybe workload with

a low-density of reads, while in MAID they test their system with a mass storagesystem work-

load that was already seven years old at publication. Were their workloadassumptions to prove

false, their power efficiency claims may fall short, and at worst, the systemmay exhibit patho-

logical behavior with excessive power-cycles causing wear on the disks. Until we have up to

date knowledge and understanding of a variety of archival workloadswe can neither validate

nor refute claims made by the authors of Pergamum and MAID, and for higher performance

network systems the spin-down based approach has been called into question [22].

A more poignant example of power-efficiency claims being potentially inaccurate

comes from our own earlier work in simulating a large-scale distributed archive [7]. We ex-

amined the impact of several broad data-placement policies, but our workloads were simply

conjecture. As above, until we have up to date workload studies, we haveno way validating or

refuting our conclusions, or even the workloads we used in our simulations.

Another area frequently focused on in archival storage research isspace efficiency, us-

ing techniques such as de-duplication and compression. Two example archival systems focused

on this are Venti and Deep Store [64, 85]. Deep Store analyzes data forboth inter and intra file

compression with content addressable storage, while Venti does fixed block size de-duplication

with immutable content addressable storage. While we do not study data contents, aggregate

file and record access patterns can influence whether or not de-duplication and compression are

worthwhile to use. Consider that de-duplication often fragments large files,potentially requir-

ing many disk or tape seeks to read even a single file. If the rate of access toa given archive is

low, this may not be of concern, but at higher access rates it can significantly degrade perfor-

mance. Understanding a variety of potential archival workloads will allowcurrent and future

system designers and administrators to accurately judge for themselves what the best tradeoffs

are given their resources and constraints.

2.4.2 Filesystem and Workload Studies

File system and workload studies have proven to be a boon to storage systems re-

searchers helping guide and verify current and future storage system designs [80]. For example,

the design of the Sprite log structured file system was directly influenced by the 1985 study of a
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BSD file system [60, 68]. Similarly, workload studies have been of use in tuning and designing

high performance storage systems [49]. Workload and file system studiesare also of use in pro-

viding guidance to synthetic workload generators [36] as well as creatingrealistic file system

states for testing [9].

It also important to have periodic studies of a variety of systems. New studiesprovide

up-to-date information on the general structure and use of storage systems. Older studies of

storage system behavior and structure are of use as well. When combinedwith new studies

they can highlight trends and shifts in usage patterns as the hardware, software and user base

evolves.

Yet, despite their obvious utility in aiding system design and management, there have

been no recent studies relevant to modern digital archive behavior. Inthe past decade, a variety

of storage systems have been examined ranging from HPC and corporateand engineering file

systems, to academic, personal desktop and even peer-to-peer storage systems [10, 12, 29, 39,

51, 78]. None of the systems that were studied, however, can be considered archival in nature.

For example, Leunget al. and Chenet al. studied enterprise storage usage at NetApp [24, 51]

while Roselli and Anderson studied desktop and web-server workloads[66, 67]. Table 2.2

provides a summary of many of the studies of the past 30 years. Note that only studies nearing

20 years old were of arguably archival systems.

Most older workload studies are also not archival in nature, while additionally being

obsolete given the technological progress of storage systems [17, 28,35, 37, 49, 52, 60, 66, 73,

82, 87]. For example, Bakeret al. and Li et al. looked at academic storage systems in the

early 1990s, which arguably has little relation to modern archives due to the intervening time

and wildly different use case. Even if any of these prior studies have similarities to archival

workloads, we simply do not know given we have no “official” archivalworkloads with which

to compare.

The last study that looked at any facet of archival storage was Dayal’s 2008 exami-

nation of several HPC systems at rest [26], which included a small numberof archival stores.

However, the focus of his study was not specifically on archives, andfurther he only had ac-

cess to summarized snapshots of file system metadata. He could make no statements about

the behavior of the system over time. The last studies of dynamic archival workload behavior

were done in the early 1990s on scientific tertiary storage systems [46, 55]. Prior to this, in
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Study Trace Year(s) Approach Duration System(s)

Smith [73] 1974-75 Dynamic 12 months Sci. Storage

Ousterhoutet al. [60] 1985 Dynamic 3 days Academic

Jensen and Reed [46] 1988-89 Dynamic 24 Months Sci. Tertiary Storage

Gribbleet al. [37] 1991,94,96-97 Both 1-44 weeks Academic, Government

Miller and Katz [55] 1990-92 Dynamic 24 months Sci. Tertiary Storage

Bakeret al. [17] 1991 Dynamic 8 Days Academic

Li et al. [52] 1991 Dynamic 1-14 Days PC, Academic

Kotz and Nieuwejaar [49] 1994? Dynamic 7 Days HPC

Gibson and Miller [35] 1996-97 Snapshot 6 Months Mixed Academic

Roselli and Anderson [66] 1996-97 Dynamic 1-12 months Desktop, Web Server

Roselliet al. [67] 1996-97, 2000 Dynamic 1-12 months Desktop, Web Server

Vogels [82] 1998 Both 2-4 Weeks Engineering, Scientific

Zhou and Smith [87] 1998 Dynamic 5-45 Days Personal Computing

Doceur and Bolosky [28] 1998 Snapshots 13 Days Business, Engineering

Agrawalet al. [10] 2000-04 Snapshot 60 Months Desktop

Ellardet al. [29] 2001 Dynamic 3 Months Academic, Email

Gummadiet al. [39] 2002 Dynamic 8 Months P2P File Sharing

Anderson [12] 2003-04,07 Dynamic 7-10 Months Animation

Tanenbaumet al.[78] 2005 Both 4 days Web, Academic

Leunget al.[51] 2007 Dynamic 4 Months Engineering, Corporate

Dayal [26] 2008 Snapshot 1 Day HPC Scientific Storage

Chenet al. [24] 2007 Dynamic 4 Months Engineering, Corporate

Parker-Woodet al.[61] 2012? Snapshot - Scientific

Table 2.2: Filesystem and workload studies from the past 30 years. We borrow Leung’s ter-
minology [51] to describe trace methodology. Dynamic refers to actively logging file system,
while snapshot refers to a static analysis of file system meteadata. Stating “both” implies that
a particular study utilized both dynamic and snapshot techniques. Question marks denote the
data capture periods were ambiguous. Note there are no archival or tertiary systems studied in
18+ years.
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the early 1980s Smith studied the file system of the Stanford Linear Accelerator in the con-

text of optimizing file migration algorithms and exploring the basic patterns of tertiary storage

behavior [73, 74].

Given the radical growth in scale and performance of both their attached compute

systems and the storage systems themselves, it would be naive to blindly assumethat modern

tertiary storage behavior has remained unchanged. One of the primary goals of the thesis is to

bring our knowledge of such tertiary storage systems, a traditional archival use case, back up to

date.

Even with new knowledge of tertiary systems, there are many new archivaluse cases

which we remain completely ignorant about. Tertiary storage systems are merely one facet

of the modern archival storage space. There are growing numbers ofother long-term data

repositories, such as publicly accessible scientific and historical archives [11, 21, 57, 59, 75, 84],

medical patient information [41], and document archives kept to satisfy legal requirements [71].

To the best of our knowledge, there have beennostudies on the usage patterns of these relatively

new archival systems. In this thesis we examine several of these new types of storage systems

in order to guide future research and design.

While the earlier studies we have explored do not directly help us understand the

modern archival storage space, they still have applicability in providing useful metrics and

methodologies for understanding storage system behavior. File inter-reference intervals and

data lifetimes provide us with insight into how often, and how long, files are actively utilized

which can guide caching and migration policies [17, 55, 67]. Understanding file type popularity

can help guide how files should be physically grouped and cached as well[51]. Looking at

file sizes and how sparse the file is can guide how file system data and metadatashould be

organized and optimized [26]. We use metrics inspired by these and some of our own design in

our studies, which we provide greater detail on in Chapters 3 and 4 wherewe examine public

content archive and tertiary storage behaviors respectively.

2.5 Log Validation

As described in the introduction, one of the biggest difficulties in our trace analysis

has been in understanding a trace’s coverage, especially in the contextof archival traces where

years worth of data may be needed to accurately understand an archive’s behavior. Due to
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this long time scale, seemingly trivial actions such as renaming a file, if omitted or improperly

logged, can make accurate analysis of system behavior difficult or impossible. Such mistakes

can cause months or even years of trace data to be made useless, or worse, if left unfound,

silently corrupt analyses leading to flawed system designs, poor administration and or unpre-

dictable system behavior. Because of this, we see a pressing need for researchers to be able to

both identify the coverage of a trace.

Our approach calledexpectation differencing, or ExDiff, covered in detail in Chap-

ter 6, is to make use of both dynamic traces and snapshots in concert to help identify a trace’s

coverage. The basic idea is to use a trace as a delta, to modify the state of a snapshot to create

an estimate of the system’s metadata. We can then compare this estimate with what the system

metadata actually looks like, with the differences between the two providing clues as to what

actions may be missing from a given trace.

In the rest of this section, we provide several use case examples to further motivate

the need for ExDiff, and then cover related works in the field to show that there are no existing

solutions to the log coverage problem.

2.5.1 Example Use Cases

Intrusion Detection and Forensic Analysis:Intrusion detection systems often com-

pare the state of the system to a known “healthy” state, with mismatches raising alarms [48].

In addition to providing log validation, ExDiff can assist in detecting alterationsin either the

activity log or system metadata. By requiring an intruder to alter multiple data sources, the

difficulty of silent intrusions increases dramatically. Similarly, the field of forensic analysis de-

pends heavily on the ability to recreate activity accurately and detect when users have attempted

to cover their tracks

System Management:Logs analysis is common in storage system management [14].

ExDiff can identify when and where logs may be suspect, leading to improvedanalysis accu-

racy. For example, ExDiff can help eliminate false positives where a systemmay have been

running correctly, but is dropping log entries. It can also identify scenarios where problems

exist in the logger itself, as opposed to the system being logged. Recognizing that a log may

be inaccurate is important, because if entries are being dropped, then attempts at tuning may

become pathological as the underlying system does not have an accurateview of its own activity.
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Systems Research:Many traces and snapshots are available to researchers. Unfor-

tunately, it is often impossible to speak with the original source administrators and architects

to understand their coverage. This is particularly challenging for research into archival storage

systems where years of data may be required, along with changing log formats with little or no

documentation. Using a combination of snapshots and trace logs, researchers can use ExDiff to

derive an understanding of the log’s coverage without the need for expertise from the original

system developers. ExDiff can also validate trace replays, by comparingthe expected end state

after a trace replay with the actual replay result.

2.5.2 Related Works

To the best of our knowledge, there are no existing systems aimed explicitly atveri-

fying trace coverage despite the number of utilities used to capture operatingsystem behavior,

such as blktrace [16] strace [3], dtrace [1], and ftrace [2]. TraceFS is a customizable tracing

system existing in user-space that intercepts all calls to the file system [15].Systems such as

Magpie [18], Stardust [79] and //TRACE [54] are designed to gain end-to-end understanding

of larger systems. While all of these solutions are useful, none examine the coverage of the

captured data.

DataSeries is a format with associated utilities designed around storing large amounts

of structured serial data, of which traces generally are [13]. While DataSeries offers excellent

performance and low overhead, its goal is efficiency and consistency,not identifying coverage

of the logs stored therein.

Our work shares similarity to log replay in transactional database systems. A detailed

log can be replayed from a set start-state to reproduce the current stateof a system [20]. Snod-

grasset al. took this idea a step further and included a hashing and “notary” service tomake the

log tamper evident and more useful for validating the state of a system. Similarly,journaling

filesystems use metadata journals to restore a filesystem to a consistent state after a crash [72].

While our high-level approach share similarities to some applications of audit logs (recreating

an expected system state and comparing it to reality), our underlying goal and approaches are

different. We aim to find out what is missing from a log by comparing what the log says is

occurring in a system to the observed reality, as opposed to assuming perfect knowledge.

SherLog improves log analysis by correlating it with source code to help narrow pos-
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sible execution paths [86]. Similarly, Jianget al. look at improving log analysis by combining

multiple log messages and events together [47]. In both of these cases, however, the focus is on

improving the use of the logs, not confirming what they do and do not capture.

Our work also shares some similarities with intrusion detection systems (IDS). The

Tripwire system detects modifications to a filesystem by periodically comparing the current

state of a system to a database that details what the systemshouldlook like (analagous to our es-

timated state mentioned above), and raises an alarm if the system fails one or more checks [48].

Hobgoblin is a language and interpreter that describes what properties afile system and its files

should have, such as permissions for a given user [65]. I3FS is a file system built around a

Tripwire like integrity checking system, but checks integrity on the fly, ratherthan at adminis-

tratively defined times [62]. Our work shares similarities to the above in that our technique is

based around comparing system states to a ground truth, but I3FS, Tripwire and Hobgoblin rely

on what are effectively static rules, rather than an estimation based on observed activity. Abad

et al.’s work on log correlation for intrusion detection uses multiple logs in concertto identify

anomalies that may not be apparent from a single log [6]. While different indetail, their work

shares a similar high-level approach of using multiple data sources in concert to improve their

analysis. Lane and Brodley examine patterns of user actions compared to alearned user pro-

file [50]. Their approach may be useful in extending our work for betterautomated detection fo

dropped and missed entries.

Forensics tools such as SleuthKit [5] and Log2timeline [38] make use of file meta-

data and logs for a variety of legal and technical purposes. Log2Timelinein particular uses

timestamps from both logs and file metadata to create a timeline of predicted activities.ExDiff

also makes use of timestamps in metadata and trace logs, but is focused on understanding the

specifics of a particular log’s coverage, rather than trying to put togethera cohesive picture of a

storage system.

With S4, Strunket al. describe a system with tamper evident logs and versioning

for the purposes of intrusion detection and recovery [77]. The S4 approach provides for the

recreation of any system state in the past, but is purposed for easy recovery rather than analyzing

log-coverage. Their logging techniques and versioning however may beuseful for more pro-

active incarnations of our log validation approach.
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2.6 Chapter Summary

In this chapter, we have provided detailed background and motivation formy thesis

work. We have shown that the currently available workload and file systemstudies are insuffi-

cient to describe the current state of archival storage due to their obsolescence and or unrelated

use cases. We showed that this lack of knowledge can negatively influence current and future

archival storage designs. We also showed that there is a serious lack of work in validating

the coverage of traces. This lack of work on log validation influences notonly our ability to

accurately analyze storage system behaviors, but many other areas aswell, including system

administration and security.
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Chapter 3

Public Content Archive Behavior

We are the only species on the planet, so far as we know, to

have invented a communal memory stored neither in our

genes nor in our brains. The warehouse of this memory is

called the library.

Carl Sagan

If anything illustrates the expanding nature of archival storage, it is the explosion

of long-term data now being served, and even ingested, via the web. There are many state

run digital archives that have appeared in the past five years[11, 59, 75, 84] storing a variety of

historical documents such as marriage records and census data. Academic paper archives [53],

as well as publicly accessible scientific and sensor data [21, 57], are becoming common place as

well. Even general web content, including personal websites and blogs, are now being crawled

and stored at the Internet Archive in the hopes of being useful in the future [45].

Despite this rapid growth, the behavior of such archives is poorly understood; to the

best of our knowledge, there have beenno studies of public content repositories. Given that

storage systems should be optimized for the common cases, this is a precarioussituation. We

as systems designers are left trying to design archival architectures based on marginally related

workloads, and intuitive assumptions that may or may not hold true. In particular, we are

frequently left relying on the oft-quoted write-once, read-maybe description of archival storage.

The contribution of my thesis work in this chapter is in completing one of the first

studies ever done on file-level access behavior to publicly accessible archives. In this study, we

focus on examining the types of access locality, file popularity distributions, and assessing the
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validity of write-once, read-maybe in content archives. We found that for the content archives

we studied, there was little in the way of popular “hot” content, severely limiting theeffective-

ness of read caching. Individual user sessions showed strong content preferences—e.g. looking

exclusively through marriage records—which provided the relevant metadata is available, is a

useful heuristic for physically grouping and prefetching data. We also found several instances

where write-once, read-maybe did not hold, limiting this assumption as a useful rule of thumb

in archival system design.

3.1 Public Content Dataset Descriptions

The first public content source we examine, illustrative of the shift the Internet and

lowering storage costs and have brought, is a public repository of digitizedhistorical docu-

ments, the Washington State Digital Archives [75]. The second source weexamine is a publicly

accessible repository of water table reports—such as ground water levels and salinity—from

the California Department of Water resources [21]. This source is particularly interesting as it

illustrates yet another new direction in the long-term data space. Small, per-department special-

ized content repositories. Understanding the use of these small corporais important, as many

may be stored on a single physical archive where the aggregate behavior may be more important

than the individual behavior of a particular corpus.

Washington State Digital ArchivesThe publicly accessible Washington State Dig-

ital Archives serve a collection of digitized, historical artifacts—such as census information,

military records, photographs, and land records—stored in an SQL database at the Washington

State Digital Archives. The database is the primary way of retrieving data, accessed through

a web interface. All records are maintained on disk, with tape copies maintained for emer-

gency backup purposes. According to the administrators there was no read caching, and this is

corroborated by results where we saw occasional re-retrievals of thesame record within a few

seconds.

We refer to the data and metadata stored in this archive historical as refer tothis as

the historical corpus. At the time of capture, it contained approximately 90 million records,

28 million of which are accessible via their web interface; the rest must be accessed on-site, but

are otherwise unrestricted in access. Records occasionally move between web accessible and

on-site access based on content or explicit request. In this study, we focus on the web viewable
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Field Name Example Null

Record ID 123555 No

Date 1 10-10-1910 Yes

Date 2 Yes

Type Marriage Record No

Ingest date 11-12-2008 12:25:06 No

Modify date 9-4-2009 12:52:00 Yes

Num. of objects 0 No

Table 3.1: Historical record metadata. A yes in the Null column indicates the value may be null.
Number of objects is the number of digital objects associated with a record, possibly zero. The
two date fields are used to hold record specific dates, such as birth and death times.

records, since this is the only portion of the corpus covered in the provided user access logs.

We obtained two logs for this corpus, spanning September 27, 2007 to June17, 2010.

The first log details per-record metadata, described in Table 3.1. The second is a user access

log that records accesses to individual records. Each record is linked to zero or more digital

objects—such as photographs and documents—but each digital object is only associated with

one record. The trace does not note whether the digital objects linked to that record were

retrieved. Further, while the access log provides information to group accesses from the same

session, we cannot link different sessions to specific individuals or hosts.

It should be noted that these logs only reflect user retrieval of records within the

corpus database and do not reflect access to any other content,e.g.HTML pages. Additionally

the logs do not track the activity from data migration or integrity checking processes. As we

describe further in Sections 3.3 and 3.4, these administrative processes actually make up the

dominant fraction of accesses.

California Department of Water ResourcesThe second corpus in our study, the

water corpus, is a relatively small set of water table reports consisting of 57,000records. The

files were accessible through a simple web interface and directly downloaded from the server.

We suspect there was no front-end caching of files due to our periodic observation of files being

logged as re-downloaded within a few seconds of a prior download. Regardless, any potential

flash traffic does not appear to have been filtered out due to caching, and as such we assume our
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Field name Example

Site A00268

Site type Surface Water

Parameter Flow

Period of record 1997

File name GW DEPTH POINT DATA

File size 13050

File type Plot

Table 3.2: Water record metadata, and representative values. Unique records are identified using
a (Site, Period of Record, File Name) tuple.

data is representative of unfiltered user activities.

We have two traces for the water corpus. The first is a set of update logsfrom ap-

proximately weekly and quarterly batch scripts. Each update log notes the records written to,

the date, and record metadata, summarized in Table 3.2. The second is a set of access traces

consisting of a per-user access log, where each entry contains the IP address that retrieved the

record, as well as the site, period of record, and record retrieved. As with the historical corpus,

the logs do not reflect accesses to general web content, only downloadsof the reports them-

selves. Similarly, if there are any internal indexing or integrity processes running, they are not

reflected in the logs.

In the update trace, we identify a unique record using a tuple of site name, period of

record, and file name. Complicating this, however, was an intermittent changein file naming

conventions that made it difficult to map old names to new, introducing the dangerof over-

counting files and mapping updates to incorrect file names. To address this,we only count

updates to files that map to names in existence on the last day of the update log. Though this

discards approximately 50% of the 1.7 million updates, it ensures both a correct file count and

an accurate lower-bound on file update activity. More updates may have been required to keep

the relevant files up to date, but no fewer.
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3.2 Public Content Archive Modifications

In this section we focus on data modification rates, where we found results that call in

to question the frequent assumption that archives are “write-once.” Long-term content corpora

are actually quite dynamic. We observe that 50% of records in the water corpus received five or

more updates, often stemming from automatic data management processes. Similarly, 75% of

the records in the historical corpus saw at least one update during the trace.

To begin with, we examine data updates within the publicly accessible water corpus.

One complication to note is that we can only deduce record creation in the watersketch by

noting a record’s first appearance in an update log. In the analysis, weassociate each record

with a list of updates generated from the update logs. As described in Section 3.1, we filter

the updates such that only updates mapped to files present on the last day were included in

the analysis. Though this introduces the danger of under-counting updates, it ensures that the

results remain conservative and removes potentially misleading update countscaused by record

renaming.

Examining the logs in the water sketch reveals a surprisingly high number of updates

caused by corpus management: automatic policy rules frequently overwrotegenerated reports,

whether or not they had actually received updated data. Two scripts in particular generated

a large volume of data updates. The first ran approximately weekly, and modified any report

that had data updated within 30 days. The second ran on an irregular, but roughly quarterly

schedule, and overwrote all reports in the corpus regardless of the last update they received.

To identify the source of updates, we break our analysis into three stages. The first

contains all the updates seen by the corpus. To isolate the results of the weekly script, the second

set only considers updates that occur to a file after 30 days have passed. We call this the30-day

filter. The last set takes the results of the 30-day filter, and removes all mass updates that touch

over 10,000 records. We call this thequarter filter. Using this approach, we can identify a lower

bound on the number of necessary updates; more may have been required to keep the relevant

reports up to date, but no fewer.

The results, shown in Figure 3.1, demonstrate behavior that deviates dramatically

from the write-once assumption of traditional tertiary storage. When no filters are applied, only

40% of the records receive 5 or fewer updates, and those that receive 20 or fewer updates still

only account for around 65% of all records. Applying the 30-day filter, 50% of the corpus still
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Figure 3.1: CDF of records, showing the number of updates per recordover the duration of the
water sketch’s update trace.

receives 5 or more updates. A shift appears, however, if the quarterly updates are filtered out,

as 60% of the records receive zero updates. This is still far from the write-once scenario; 10%

of the records receive 3 or more updates, and 20% receive one or more. Many of updates are

for complete “Period of Record” reports (records) that are running summaries of all prior data

for a site.

The historical sketch contained each record’slast update times, but otherwise did

not make note of updates to individual records. This meant that while we could identify if a

record had been updated, we could not tell if it had received multiple updates. Despite this, we

found that over 75% of records received at least a single modification toeither their metadata

or associated object. Like the activity we saw on water corpus, this is in starkcontrast to the

oft-quoted write-once assumption.

There is a caveat to note in our analysis of content mutability, however. Even though

we have literally years of data, this may only be a small fraction of the corporalifetimes. The

mutability we have observed, while it flies in the face of the write-once assumption, may be

focused on relatively new records in a given archive. A record may very well “stabilize” after

several years.

When we examine the inter-arrival time of updates within the water corpus, thetime

between any two consecutive updates to a record, illustrated in Figure 3.2,there are surprisingly

large numbers of records with long inter-update periods. 35% of the approximately 900,000

observed updates occurred after a period of over 64 days. When the30-day and quarterly filters
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Figure 3.2: Histogram of inter-update arrival times for all records in the water corpus.
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Figure 3.3: Histogram of time between a record’s creation, and its last update within the water
corpus. Note records that receive no updates are not counted.

are applied, 70% and 50%, respectively, of updates occur with an inter-arrival time of more than

64 days, though the total volume of updates drops significantly.

To further investigate update behavior within the water corpus, we examine the range

of time over which records were receiving updates. Figure 3.3 shows a histogram of the time

between a record’s creation and its last known update. There are, however, two important

points to note with this histogram. First, it does not include records that were never updated

after creation as they would not contribute to the update count. Second, therecord’s ingest

time relative to the start and end of the trace period impacts the update range weobserve. For

example, a record ingested two days before the end of trace would have at most a two day range.
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Figure 3.4: Histogram for the historical sketch, showing the range of time between a record’s
ingest date and its last modification time. Note that records not updated are not counted.

Nonetheless, this is still a valid method of demonstrating that records continue tobe modified

long after their ingest time. Using this approach, we observe that over 50%of records that

receive updates do so over a range of over 256 days. When we applythe 30 day and quarter

filters the proportions remain roughly the same; approximately 50% of records that received

updates were modified over 256 days after record creation. However,the numberof records

receiving updates drops due to the filtering.

In the historical sketch we do not have the same level of access granularity as in the

water sketch; rather, we can only see a record’s last modification time. Thistime reflects the

most recent time that any of a record’s fields or associated digital objects were modified. This

level of detail is still sufficient to show that of the approximately 28 million publiclyaccessible

records, over 21 million had a non-null modification date, meaning that approximately 75% of

the corpus content was updated at least once. This is significantly more than that shown in both

Agrawal’s desktop filesystem study [10], where over 80% of files remained unwritten each year

for over five years; and the modern tertiary storage behavior illustrated inFigure 4.2, where

approximately 80% of the corpus remained unmodified.

Update time ranges were also similar between the water and historical sketches. When

looking at the time between a historical record’s ingest and its last recorded modification time,

shown in Figure 3.4, we note that 85% of the modification times show a difference of 256 or

more days from a record’s creation.

The surprising amount of update activity we see across both the water andhistorical
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corpora is made possible—and easy—by the use of cheap random access media. The use of tape

or optical media in the face of so many modifications would be problematic, as theyrequire

significant extra hardware to maintain high access rates. Additionally, the long access times

of such media are a barrier to frequent modification of data. The relative ease of updating

modern media may have subtle, but important, implications however. For example,repeated

mass updates, like those seen in water corpus, can make identifying the source and nature

of an update difficult. While relatively innocuous in the water corpus, repeated, potentially

unnecessary, modifications of data can have profound implications in othersituations,e.g. legal

rulings or scientific findings based on retrieved data.

3.3 Public Content Archive Accesses

In both the water and historical sketches, record modifications appear assession-less,

system-generated operations. In contrast, record accesses are associated with a distinct session.

In the historical sketch accesses were grouped into sessions with the provided data, while in the

water sketch we grouped accesses based on access intervals and IP address of the requesting

party. Specifically, we used a sliding window approach where if a retrieval occurred within 10

minutes of a prior access from the same IP address, it was grouped into thesame session. Our

analysis in this section looks at both aggregate and session-oriented access behavior.

3.3.1 Aggregate System Behaviors

Within the water and historical sketches, we find that accesses are dominated by a

few, often machine generated, large-scale retrievals, such as a Googlecrawl or integrity check-

ing process. In the historical sketch, we observe approximately 5.88 million distinct accesses

between September 27, 2007 and June 16, 2010. The accesses are across 1.05 million user

sessions, accessing 2.28 million distinct records. From discussions with therepository admin-

istrators, we also know thatall records are integrity checked monthly. Though only 8% of the

28 million web viewable records were accessed by users over three years, 100% of the records

were read via the integrity checking process each month. If integrity checking is considered to

be equivalent to record retrieval, then less than 1% of reads come from end-users. Even assum-

ing that files are checked for integrity at a much lower rate of once per year, still only 10% of
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read traffic would come from end users. This finding has significant implications on archive de-

sign. Effective, low-latency, end-user retrievals are critical to the perception of a useful system,

but only make up a small fraction of the actual workload. On the other hand,administrative

processes, which make up the bulk of accesses and are critical to the integrity of the system, are

typically less latency-sensitive. As we describe further in this section as well as in Section 3.4,

a separate batch interface for bulk accesses could be beneficial to future systems.

In the water sketch, there are roughly 98,000 distinct retrievals between August 28,

2007 and July 1, 2010. By artificially grouping accesses originating fromthe same IP address

that arrive within 10 minutes of one another, we identify approximately 8,500 user sessions. We

chose 10 minutes as the threshold based on our observation that the numberof sessions created

by this grouping method taper off after approximately 10 minutes. We exclude approximately

1,200 retrievals that had a null value for their files, accounting for approximately 1% of all

retrieval requests.

We find that approximately 70,500 of the 98,000 total accesses in the water sketch

originated from Google, and 27,000 from other users. Since there were57,000 records in the

last quarterly update, and non-Google users made 27,000 requests, weobserve that no more

than 50% of the archive’s contents could be retrieved by non-Google users. On the other hand,

Google likely requested nearly all of the reports given the methodical nature of their crawls,

though it cannot be conclusively stated given the file renaming issues we noted earlier.

One peculiar behavior we notice in both the water and historical sketches aresignifi-

cant numbers of user-sessions re-retrieving the same record in the samesession, often within a

few seconds. Communication with system administrators and architects yielded no explanation

for this odd behavior. We note that these re-retrievals accounted for 3%of the retrievals in the

water-sensor log, and nearly 35%(!) (2.04 million) of the record retrievals for the historical

archive. These re-retrievals have a noticeable impact on the results andwe account for them

explicitly in our experiments and analysis.

From the daily access counts in the historical sketch shown in Figure 3.5(a), we find

that the number of accesses on any given day is relatively stable, and exhibits a slow growth

trend. We also note a number of moderate spikes, and one large spike around day 900.

A microanalysis of the large day 900 spike finds that it is comprised almost entirely of

sessions that only retrieved a single record, and that the records retrieved were predominantly
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(over 90%) photographs. Further, the upper quartile of distinct records retrieved in the spike

received 5 or more accesses, as opposed to the usual one or two on most prior days examined.

Consultation with the system and corpus administrators yielded no clear explanation for be-

havior seen in the spike—their only theory was that someone managed to link their entire web

viewable photo set, and they admit that such an explanation is only a guess atbest. Further, we

confirmed that external indexers, such as Google, only have access toaround 6,000 records in

the historical corpus, ruling out another possible explanation. Though we could draw no con-

clusions from this spike, it is worth noting as it as an example of anomalous behaviors that are

intuitively more likely to be seen in a long-term corpus served over many years.

To explore the potential effectiveness of caching on daily traffic and spike mitigation,

we ran the daily access count analysis with two different sizes of a simple LRU caching filter:

0.01% and 0.1% of the total number of retrievals, corresponding to 500 and5,000 records.

When we include re-retrievals during the same session in the count, even a small cache is

shown to be moderately effective at absorbing accesses, with overall hit ratios of 37% and 38%

for a 500 and 5,000 record cache, respectively. When we remove the re-retrievals the cache

effectiveness plummets, exhibiting an overall hit ratio of less than 7% for even the 5,000 record

LRU cache.

Interestingly, as Figure 3.5(c) shows, the cache is effective at reducing the magnitude

of several of the access spikes. Even the small cache absorbed nearly 50% of the traffic during

the day 900 spike. Thus, while their overall impact is low, read caches in long-term content

stores may be useful for handling flash traffic and record re-retrievals.

Next, we examine daily access counts and cache effectiveness for the water repository,

illustrated in Figure 3.6. One of the first things to note is an extended access spike, approxi-

mately between days 700 and 750. Using a reverse IP look up we confirmedthis was Google

slowly crawling the repository contents. In total, Google accounted for over 70% ofall record

retrievals. For the subsequent analysis of the water accesses, we filtered the large, external in-

dex crawl from the dataset. Note that while other user sessions did occasionally exhibit bot-like

behavior (fast inter-retrieval times, and mass retrievals) we could not conclusively identify them

as such, and left them in the trace.

In the water sketch, as with the historical sketch, we see a moderate number of re-

retrievals within user sessions, and examine the impact of caching with and without these re-
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retrievals, shown in Figure 3.7. As with the previous observations, with re-retrievals included,

there is low to moderate cache effectiveness with hit rates of 12% for a cache size of 10 records,

and 17% for 100 records. When session level re-retrievals are eliminated the hit ratios drop to

2% and 8% respectively. In the water sketch, however, caching remainslargely ineffective even

on days with significantly increased traffic, as figure 3.7(b) illustrates.

3.3.2 Per-Session Behaviors

One of the first results we noticed in our session-based analysis was the strong traffic

skew; only a few sessions account for the majority of traffic. Figure 3.8 illustrates the number

of retrievals per session with and without re-retrievals. Interestingly, for both the historical and

water sketches, over 50% of sessions only retrieve a single record. Further, we observe that

the distribution quickly flattens out, with approximately 90% of sessions retrieving 15 or fewer

records. Since many sessions are coming from humans interacting via a webinterface, the time

between user retrievals is relatively long, often seconds to minutes.

While 50% of sessions—with re-retrievals—only retrieve a single record, those ses-

sions in the historical sketch account for fewer than 10% of the total retrievals, and fewer than

5% for the water sketch, as shown in Figure 3.9. The vast majority of data was accessed from

larger sessions. In the historical sketch, 40% of all accesses come from sessions of more than 20

retrievals, and nearly 80% in the water sketch are made during similarly large sessions. In the

water sketch, this skew is due to a Google index crawl of the corpus that occurred over several

large sessions, each retrieving hundreds to thousands of records. The prevalence of these large

mass retrievals, much like the large integrity checking, suggests the utility of a batch interface,

as which we describe more in Section 3.4.

Next, we look at content popularity, independent of sessions, to see if we can identify

a subset of records or content types that account for a disproportionate fraction of accesses.

Figure 3.10 shows that all of the distributions exhibit a long tail, with the exception of the types-

based popularity for the historical sketch. For example, the sites—i.e. water well location—in

the water corpus exhibit the second strongest popularity affinity with 20% of sites accounting

for 60% of accesses, but the next 20% of sites only account for another 20% of accesses. At

file level granularity, this trend becomes even more pronounced. Note, however, that the file

naming issues within the water corpus may mask some amount of file popularity. The content
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(a) Complete historical corpus daily access rates with and without re-retrievals

800 850 900 950 1000
Day

0

5000

10000

15000

20000

25000

30000

35000

40000

45000

N
u
m

b
e
r 

o
f 

A
ce

ss
e
s

500 Record LRU
5000 Record LRU
No Caching

(b) Historical corpus cache impact with re-retrievals for days 800-1000.
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(c) Historical corpus cache impact without re-retrievals for days 800-1000.

Figure 3.5: Daily access counts to the historical corpus with and without re-retrievals and the
associated LRU cache impacts. If a retrieval was absorbed by a cache hit it was not counted.
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Figure 3.6: Daily access counts to the water corpus with and without the retrievals by Google

popularity distribution corroborates our early findings showing and explaining why LRU read-

caching appears to be largely ineffective; while certain categories of data are more popular,

individual records do not appear to be particularly more popular.

We next examine access locality within sessions to see if individual user sessions tend

to access a single or few types of content. In our analysis, we first remove re-retrievals from

all sessions and then exclude sessions in which only a single record is retrieved. Additionally,

we eliminate records from the historical sketch that are found to be missing metadata (less than

0.5% of retrievals), as well as those with the category “Restricted Type.” These records were

originally public and subsequently moved into the private archive, so we cannot determine their

category. The restricted type retrievals account for 12% of accessesafter removing re-retrievals

and excluding singleton sessions.

Figure 3.11 shows that, across both the historical and water sketches, individual user

sessions tend to retrieve strongly related content. We observed that nearly 50% of sessions in the

historical sketch retrieve three or fewer record types, and similarly 50% of sessions in the water

sketch retrieve data pertaining to only a single site. When we include the year,25% of sessions

in the water sketch retrieve records within a single site-year combination, butstill exhibit strong

per-session content locality.

Across sessions, however, a wide variety of content and individual records are re-

trieved. This is evident in the poor cache performance, as shown earlierin Figures 3.5 and 3.7.

The strong individual session locality does suggest that grouping data based on content along
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(a) Water corpus daily access counts with re-retrievals, days 300-500.
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(b) Water corpus daily access counts without re-retrievals, days 300-500.

Figure 3.7: Daily access counts for the water corpus with and without re-retrievals, and asso-
ciated LRU cache impacts of size 10 and 100 records. If a retrieval was absorbed by a cache
hit it was not counted. Google accesses have been filtered out. Note cache impact is nearly
eliminated when re-retrievals are removed.
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Figure 3.8: CDF of accesses per session showing the number of records retrieved per session in
the water and historical corpus, with and without per session re-retrievals. The plot is truncated
at 30 accesses, as the few large sessions would distort the plot.
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Figure 3.9: CDF showing what fraction of total retrievals were contributedper session size
with and without re-retrievals for the water and historical corpora. Note,truncated x-axis is
truncated at 100 to maintain readability as retrievals to the water corpus dominated by a few
large sessions; sessions with over 300 retrievals account for 60% of the total retrievals.
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Figure 3.10: CDF of record popularity by individual record, and distinct content type. Note that
x-axis values are ordered by popularity, that is, the most popular items areplotted first. With
the exception of the historical corpus record types all CDFs are subsampled.
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Figure 3.11: CDF showing the number of different content categories retrieved per session. In
the historical corpus, records have an associated category. In the water corpus, we examine how
many distinct sites as well as site-year combinations are accessed per usersession. The plot is
truncated at 30 types to avoid a distortion.
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with pre-fetching may be effective [83], provided the content type has asufficiently small num-

ber of records. For example, this would likely be more effective for the water corpus where

any given site-year combination rarely has more than 15 or so records ata few tens of kilobytes

apiece, than for the historical corpus where there may be many millions of records connected

by an associated category. In contrast, the lack of individually popular records we noted earlier

may impact systems that aim to conserve energy by duplicating or migrating commonly used

data [25, 63]. This is because while strong statements can be made about individual session

behavior, aggregate system wide activity is largely unpredictable in regards to the popularity of

records.

3.4 Lessons Learned and Implications

In this section, we cover overall lessons learned from our work in examining public

content archives.

Data modifications were frequent, widespread, and over a much longer duration than

expected suggesting that file immutability should be an enforceable policy independent of the

media type. This flexibility is even handy for explicitly immutable data–such as compliance

stores–as such datasets often have a specific expiration date, after which the owners would like

the data to be immediately deleted.

With respect to reads, we found that from the system perspective both the water and

historical corpora were quite active. While user requested reads wererelatively rare, data man-

agement tasks, indexing requests, and the inevitable migration of long-term data, make the

“read-maybe” pattern patently false;all content is eventually read, and it is often readen masse.

This could severely impact the effectiveness of system designs that relyon low read-rates. For

example, systems that rely on spun down disks for power savings may overestimate the cost

savings they can deliver [63, 76] unless accesses can be tightly controlled and scheduled.

Further, the results suggest a potential danger in optimizing for the wrong operations.

In the water trace, the vast majority of total accesses were from a few large-scale requests—such

as Google crawls—with the remainder originating from user accesses that often only retrieve

a single record. We argue, however, that these small numbers of user requests are latency

sensitive, and critical to the users’ perception of effective, long-termstorage.

Within these user sessions, we found that there were a few favored content types,
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and the same data was often requested multiple times within a single session. Across sessions,

however, it was much more difficult to identify popular content. Thus, asidefrom assisting

with the re-retrieval problem, strategies that rely on migrating popular data maybe ineffective

at best, and harmful at worst [63, 88]. In a disk spin-down scenario, such movement could incur

additional energy penalties for little or no benefit. Depending on the scale, this may also make

the use of tape-based architectures, and those based upon immutable media types significantly

less efficient.

It is important, however, not to downplay the importance of bulk accesses,since they

dominate an archive’s workload. Recall that we observed integrity checking accounting for 99%

of read accesses in the analysis of the historical sketch. The disparity in large and small access

properties suggests that current archive interfaces are insufficient. Since the data suggests that

these large-scale accesses are often latency-insensitive administrativeprocesses, we suggest the

use of an asynchronous batch interface for large requests as a complement to the traditional

single record interface. The benefit to the system is that such a requestwould provide fulla

priori knowledge of the records in the requests, allowing the archive to optimize its resource

scheduling most effectively.

Such an interface would allow a client to specify the set of records desired, a schedule

of when it needs the requests fulfilled by, and a means to alert the client when the request

is complete. For writing to a corpus, this could be useful for data managementfunctions:

We observed that public content archives provide anonymous read access, but writes came

from the system itself. In the case of external indexing services, such an interface could help

shift the large-scale requests from appearing parasitic at an energy cost and workload spike

standpoint, to a more symbiotic relationship; the indexing service receives thedata and provides

search capabilities, and the archive can efficiently provide the means forusers to retrieve it. To

prevent pathological use of the traditional, single-record access interface, archives could utilize

strategies such as throttling or retrieval caps.

3.5 Chapter Summary

In this chapter we explored the long-term workload behavior of two publiclyacces-

sible content archives, representative of the expanded nature of modern archival storage. We

obtained data from the Washington State Digital Archives and a repository of water table reports
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maintained by the California Department of Water Resources.

From our analysis, our contributions take the form of three broad conclusions. First,

in both the water and historical sketches, we found activity that directly contradicts the write-

once, read-maybe assumption. We found that records are actually updated, often multiple times

over many months, and when integrity checking and indexing processes are accounted for,

entire corpora are read. Second, we found that large, mass accesses account for most of the

activity to a given corpus. For example, batch updates to records in the water corpus. This

suggests there may be merit in a separate batch interface for large scale, latency-insensitive

accesses to an archive and a separate high-priority interface for smaller, latency sensitive user

operations. Third, we noted that individual user-sessions tend to havestrong content locality,

while aggregate behavior shows that any individual records popularityis limited. Because of

this, it may be useful to physically group data based on semantic content, though popular data

concentration and caching may be of limited effectiveness.
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Chapter 4

Scientific Tertiary Storage System Behavior

The greater our knowledge increases the more our ignorance

unfolds.

John F. Kennedy

Despite the fact that tertiary storage systems continue to be used in large scale scien-

tific and enterprise systems as long term archives, it has been 20 years since the last detailed

study of such a system [55]. In that time, the scale of storage systems has drastically grown.

Even relatively small organizations have disk based storage that exceeds the total capacity of

the system studied at NCAR in 1993, which at the time was considered large-scale with ap-

proximately 26 TB of capacity. By contrast, a system we examined from Los Alamos National

Labs (LANL) had over 1.3petabytesof data and was expected to grow to over 2 PB by early

2011. Further, this archive is only one of several at LANL, and is considered a small archive

at that. This is to say nothing of the myriad other hardware and software innovations that have

permeated the super-computing community. Understanding modern behavior can help us vali-

date if older architectures are still optimal, and if not provide guidelines for future systems and

optimizations.

In this chapter we begin bringing our knowledge of tertiary storage systemsup to date.

Our contributions in this chapter take the form of observations on tertiary storage activities and

architectural suggestions. First, much like the public content archives most activity is automated

in nature. Because of this, we see merit in the use of asynchronous batchprocessing, particularly

for large-scale administrative accesses. Second, we see strong localityof access, where files
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tend to be accessed in groups in small portions of the hierarchical namespace. This suggests

that grouping files based on directory may be useful, particular for tape and other offline media

where accesses to many locations can be very expensive. Third, we saw that there was no clear

subset of files responsible for most activity in the archive, much like the public content archives.

This means that read caching is largely ineffective, at least from the perspective of the archive.

Fourth, we saw fewer data updates relative to the public content archives, but still enough that

the idea of a write-once archive is called into question for the scientific use cases. We call this

out as write-once is often used as an assumption when designing archival architectures.

In the first section, we provide an overview of our two datasets, coming from Los

Alamos National Laboratory (LANL) and the National Center for Atmospheric Research (NCAR).

Following the dataset descriptions, we explore coarse-grained results we obtained from analysis

from LANL, followed by our analysis of the NCAR storage system. Our analyses of NCAR

and LANL are discretized due to the radically differing nature of the datasets making low-level

comparisons difficult. We conclude this chapter with an overall summary of our tertiary storage

system studies.

4.1 Dataset Descriptions

LANL: The system under consideration at LANL is one of their super-computing

archives. We refer to the archival data it stores as thegeneral scientificcorpus, and the archive

itself closely resembles the structure and intent of the classical view of long-term storage as

tertiary storage. The corpus, at the end of the time our dataset covers, contains approximately

60 million files, totaling 1.3 PB spread across disk and tape. The typical use case occurs when

a user is allocated compute time; he or she is provided a top-level directory in the archive for

storing his or her data.

The raw data we obtained on the LANL system is in the form of 13 months—from

May 2009 to June 2010—of daily histogram reports collected from a daily crawl of the sys-

tem’s inode metadata by FSstats [26]. One of the daily reports covers the entire file system;

the second covers each top-level directory corresponding roughly tosummaries of individual

projects. Table 4.1 describes the histograms we used. Note that atime (access time) tracking

was explicitly disabled in the file system, so we could not effectively analyze retrieval patterns.

NCAR: The National Center for Atmospheric Research (NCAR) is dedicated to me-
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Histogram type Description

Reported size File length returned bystat

Allocated space Number of bytes actually allocated

mtime File modification times

mtime (KB) File modification times, grouped by file size

Overhead Difference between reported size and allocated space

Table 4.1: FSstats histogram reports collected over the general scientific repository. One set of
histograms covers the entire archive, and the other set is run once for each individual top-level
directory, corresponding roughly to specific projects.

teorological and climate research and its associated impacts. Our analysis is focused on the

mass storage system (MSS), a tape-based storage archive used for storing a variety of datasets

for months to years.

The MSS consists of tape libraries with a disk cache “in front” to serve as a write and

read cache for files under 10 GB as illustrated in Figure 4.1. For files under 10 GB, clients write

directly to the disk cache; the files are later migrated to tape via an automated migration process.

Files over 10 GB are written directly to tape. For reads, the first read of a file goes directly from

tape to the user. If another read of thesamefile occurs within 24 hours, it is then cached on

disk, assuming its size is under 10 GB. Because of these policies, the cacheis primarily utilized

as a write-buffer, which in turn generates large amounts of automated migration traffic as data

is moved to tape. The dataflow is illustrated in Figure 4.1.

Users interact with the MSS through a FIFO queue. Files are written to any currently

mounted media that has sufficient space. Reads are queued to a specific tape or disk volume,

allowing for multiple reads from a single tape mount. Given the FIFO nature of request handling

we see a relatively “pure” ordering of user-requests. Thus, our analysis reflects user behaviors

with less noise than an analysis of a system that aggressively re-ordersand groups requests.

As an example of MSS operation, consider a user wanting to archive a 1 GB,file

myData.dat. Initially, myData.dat is created on the disk cache. As space is needed on the

disk cache, themyData.dat file will be copied to the first tape that has sufficient space and

subsequently removed from the disk cache. IfmyData.dat is later read, the initial read will

go directly from tape to the user, bypassing the cache. If the file is read a second time within

44



Date Hardware

Jan 2008 5 StorageTex Powderhorn Silos

40 TB Disk Cache

70 STK 9940B Drives

Jun 2008 5 StorageTex Powderhorn Silos

100 TB Disk Cache

70 STK 9940B Drives

Jan 2009 5 StorageTex Powderhorn Silos †

2 SL8500 Tape Libraries

100 TB Disk Cache

70 STK 9940B Drives †

70 STK T10000B drives

Mar 2010 2 SL8500 Tape Libraries

100 TB Disk Cache

70 STK T10000B drives

Table 4.2: Evolution of MSS hardware. January 2008 is the start state of the system. With
the addition of the SL8500 libraries, the corpus was migrated from the Powderhorn libraries in
preparation for their decommissioning. † denotes hardware in the processof decommissioning.

24 hours,myData.dat will be cached on disk.

Purges(permanent deletions) of files from the system are based upon a file’s retention

policy, or done by explicit request from a user. Each file has a retentionpolicy describing the

number of days it should be retained in the archive,e. g.360 days. If a file passes its retention

period without extension, it is considered to be in thetrash. After 30 days in the trash, the file

is permanently deleted from the system and its removal is logged as an action. Note that the

default retention period and trash time are system parameters set by NCAR staff, though actual

retention periods can be modified by users.

The hardware evolved significantly during the logged period, as summarized in Ta-

ble 4.2. As we show further in the following sections, the data migrations associated with

this technology change are not noted in our logs. No further hardware changes occurred from

March 2010 until the end of our dataset.

The data corpus stored on the MSS, which we refer to as theNCAR corpus, is com-

prised of approximately 80% simulation output, 15% observational data for validation and seed-
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Figure 4.1: This figure provides an overview of the NCAR MSS. Note that all files under 10 GB
that are created or written to are cached first on the disk cache, while reads are only cached if a
file is read twice within 24 hours. Files greater than 10 GB in size are written directly to tape,
and all reads initially come from tape if they are not already present on the disk cache.

ing of simulations, and 5% system backups. At the beginning of our datasetin January 2008,

the corpus was known to hold approximately 4 PB of data; at the end of our dataset, it held ap-

proximately 11.7 PB of data in 69 million files. However, approximately 3.3 PB wereduplicate

bytes: extra copies of files for reliability purposes. A typical long-term use case of data stored

in the archive is storing simulation output and retrieving it two to five years laterfor re-analysis

and validation.

4.2 LANL Analysis

We beging by comparing the LANL storage system to prior archives, before moving

onto details on modification and update behavior.

4.2.1 LANL Storage Hardware and Scale Evolution

One of the first things we note in our examination of the LANL archive is that ithas

a significantly higher fraction of disk, relative to tape, for its storage compared to prior studies.

Summarized in Table 4.3, the scientific corpus from LANL contained about 1.3PB at the end

the report period, and is hosted on 1000 TB of tape, and 285 TB of harddrives. Note however

that the LANL corpus was continuing to grow at the time of our analysis, and was estimated to

grow beyond 2 PB in 2011. While the LANL administrators have designed the tape library to
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Disk (TB) Tape (TB) Total (TB)

1993 0.1 26.2 26.3

2010 300 1000 1300

Ratio 1:3000 1:38.2 1:49.4

CAGR 60.2% 23.9% 25.8%

Table 4.3: Tertiary storage comparison between the NCAR system in the 1993Miller study [55],
and the current LANL system, showing the ratio between the 1993 value andthe 2010 value,
and compound annual growth rate (CAGR).

expand to partially accommodate this growth, overall system growth will still be proportionally

dominated by disk. Compared to the scientific corpus of the NCAR study [55],the total corpus

exhibited a compound annual growth rate (CAGR) of 25.8%. However, most of the growth

in capacity occurred in hard drive storage. Compared to the earlier study, the data shows a

hard drive CAGR of 60.2%, though one must take this number with a grain of salt given the

varying nature and relative scales of the systems in question. Note that we restricted the hard

drive comparison to a holistic high level view, as the NCAR archive did not use commodity

hard drives, relying instead on proprietary storage modules. Interestingly, that hardware was

fairly old when it was studied in 1993; the IBM 3380 systems [44] in the NCAR archive were

introduced in 1980, with the final revisions released in 1987.

Similarly, the 1992 NCAR archive used IBM 3480 tapes, with a capacity of 200 MB

per tape. This format was introduced in 1984, making it nine years old at thetime of the study;

by 1992 IBM was producing the fourth generation 3490E IDRC tapes, witha capacity improve-

ment of 12 times that of the 3480. By comparison, the 2010 LANL archive uses the relatively

recent LTO-4 format tapes, with 1 TB of capacity, 5000 times the storage ofthe IBM 3480 tapes.

Even with the potentially exaggerated gap in tape capacity, we still see a CAGR of 23.9%, which

lags slightly behind the total storage CAGR of 25.8%. The impact of this shift towards more

disk-centric—and in the near future potentially SSD—tertiary storage on file usage and migra-

tion patterns is of keen interest. In the NCAR system we describe later in this chapter, the disks

are primarily used as a file cache, but with continuing increases in disk density as well as new

media such as phase-change memory and high-density flash becoming available we may see

moves towards disk becoming the primary storage medium in these larger archives.
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4.2.2 LANL Storage Data Modifications

We next look towards the mutability of the scientific corpus, examining file updates

and locality. We found that despite despite rapid growth in the fraction of storage provided

by hard drives, a media that is much easier to update and access than tape,traditional tertiary

corpora continue to be fairly static; 60% of the LANL content we observedwas not modified in

nearly a year.

Figure 4.2 illustrates the general scientific corpus’s aggregate update behavior with

a heatmap. The y-axis corresponds to histogram bucket ranges, and the x-axis the day of the

trace. The heat-scale on the right maps shade to the total fraction of archive contents. Thus, a

corpus that exhibited a high degree of content modification across many files would be warmest

along the base of the y-axis; many records would have a recent modification time.

When records are ingested into the archive, they tend to be ingested in batches, and

they maintain their existing modification time, explaining why the temperature warms in areas

other than the histogram bucket for 0–2 days. At the start of the trace, the archive ingested a

batch of files with recent modification times. In Figure 4.2 this appears as a warm area near trace

day 0, for the histogram bucket with files 2–4 days old. As the trace proceeds, those records

remain static, and age steadily. This is seen on the heat map by the high temperature region of

the histogram moving from the 2–4 day bucket to the 64–128 day bucket asthe trace proceeds

from day 0 to day 100. Other ingests follow the same behavior, as seen near days 60, 100, 150

and finally 310.

Despite the growing use of hard drives, the results show that aggregatemodification

behavior in traditional tertiary storage appears much the same as it was at NCAR over 15 years

ago. That study showed that 65% of files referenced in the 24 month tracewere only written

to a single time, and over 20% were read but never written to. Similarly, at the end of the

dataset’s duration, despite only having a 13-month trace, we see that approximately 60% of

corpus records had modification dates more than 256 days in the past. The concentration of

heat towards the upper end of the heatmap, rather than periodic and concentratedlowerMTIME

values which one might expect with consistent periodic ingests, is due to two factors. First, the

archive is continuously growing. If data is remaining unmodified, most of it will continue

to age and the relative fraction each new ingest makes up of the total archive corpus will be

continuously decreasing. Second, the histogram buckets logarithmically scale. Each bucket
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Figure 4.2: Heatmap of the general scientific corpus’s daily record modification histograms
over 400 days. The color indicates the fraction of the total archive contents, x-axis the day in
the trace, and y-axis the modification time histogram bucket. For example, on day 275 of the
trace, 80% of archive contents received their most recent modification 128–256 days ago. Note
y-axis is log scaled (to match the histogram report), and we truncate it after 1024 days, as most
contents are below that age.
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covers twice the time range of the prior bucket, so higher values necessarily cover more time,

and thus will cover a greater fraction of older files.

Unfortunately, given the coarse granularity of our data we can’t gleanindividual file

behavior. Given this and the relatively short time period our dataset covers, we are leery of mak-

ing strong suggestions towards system design based solely on our investigation of the LANL

data. That said, this sort of behavior suggests that older techniques and architectures for file

migration and caching may still be relevant in modern tertiary storage systems, and this obser-

vation is reinforced in our study of the NCAR system, described next in Section 4.3.

To examine update locality in the LANL sketch, we looked at the individual top-level

directory histograms as opposed to those showing aggregate system behavior. It is important to

keep in mind throughout this dicussion, however, the coarse granularity of the data we are work-

ing with comprised of histograms with logarithmically scaling in bucket sizes and relatively few

populated project directories.

Before any of the analysis was done, we filtered out directories that never contained

any files, which was apparent based on histograms with 0 file counts and sizes. This accounted

for approximately 500 of the 600 total project directories on the last day ofsummaries. We

consider a directory to be updated if at any time after the initial ingest—the firstday a non-zero

file count is seen—the number of files present within the directory changes, or a we observe

change in the mean modification time of the files resident in the directory. We chose to focus

on the mean modification time as it was the simplest method given the very coarse granularity

of the data we had. We had no observations of individual file behaviors.

Figure 4.3 shows a CDF illustrating the number of updates a typical directory re-

ceives. It is important to note however that thismaybe potentially misleading as we only see

activity at a day level granularity; a directory that receives updates everyday but is only 17 days

old, will look to be average, when it may very well continue to be active for much longer. Re-

gardless, we still see that 80% of directories receive 25 or fewer updates. This lines up with

the conventional wisdom that a relatively small fraction of a system receives a disproportionate

amount of activity. Note this fact is only a part of the picture however; we cannot easily tell

the magnitudeof the update(s). For example, a directory receiving a single, small file update

every day is extremely difficult distinguish from a directory with a very largefile being modified

everyday, or similarly one with many files.

50



Figure 4.4 shows the amount of time between a directory’s first population withfiles

and the last noted update. The times are relative to the first appearance offiles in the directory.

However, despite this we still see nearly 40% of directories having some sort of activity over

128 or more days. While we have evidence that there is activity over long periods of time, we

have no notion of the magnitude of the activity. For example, even though we might be able to

see that 15,000 files are now marked as being in a bucket of mtimes between 0 and 2 days prior

to the summary, we can tell nothing about the nature of the modifications. The files may have

been entirely replaced with new data or simply touched with a single bit flipped somewhere.

Figures 4.5 and 4.6 illustrate the distribution of inter-modification times to individual

project directories—recall the day level granularity of our histograms however. As we can see,

most updates occur within a few days of each other and quickly drop off.This follows behavior

similar to that shown in the 1993 NCAR study [55]. The same issues still apply from above; we

have not come up with an effective way to gauge the magnitude of the changes in a consistent

automated fashion for more than a single directory with the coarse nature of our data.

Regardless, the preliminary evidence we have discovered here does suggest that mod-

fication patterns are still similar to that of older studies such as the 1993 NCAR study. We

found moderate to strong temporal and namespace correlations to updates.While we must keep

in mind the coarse granularity of this dataset, these results suggest that physically grouping data

on user directories could yield performance and efficiency benefits, and this is corroborated by

our NCAR MSS study as shown later in the chapter.

4.2.3 LANL File Size and Space Distributions

Here we describe the distribution of file sizes and allocated space across the LANL

sketch, again with comparisons to the 1992 NCAR study.

Moving to the file level, we next examined file sizes within the corpus. Figure 4.7

shows a CDF of file sizes calculated from the last day’s histogram in the dataset. Nearly 50%

of the data written in the NCAR study consisted of files between 10 and 100 MB;in contrast,

we found that 40% of the total reported usage in the LANL corpus consisted of files between 1

and 2 GB.

Interestingly, however, when comparing the reported file sizes to the amount of stor-

age space actually allocated to files, note that 60% of allocated space is consumed by files
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Figure 4.3: CDF of the number of updates per individual project directory.
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Figure 4.4: A histogram showing the amount of time between the the first file being noted in a
directory and the last seen update. Those that are never updated are not counted.
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Figure 4.5: A histogram of the update inter-arrival times for individual project directories. Note
the day level granularity of our data, so we cannot identify inter-arrival times finer than one day.
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Figure 4.6: A CDF of update intervals for top level directories in the general scientific corpus.
The update count is a count of the number of times we observed a change insome value for a
directory. For example, 25 updates means we observed differences on25 distinct days.
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Figure 4.7: CDF of reported file sizes and allocated space at the end of thegeneral scientific
trace. Volume refers to the aggregate amount of storage consumed (in KB), while count refers
to the number of files. Sparse files have larger reported file size than allocated space, causing
the difference between the curves.

between 2 and 8 MB in size. Thus, while the bulk of storage is consumed by files that are

considerably larger than the previous study, those files tend to be sparse; over a petabyte is

accounted for when looking at file sizes, but only around 100 TB is actually allocated. This

behavior may be partially attributable to scientific super-computing’s use of shared checkpoint

files [19].

Figure 4.8 shows a CDF breaking down the fraction of space that each directory con-

tributes to the total archive. We observe that a relatively small fraction of directories contribute

the dominant fraction of space. The same holds true for raw file counts as well, as shown in

Figure 4.9. More data is needed to see if this is an artifact of the specific system at LANL or is

a general trend across scientific tertiary storage archives.

4.3 NCAR Analysis

While the LANL sketch provided illuminating, if preliminary, results, its very coarse

granularity limits our analysis. To address this, we have obtained a new detailed dataset covering

three years of file migration activity from NCAR. In this section we begin by providing an
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Figure 4.8: CDF showing the proportion of the total file count each populated directory con-
tributes to the total number of files. Note this is the count on the last day of summaries, July 9
2010.
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Figure 4.9: CDF showing the proportion of the space each populated directory contributes to
the total. Note this is the count on the last day of summaries, July 9 2010.
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overview of our methodologies, before diving into micro-analyses of several facets of the MSS

activities.

4.3.1 Methodology Overview

For the purpose of our analysis we group actions into three broad categories. The first,

which we calluser activities, consist of actions that create, read or update a file’s data. These

actions almost always come from end-users of the archive. The second is migration activities:

automated moves of data to and from the disk cache, as well as a small number of tape-to-tape

migrations and integrity checks of data stored on tape. The third category ofactions arepurges,

the permanent deletion of files within the archive. We first describe the actions associated with

user and migration activities. We do not go into greater detail on purges since there is only a

single action, also called a purge, associated with that category.

There are three actions that we group under the category of user activities with which

we are concerned: creates, reads, and writes. A create is the ingestionof a file and all of its

associated data into the MSS. A write is anupdateto a file already in existence in the archive.

When we refer to user activities, we use the terms write and update interchangeably. A read is

simply a read of a file’s data.

There are two types of actions in the category of migration activities. The first is a

migration read, which is simply a read of a file in preparation for writing the file elsewhere in the

system. The second is amigration write, which is a write of the file data read from a preceding

migration read. With the exception of a small fraction of aborted or mis-logged activities, every

migration write has a corresponding migration read. Thus, most user activities (those that are to

the disk cache) have atleasttwo associated migration actions that will follow it at some point.

As we show in Section 4.3.2.1, these migration activities are actually responsiblefor most of

the data movement in the system.

Throughout our workload study when we calculate the number of bytes involved in

any action or group of actions, we are summing the file sizes. As we lack data describing how

much data is actually moved or written, we use the file size to approximate an upperbound.
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Activity Type Count % of Total

All Actions 189,364,952 100%

User Acts. Total 65,980,770 34%

User Reads 22,272,374 12%

User Writes (Updates) 5,797,550 3%

User Creates 37,910,846 20%

Migrate Acts. Total 111,895,464 59%

Migrate Read 55,952,916 30%

Migrate Writes 55,942,548 29%

Purges Total 11,488,718 6%

Table 4.4: Summary of actions observed during the trace period. Percentage of total is the
fraction of all actions counted. Migrate and user totals are the total number of actions within
those categories. Subtotal percentages are approximate to ensure a sumof 100%.

4.3.2 NCAR MSS Analysis

We now provide a top down analysis of activities in the NCAR MSS, starting with

aggregate system wide observations before moving on to user and file level analyses.

4.3.2.1 NCAR Aggregate Observations

From January 1, 2008 to December 31, 2010 we identified approximately 50.5 million

unique files in our logs. From our sketch, we know the total corpus contained approximately

69 million files at the end of 2010; however our logs only account for files acted upon during

the 3 years of observation. We only know of the total corpus file count from out-of-band com-

munication with administrators. As we describe in Section 3.4, these communicationswere

invaluable in aiding our understanding and observations.

Figure 4.10 provides a high-level overview of what the workload looks like over the

course of a week. We see strong diurnal patterns linked to the workday [32], and note that there

is significantly more activity due to file migrations than user actions, which we investigate more

later in this section.

Figure 4.11 is a cumulative distribution function (CDF) of file sizes observedover the

three years of data.Countrefers to the fraction of files of a given size, whilevolumerefers to
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Figure 4.10: Averaged hourly activity rates for actions, exclusive of purges. The “all activities”
line is the sum of the user and migration activities for that hour. Hour 0 corresponds to Monday
at midnight. Around hour 144 was the weekly maintenance cycle, where all activities went to
near zero.
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Figure 4.11: CDF of file sizes by the fraction of files of a given size, and the file sizes responsible
for a given fraction of space.

the amount of space taken up by files of a given size [32]. We found that80% of observed files

are smaller than 100 MB, but most space is taken by files larger than 100 MB.The typical file

size in the NCAR MSS is larger than that noted in Dayal’s study of HPC systems at rest [26],

though Dayal notes that there is significant variance in average file size from system to system.

In our first set of observations, we examine the fraction of actions devoted to file mi-

gration. This is of interest as “maintenance” and other supporting actions are easy candidates

for optimization—they are predictable and often latency-insensitive. In examining these activ-

ities we found that automated file migrations make up the majority of data movement in the

MSS.

In Table 4.4, we show the number of user activities and migrate activities by count.

Activities due to migration significantly outnumber those from user-sourced reads, creates and

writes. This observation is consistent with conclusions drawn from both other archival and

enterprise systems in which the dominant fraction of activities are automated “supporting” op-

erations such as integrity checking and metadata manipulations [8, 24, 82]. The reason for this

large number of automated actions in the MSS is the use of the disk cache as a staging area file

for creations and caching file reads. If the data is not already on tape, itmust be copied onto a
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tape prior to removal from the cache.

Over the period covered by our sketch, the archive was migrated to a newgeneration

of equipment, ultimately resulting in the entire corpus being both read and written.However,

our logs did not note activities from this data migration. This provides us with twokey insights.

First, the oft-quoted “Write-Once, Read-Maybe” assumption within archives is false from a

system maintenance perspective. When we account for these inevitable technology driven data

migrations, data is inevitably both read and written. There is still a grain of truth to“Write-

Once, Read-Maybe” from the user perspective, but as we describelater, this assumption is

not unequivocally true there either. Second, the lack of evidence of these migrations in our

logs highlights the importance of communicating with system administrators and architects to

understand the limitations of any data being provided. Without their input we would have been

ignorant of the migrations from one set of hardware to the next.

We next examine the distribution of files and data across the namespace because it

can offer hints as to how a system should physically group and organize itsdata. Figure 4.12

shows two views of the distribution of files at different depths of the namespace. As we explore

in greater detail next, most files and data are concentrated around the samerelative directory

depth, though there is wide variation in the number of files and data in any given directory.

Figure 4.12(a) shows a breakdown of the number of files and bytes contained recur-

sively at each directory as a fraction of all the data and files observed.For example, the root of

the directory tree, depth 0, would contain 100% of the files and data since it includes everything

beneath it. We include files that were purged when calculating the distribution of files and bytes

because many files were only observed upon deletion.

In contrast, Figure 4.12(b) shows the amount of files and data at aparticular level;

approximately 90% of data and individual files are contained at depths three through five, in-

clusive. Although most files are at depths three through five, there is significant variation in the

typical number of files per directory. The median at depth five is 11 files perdirectory, but the

mean is 70 and the standard deviation is 607. Since the vast majority of directories contain a

modest number of files and bytes, physically grouping whole directories onindividual physical

media is viable, and as we show in our analysis of user behaviors, may yield performance and

efficiency benefits.
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Figure 4.12: Two views of the distribution of files and bytes by directory depth. For example,
/user/foo/ would be at depth 2. The distribution is across 50.5 million files in 1.4 million
directories. 61



4.3.2.2 NCAR User Behaviors

The raw data we obtained from NCAR did not have user actions grouped into ses-

sions, so to approximate them we artificially grouped activities from individual users into

temporally-based sessions. To do this, we used a sliding window of 15 minutes. Any actions

(exclusive of purges since they were only logged once per week) thatwere within 15 minutes

of the previous activity for a user were grouped into a session. Any actions that occurred after

a 15 minute idle period were put into a new session. The 15 minute idle period waschosen by

examining the number of sessions created as the window length grew. Selecting too small of

an idle period resulted in many single action sessions, while using an idle periodlonger than

15 minutes yielded sessions with very few additional actions. Using this method we identified

approximately 640,000 unique sessions.

We examine the distribution of activities on a per-user and per-session basis as it

allows us to understand typical user-behavior, which in turn is often the behavior for which

a system should be optimized. In our examinations we found that most actions come from a

relatively small subset of users and sessions. Further, sessions arecomprised of only one type

of action.

We find that a relatively small fraction of users are responsible for most actions in the

archive, particularly in regards to writes. 20% of the users were responsible for nearly 90% of

the logged actions and 90% of the data volume accessed. At the session level, we see a similar

distribution of data volume and activities. 10% of the sessions are responsible for nearly 90%

of the logged activities and 90% of the observed data movement.

In Figure 4.13 we show a breakdown of the number of user activities occurring during

sessions; the majority of sessions have fewer than 100 actions. Figure 4.14 shows the sum of

file sizes seen in a given session, providing an upper bound on the amount of data that could

be manipulated or transferred during the session. Most sessions (over90%) act on less than

100 GB of data.

We find that sessions never mix user action types. Rather, a given session is comprised

of just creates, just reads, or just writes. This makes sense on an intuitivelevel as it takes time

after reading a file to analyze the data and then write results. Moreover, thearchive is not a

“scratch” space meant for interactive jobs where mixtures of reads andwrites are common.

The primary implication we draw here is that there is likely a benefit to having a
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Figure 4.13: Breakdown of user activities per session. Note that each line has a unique number
of sessions, thus changing the relative fractions at each level, with all user actions having the
most sessions.

10-2 10-1 100 101 102 103 104 105 106 107 108 109 1010

Kilobytes (1024) Observed in Session

0.0

0.2

0.4

0.6

0.8

1.0

Fr
a
ct
io
n
 o
f 
S
e
ss
io
n
s

All User Acts.
Creates
Reads
Writes

Figure 4.14: CDF illustrating the amount of data on which sessions act, broken down by user
activity type.
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Figure 4.15: CDF showing the number of files, directories, and directory depth that sessions act
at.

priority-driven, asynchronous batch interface for very large accesses. Presumably, larger ac-

cesses are less latency-sensitive than smaller accesses, providing greater flexibility than hard-

coded policies, and allowing large accesses to be intelligently ordered and arranged around

smaller, potentially latency-sensitive accesses. Working around latency-sensitive accesses is

especially important for systems that may have limited concurrency or drive spin-up policies.

We next look at how session actions are distributed through the namespacehierar-

chy. This can provide hints as to how archival systems should physically group data to reduce

seek times and media activations. Here we find that most sessions stay within relatively few

directories.

In Figure 4.15 we show the typical directory depth, number of directories,and number

of files touched during sessions. The number of directories accessed istypically nearly an order

of magnitude less than the number of files, meaning that sessions access multiplefiles within

each directory. The average directory depth per-session is typically (80% of sessions) less

than 5, and the directory depth average almost always remains a whole number, suggesting that

users tend to access files groupedat the same depth. Taken together with earlier observations,

this finding suggests that it may be useful to physically group data based onuser and directory
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depth. This technique could yield improved performance, minimizing seeks, and providing for

easy pre-fetching and streaming reads and writes for tape and low-power disk-based systems.

Physically grouping data by user was similarly done by the RASH portion of NASA’s MSS-

II in the late 1980s [40, 81] where data was physically grouped by user.Modern systems,

such as HPSS [4], also provide tools for the automatic grouping of files to bemanaged as

a single administrative unit. For tape based systems as well as archives builtfrom spun-down

disks [25, 76], this can be a boon because it would reduce the need formultiple media activations

and mounts.

Observation:

We examine the total activity of users to see how many were effectively idle during

the trace period. Depending on how the idle users’ data is utilized, it may provide a heuristic for

purging data. We find that many users did not have any operations beyond deletes associated

with them.

We identified 1400 users that had user and migration activities associated withthem—

this is what we focus our session level analyses on. However, we found an additional 200 unique

users that were only associated with deleted files. That is, the only activitiesassociated with

those users were purge actions. While we do not examine the temporal distribution of individual

user activities, this suggests some users and their data—see observationson file lifetimes—may

be transient members of the system.

4.3.2.3 NCAR File Level Behaviors

In this section we go deeper and look at the behavior of individual files within the

system.

We examine file lifetimes for two reasons. First, archives are often considered to be

immutable datastores, and as we show, this is not the case. Second, identifying how often, and

when, files are deleted can help guide the organization and policies of a system. We find that

around 15% of files are deleted within a year of creation.

In our analysis of file lifetimes, we only consider files for which we observed a create

during the logged period. Of the 50 million observed files, we saw 36 million unique file

creations, and 11 million deletes. We then correlated approximately 5 million deletesto files

with observed creates. We focus our analysis on these files with observed creates as we can
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Figure 4.16: CDF of the distribution of the lifetime of files created during the trace. “nth year
creates” refers only to files created during thenth year of the trace, while “all creates” refers
to all files created during the trace period. For example, the “all creates” line ends at around
13.5%, meaning 86.5% of files that were created had not been deleted by theend of the trace.
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precisely determine their lifetimes, illustrated in Figure 4.16.

We make two primary observations in this area. First, it appears that approximately

80% of the files created in the first year are in existence at the end of trace, suggesting that the

majority of the files have long lifetimes. Second, of those files thatare deleted, they are most

likely to be deleted from the system within one year of creation. While this strongtemporal

spike is due in part to file retention policies—360 days is one of the most common—it actually

makes for a stronger basis in estimating user intentions as they are forced to explicitly decide

which files will remain in the system. This is further reinforced by the fact thatusers are charged

for data stored in the archive.

These file lifetime results are interesting for several reasons. First, archives are clearly

not immutable data stores—a significant number of files are deleted. Second,while the notion

of files being deleted relatively quickly, or not at all, is not new [17, 51, 67], the deletes on the

archive occur after months, as opposed to within seconds of creation onenterprise and personal

storage. Because of these behaviors it may be useful to add another logical “probationary”

level to the storage hierarchy: a place where files that are likely to be deleted are stored before

entering a more “permanent” state in the system.

We examine the distribution of actions upon files because it can strongly impact

caching policies. When examining file activities, we do not include files that are only acted

on by a purge. Thus, we study around 43 million files. We find that most files receive few

actions. Exclusive of migration activities, 65% are only acted upon once in three years.

Our observation is that, as a whole, actions are evenly distributed across files, and

that most files are the target of relatively few actions, as shown in Figure 4.17, which illustrates

the distribution of actions across files. The line is relatively flat, indicating thatactions are

evenly distributed across files; a vanishingly small fraction (less than 0.1%)receive hundreds or

thousands of activities. This is further illustrated in Figure 4.18, where we show the distribution

of files by activity count. Across all user activities, 70% of the files we observed only received

a single action, usually the initial create of the file.

Our suggestion, based on this observation, is one that NCAR already implements:

use the disk cache primarily to absorb creates/writes. Individual file activities are sufficiently

spread out and rare that read caching in general would be largely ineffective. The small number

of files that are very active, however, could easily be serviced on a disk cache.
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Figure 4.17: CDF showing the fraction of files responsible for a given fraction of total activities.
Note the user and migration plots do not start at 0 files since not all files had only user activities
or only migration activities.
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Figure 4.18: CDF of the fraction of files receiving particular activities from users (reads,writes,
creates) and migration processes. We truncate the count at 25 becauseonly a very small fraction
of files receive hundreds or thousands of activities.
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Figure 4.19: CDF showing the inter-update interval of files that receive more than a single
mutation (more than a single create OR single write), as well as the time range observed between
the first and last mutation of a file. These files account for approximately 2.5million of the
observed 50 million files. The x-axis is on a log scale.

We examine the mutability of files since a common assumption in archival design is

the notion of “Write-Once” files. This can influence caching policies and how data is organized

within the system. We see that approximately 5% of files had updates to their data with most

updates occurring within one day of another. A small subset of files receive updates over long

periods of time (longer than 100 days).

Before we move on to our observation, we describe what we consider to be an update,

ormutationto a file. If a particular file has been created multiple times, all creates after the initial

are counted as mutation to file state. A second create to a file overwrites the original data; it

may be identical, or entirely different. Any write to a file is treated as an update toits data.

In Figure 4.19, we show the interval of time between successive updates tothe same

file. A file is not accounted for if it does not have at least two creates andor writes. Thus, we

observe inter-references for 2.5 million files, around 5% of the unique files observed during the

trace. Most updates (roughly 65%) occur within one day of another update. After this, we see

a marked increase in the interval of time between updates. The next 20% occur within ten days
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Figure 4.20: CDF of the inter-reference interval files under several different filters. “user and
migration acṫ’’ includes all user and migration activities, while “user acts.” includes reads,
writes and creates, and “user reads” includes just reads. Note that 100% only accounts for files
touched by the respective activities, and files only referenced once are not counted because we
are unable to calculate an interval for them.

of each other, and the subsequent remainder occur between 10 and 1000 days.

Figure 4.19 also shows the range of time between a file’s initial creation (or first

observed write) and its last update or overwrite, which we refer to as themutability range. 40%

of the files for which we calculate a mutability range have ranges greater thanten days.

To further explore a file’s mutability we count the number of potential updatesa file

could receive, only counting files that have at least one observed update. This could be either

a create action overwriting an existing file or a write action updating a file’s data. Over 75%

received a single update, and over 95% of files receive fewer than tenupdates. The remaining

files receive anywhere from 10–100 updates or more. Given the relatively short inter-update

time for file data, caching should be able to absorb most updates before writing back to the

archive.

We examine inter-reference intervals for two reasons: to explore the impact that file

migration has on a file’s inter-reference period, and to measure the frequency of accesses to a
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file. Both factors may impact caching and data placement policies. When calculating the inter-

reference interval including migration activities, we treated each migration (read and write, pos-

sibly to multiple copies of the same logical file) as a single reference, preventing a misleadingly

high inter-reference count for files, particularly those with multiple copies.

When we account for automated file migrations in a file’s inter-reference interval, file

inter-reference intervals appear superficially shorter. Considering only user actions causes files

to exhibit longer inter-reference intervals, albeit with fewer files accounted for.

Figure 4.20 shows the inter-reference intervals for files under a varietyof filters. Note

that in order to be counted a file must have had at least two actions under therelevant filter.

When we include migration activities, the general inter-reference intervalappears superficially

shorter, due to daily migrations of files off of the disk cache. However, when migration activities

are filtered out, we see a larger fraction of files under consideration with longer intervals, though

this includesfewer total files. In essence, automated migration processes can skew how the

workload is perceived. Consider, for example, how much the full migrationdue to the tape

library upgrade would have skewed the overall inter-reference period.

The second observation we make is that when we are only concerned with reads,

the files that do see repeat reads (approximately 2.2 million) can see very extended periods of

time between them. This lines up with the anecdotes we were given about a typical use case:

retrieving stored data at long intervals to validate old experiments and seed new ones.

4.4 Combined Analysis and Implications

Our experiences in analyzing activity on the general scientific (LANL) and NCAR

corpora lead to suggestions for long-term tertiary storage system designers.

Bring back the batch interface. We found that most accesses occur from a subset

of users and sessions, and are often very predictable,e.g. data migration processes and large

user-sourced scripted jobs, similar to the large-scale access behaviorswe saw even in the public

content archives. With these behaviors, there may be significant benefit gained from an asyn-

chronous batch interface that allows a scheduler to intelligently group and place writes while

scheduling around more latency sensitive processes. Because end-users are often less tolerant

of latency than something like an integrity checking process, the integrity checking can easily

be given a lower-priority and run in batch mode in the background, improving user quality-of-
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service while still providing for administrative and maintenance tasks.

User and namespace grouping may aid archives with offline media.We believe

that physically grouping data based on user and namespace heuristics mayprove fruitful. We

noticed that in the NCAR corpus files and bytes tended to be concentrated around the same

levels and that user sessions tended to act within the same directory level. Similarly, we saw

temporal and namespace locality in the general scientific LANL corpus. In addition, in the

NCAR corpus few files were shared across many users, so grouping by user, like that done

in the MSS-II System [40, 81] may be a simple but effective approach to physically grouping

data on media, and modern tertiary stores such as HPSS provide tools to largely automate such

grouping [4]. This grouping is of prime importance for archives with offline media, such as

spun-down disks or unmounted tapes, since they incur high seek penaltiesand startup costs.

This suggestion ties in with the previous suggestion for a batch interface: bydelaying groups

of writes and batching them, we can better group them based on their user and relationship

to the directory hierarchy. If rich metadata are available, more intelligent file grouping and

placement techniques can yield significant improvements in access times as demonstrated by

Chenet al. [23] and their work on multi-dimensional grid data on tertiary storage systems.

Other types of grouping may also be relevant such asfilecules, groups of co-accessed files that

are dynamically identified, suggested by Doraimani and Lamnitchi [27].

Write-Once, Read-Maybe doesn’t always hold.An interesting conclusion we have

come to is that fromuser perspective, the old assumption of “Write-Once, Read-Maybe” is

not unequivocally true. As far as “Write-Once” is concerned, while most files (95%) were not

updated, a non-trivial fraction were eventually deleted from the archive. A smaller (5%), but

also non-trivial fraction received one or more updates to their data. These updates came either

through explicit updates to the data, or complete overwrites.

The assumption of “Read-Maybe” appears to at least superficially hold.However,

while three years is an enormous length of time compared to most prior studies, we have only

seen a fraction of the potential behaviors if the data is intended to survive inperpetuity. We hy-

pothesize that continual data growth rates may superficially mask the real fraction of an archive

likely to be read. Consider that we know via communication with administrators thatdata is

often revisited up tofiveyears later, yet our logs only coveredthreeyears of activity. However,

when we consider the silent migration of data to new technologies, “Read-Maybe” conclusively
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becomes “Read-Eventually”. As long as the file otherwise survives, it willinevitably be read as

it moves to new media.

All told, it is dangerous to rely on any rigid assumptions about the expected read be-

havior or mutability of files in a system, especially in light of potentially unpredictable impacts

of hard policies on user behavior. For example, Holloway found users often attempted to subvert

file retention and migration policies through the use of scripts to update file metadata [43].

4.5 Chapter Summary

In this chapter we re-examined the behavior of scientific tertiary storage systems. In

our study of a LANL archive we found modification behavior that is similar to that of studies

from 20 years ago. We also found that while file sizes have grown some, the general trend

that most data in the system is composed of larger files, while most files are relatively small

has continued. However, we could not do a detailed access behavior analysis given the coarse

granularity of the data we obtained from LANL.

To address this, we have analyzed three years of logs detailing activities on the NCAR

mass storage system (MSS). We found that much like public content archives, most activity

comes from automated behaviors. We also discovered that while a small fraction of users are

responsible for the majority of activity, this activity is widely spread throughout the corpus. On

a per-user level however, individual users appear to show strong locality, leading us to suggest

that physical grouping techniques based on namespace and content can lead to performance and

efficiency improvements.
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Chapter 5

Combined Workload Discussion

I wanna make a jigsaw puzzle that’s 40,000 pieces. And when

you finish it, it says ‘go outside.’

Demetry Martin

In this chapter we provide a high-level analysis of all of our workload studies in

aggregate. We explore the common and divergent characteristics across both the public content

and scientific tertiary archives. We also cover a variety of lessons learned in workload analysis

and provide advice and best practices for improving future workload studies, which in turn lays

the ground work for our last chapter that looks towards validating trace-logs.

5.1 Workload Characteristics

One of the most surprising results to come out of our workload analyses is how similar

the per-file/record popularity is across disparate corpora, illustrated in Figure 5.1. The water

corpus was 4.5 GB of data, the historical around 10 TB, and the NCAR over 10PB. Despite

these enormous differences in scale and intended use case, the relativepopularity of records

and files accessed (recall that we only calculate based on the files actuallyaccessed, not those

never touched during the trace) is very similar. This suggests that acrossthe board, any sort of

long-term hot-cold grouping or read caching is not likely to be effective.

Another commonality we saw across the various corpora was the prevalence of large,

automated accesses to the system. These came from a variety of sources, ranging from external
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Figure 5.1: CDF of file/record popularity as a fraction of all accesses, broken up by dataset.

indexing service such as Google, to internal administrative processes such as integrity checking

and media migrations. Given how common and heavy-weight these activities are, we reiterate

our suggestion for a separate asynchronous administrative interface tohandle these operations.

Such an interface can simplify administration by removing the need for many separate static

policies for common tasks such as indexing and migration, and further schedule these latency-

insensitive tasks around the much more latency sensitive end-user.

However, despite all of the observed corpora having some form of large-automated

access, the underlying causes and magnitudes were not universal. For example, in the water

corpus Google was responsible for 70% of all retrievals, but this was entirely absent in the

NCAR corpus as the system had no interface to through the Web. Similarly, thehistorical

corpus had an aggressive integrity checking policy (all data and metadatawas checksummed

once per month) that was absent in both the NCAR and water corpora.

In all of the corpora, the notion of write-once, read-maybe was plainly false from the

system perspective. Any corpus that is migrated across hardware (a common activity given the

long lifetime of archival data) will inevitably be read and written. There are also integrity check-

ing and indexing processes that do wholesale reads of archival data.From the user perspective
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write-once, read-maybe still has a kernel of truth to it, but is weak. We found that exclusive of

system sourced reads, most archives only had 5-20% of the their files/records read. The number

of records or files being updated was widely variable, with less than 5% of files in the NCAR

corpus receiving updates, up to 100% of files in the water corpus. All told, this illustrates the

danger of over-reliance on rules of thumb, as well as overgeneralization of any one data point.

The relatively high rates of file updates we observed also highlighted the unpre-

dictability of humans in any system. In the NCAR corpus we found that many of the updates

came from a single user who may have been using the long-term archive for backups (the data

was ambiguous). In the water corpus, all reports in the archive were overwritten once a quarter

due to a mix of policies that made it possible for data updates to be otherwise missed, and it

was simpler for them to simply re-run all scripts once-per quarter to ensureall data was up to

date. A knee-jerk reaction to these sorts of activities would be to implement a hard policy, but as

Holloway showed, policies that users find onerous will often be circumvented with potentially

pathological impacts on the system [43].

While not covered in this thesis, a relevant side investigation we did was on how

a scientific archive evolves. NCAR has been dedicated to the same type of research in the

years since Miller and Katz’s 1993 study, providing a unique opportunity todo an apples-to-

apples comparison to the 1993 study. We identified, with far less noise than would otherwise

be possible due to NCAR’s narrow mission scope, evolutionary trends over several decades of

hardware and software evolution. We found several results of note, including an inversion of

read-write rations (the system changed from write heavy from read heavy), and an increase in

the latency to first byte for tape-based systems. Details are provided in Frank et al.’s study [33].

Object storage devices [31], where data is manipulated as objects rather than individ-

ual blocks on a hard drive, are of growing interest in the storage community. Our architectural

suggestions should work equally well in object stores. The same basic grouping techniques will

work with object stores, if not better, as object stores divorce the underlying details of the stor-

age device from the actual use of the device itself. For example, using hierarchical namespace

clues (directory and file paths) to group data becomes simpler in an object store as the dictated

‘path’ is completely independent of the underlying structure of the stored data. In contrast, tra-

ditional hierarchical file systems rely on the directory structure to physicallylay out and locate

data on devices.
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One of the original sub-objectives of our study of archival storage systems was to

develop a taxonomy of archival storage characteristics and workloads. While we have found

a variety common and divergent characteristics across archives, as mentioned above, we are

leery of over-generalizing our results. Given that most of the systems westudied had radically

different use cases, it would be premature to concretely define characteristics of any particular

category of archival use.

5.2 Lessons in Logging and Tracing

In our work, we have run into many challenges in interpreting and understanding the

data we have obtained. We learned several lessons that can aid in futuretracing and analysis

that informed our log-validation work described in the next chapter.

Communication is key. If there is a single lesson we have learned in our experiences,

it is the importance of communication with system administrators and architects. Time and

again we relied on them to understand the system architecture and artifacts of the workload as

well as clarify what we did and did not observe in the logs. For example, in the NCAR corpus,

without their input we would have been ignorant of file migration due to hardware upgrades.

As another example, this time in the water corpus, without administrator input we would have

been unaware of the silent file renames, drastically changing our results throughout. Without

the shared knowledge provided by system experts we would have had a significantly degraded

and even potentially even inaccurate understanding of the archive.

A system start state is invaluable.A good “complete” analysis of a system depends

on havingboth snapshots and an activity trace; just one or the other is often insufficientto

answer many questions. For example, in this the NCAR dataset we lacked a view of the start

state of the system that a snapshot could have provided. Because of thiswe were unable to

answer questions such as what fraction of files were left entirely untouched or what fraction of

the namespace does a given user occupy. However, having access toonly snapshots without

a dynamic trace can be equally difficult because it limits the ability to understand the source,

timespan, and magnitude of activities occurring in a system.

Don’t add semantic meaning to field values.One specific issue we ran into with

the NCAR sketch was understanding semantic meanings encoded in field values. For example,

we observed situations where the base directory of a path was subtly and silently renamed,
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e.g./USER/Foo/bar to /uSER/Foo/Bar/ to denote file being in the “trash”. This caused our

unique file counts to be off by 10% and our directory counts to be off by nearly 20%. Luckily we

were able to communicate with an administrator to identify and understand the nature of these

silent renames, but this cannot be relied upon for all datasets. As such,we stress to any group

that may provide data to others to avoid using field values to encode non-intuitive information

unless they are carefully documented.

Be consistent, or be visible.We encountered several subtle format changes in logged

activities across our datasets, including changes as trivial as a field moving one character over or

swapping field locations. At best, they cause annoying parser errors and force data reprocessing

with a band-aid fix. At worst, they can silently corrupt results and be extremely difficult to

detect. Our suggestion is to ensure that format changes will break a parser, provide an external

method for keeping the logs in a consistent format, or document the changes.

Tag or explain activity drop-offs. Sudden reductions in activity rates are difficult to

deal with in an analysis since it is often difficult, if not impossible, to determine thetrue cause

of the reduction,e.g. it could be due to an actual reduction in the number of activities, a crash,

or even a holiday. Without understanding what caused a dip in activity, wehave to treat it as null

data and discard it, lest we misconstrue what is occurring. Our proposedapproach is to have the

logger take a more proactive approach and explicitly note when the process that generates the

log entries fails or otherwise times out. Another simple fix is to have the logger noteany time

it starts in the logs it keeps. This can help identify times when the logger is simply inactive,

versus ones that are a legitimate reduction in activity rates.

Identify the coverage of a dataset.A question we are always asking about any trace

or log we have obtained from outside sources is “whataren’t we seeing in this trace?”. Put

another way, we don’t know what thecoverageof a dataset is. For example, we only knew

about the data migration from one set of hardware to another via out-of-band communications

with system administrators. Our proposed solution is to take a snapshot of a system’s state

immediately prior to the start of logging/tracing, then after completion of the trace take an

additional snapshot. At this point, use the first snapshot and the trace asa delta to create a third

expectedsnapshot. We can then compare this expected snapshot with the one taken after the

trace and identify where they differ, and help verify what the trace is andis not covering. This

idea provides the basis of ExDiff, described in the next chapter.
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Chapter 6

Log Validation Using Metadata Snapshots

The logic of validation allows us to move between the two

limits of dogmatism and skepticism.

Paul Ricoeur

Our original direction was informed by our problems with long-term storage system

logs comprised of data gathered over multiple years, however, storage system activity logs are

used in a number of diverse areas. These areas range from system administration and design

to security auditing. A latent problem in all of these applications is identifying thecoverageof

the collected logs; it is critical to know which events have been captured andwhich have been

omitted. With no form of validation or understanding of a log’s coverage, it iseasy to form

incorrect conclusions from log analysis.

For example, consider a system that silently drops entries due to a logging-buffer

overflow or logging-process crash. A security or performance auditof the system may mistak-

enly conclude that the system is behaving correctly, as no warning messages have been logged.

Similarly, unless the developers who instrumented the system are present, it can be difficult to

identify precisely which activities are and are not being captured. The latter can be a particu-

larly vexing problem for debugging a system, as well as for anyone tryingto analyze a system

from captured traces.

To address this issue, we have developed a methodology we callExDiff, that uses

expectation differencingto determine when the true state of a system diverges from the expected

state. ExDiff uses an initial file or object-level metadata snapshot [10, 34], and an activity log
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to derive theexpectedstate of a system. This expected state of the system is compared to a

second metadata snapshot capturing the system’s currentreality. ExDiff uses the resulting set

of differences between the expected and real state to identify logging omissions from crashed

logging processes or unrecorded system activities.

Using ExDiff, we can accomplish three key validation tasks. First, ExDiff can identify

both when and for how long a logger may have dropped entries. Second,it can highlight when

there may be activity that hasnot been captured. Third, it can aid in identifying the specific

actions, such as a file creation that may have been dropped from a log or not captured in the first

place. Providing the ability to accomplish these taks is our primary contribution in this chapter.

Using a variety of simulated workloads and snapshots, we demonstrate ExDiff’s abil-

ity to retroactively identify periods where log entries are being dropped but the underlying sys-

tem is still functioning. We show ExDiff can accurately identify gaps in logs withas many as

500,000 actions, and given the relatively low rates of activity we’ve observed in our prior stud-

ies, this should work very well within archival storage settings. Additionally, we analyze how

log duration and the density of actions affect ExDiff’s accuracy. We also detail how ExDiff can

be used to identify specific types of dropped entries, such as an entry noting a file permission

change, and how the same issues that influence accuracy in recognizinggaps in log coverage

can impact the ability to identify missing entries.

Note that in our work we use the terms log and trace inter-changeably, and that a

gapestimation(recall a gap is a contiguous period of dropped entries) is a pair of timestamps

predicting the start and end times of a gap. When describing gaps, it is important to distinguish

between wall-clock time and the number of dropped entries; a gap in wall-clocktime may

involve any number of actions.

6.1 ExDiff Design

ExDiff operates at the level of file or object metadata. We do not considerthe raw data,

although ExDiff could be extended to incorporate data capture by capturing content hashes.

Note that while the overall methodology is agnostic to the underlying trace and snapshot capture

methods, the data that comes from these captures will be specific to individual systems.

The ExDiff process (explained in greater detail in the following paragraph) could be

used for a variety of applications and systems well beyond our original intent of aiding trace
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Figure 6.1: An overview of ExDiff’s workflow. Yellow entries are captured data from input
capture, while green (diff entries and expected snapshot) are derived.

analysis. One potential application is as part of a periodic log verification process. Whenever an

ExDiff run finds unexpected modifications to the system based on logged actions it can alert an

administrator of the issue. Another use is in verifying that the necessary areas of a system have

been instrumented. Consider a cloud service that charges per action. Assuming each billable

action modifies some metadata state, ExDiff can be used to verify that all relevant actions are

being properly accounted and charged for.

There are four steps to ExDiff. The first isinput capture. In this step aninitial

metadata snapshot is taken, followed by activity tracing, and finally a newreality snapshot is

captured. The second step isexpectation calculation, where we combine the initial snapshot

and the activity log to derive an expected snapshot. The third step,diffing, is where we take

our expected snapshot and compare it to areality snapshot, generating a list of differences. The

fourth and final step isanalysis, where we utilize the list of differences, the activity trace, and

snapshots to analyze log coverage. Figure 6.1 illustrates ExDiff’s workflow.

Input Capture: In the input capture step, the initial metadata snapshot, activity log

and reality snapshot are gathered. The initial snapshot is a picture of themetadata state of the

system immediately prior to a trace log of actions. The reality snapshot captures the state of

the system at the end of a tracing period. While both snapshots representthe ground truth of

a system’s state (we assume the file system metadata is correct), we refer to them as the initial

and reality snapshots to keep them notationally distinct. The log must capture actionsbetween
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Figure 6.2: Expectation Calculation. In this example, the expected state is derived by mapping
file ATIME’s to read activities.

the initial and reality snapshots. Note that more than two snapshots can be captured, but ExDiff

only calculates coverage between pairs of snapshots.

For ExDiff to function, the underlying system needs two characteristics. First, one or

more action entries in the log should reflect changes to the system’s underlying metadata. For

example, if a snapshot captures a file’s permissions and a logged action notes changes to that

file’s permissions, we can then use that entry to predict the new state of thatfile’s permission

metadata. Second, in order to estimate gaps, we require one or more metadata timestamps that

can be accurately mapped to activity log entries. For example, a read entry that can be mapped

to a files ATIME.

While some file systems provide snapshots through versioning [42, 70], capturing

snapshots is not always atomic, such as a recursivels andstat to capture metadata. Actions

may continue to mutate a system’s metadata state as a snapshot is being captured,which in turn

influences the diffing and analysis steps in difficult to predict ways. In our work, we assume

snapshots are captured atomically, and relegate addressing non-atomic snapshots to future work.

Expectation Calculation: ExDiff uses the activity log to update the state of the initial

snapshot and create the expected snapshot, a prediction of the system’smetadata state. As illus-

trated in Figure 6.2, this process is straightforward: an action in a log may update one or more

parts of a file’s metadata. For example, in many file systems, a data modification willupdate

the change time (CTIME), the modification time (MTIME) and the file size metadata. How,

and which, actions should be mapped is specific to the snapshots and actionsbeing captured.

Though this is a human driven, and potentially error prone, errors in mapping can be caught in

the diffing step and highlight misunderstandings of a trace’s coverage and the semantics of its

actions, which is useful in its own right.
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Figure 6.3: Diffing. File Foo’s expected ATIME does not match reality, so an MD mismatch
entry is produced. Similarly, Baz is not seen in the expected snapshot, so an expectation drop
entry is created. Bar exists as expected, so produces no diff entry.

When deriving the expected snapshot,partial entries may be created. A partial entry

is created when there is an attempt to map an activity to file that is not known to exist based on

the current log and expected state, so ExDiff populates as much metadata aspossible for that

particular file.

Diffing: After the expected snapshot is created, we compare it to the reality snapshot

and collect the differences between the two for analysis. As shown in Figure 6.3, ExDiff does

a file by file comparison of the two snapshots, comparing each piece of metadata to each other,

with a runtime ofO(N) as it is just a comparison of each file to its counterpart. Any time there

is a mismatch, either from a file being missing in one of the snapshots, or a piece of metadata

not matching as expected, we pull the files out and create ametadata diff entry. Each diff entry

also tracks which metadata came from the expected snapshot, and which camefrom the reality

snapshot.

Each diff entry is categorized as one of three types, summarized in Table 6.1. A

reality drop entry is where a file is found in the expected snapshot but is missing from the

reality snapshot. Anexpectation dropentry, is the reverse of the reality entry; a file exists in the

reality snapshot but was not found in the expected. Ametadataor MD mismatch, is where a file

exists in both the reality and expected snapshots, but one or more metadata fields do not match.

Analysis: ExDiff now diverges into two distinct types of analysis. The first is iden-

tifying gaps in log coverage. The second focuses on classifying log omissions to provide clues

as to which specific actions were omitted from the log.

Gap Identification:Given the requirement that at least some logged actions update

timestamps, ExDiff can leverage mismatches between expected and reality timestamps to iden-
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Diff Type Description

Reality drop File is in expected, but not reality snapshot

Expectation drop File is in reality, but not expected snapshot

MD mismatch File exists as predicted, but metadata does not match

Table 6.1: Metadata diff entry types.

tify gaps. When an action that updates a timestamp is dropped from the log, it willlead to an

MD mismatch as the expected and reality snapshots will not match on one or more timestamps.

These mismatched timestamps can be used to identify likely log gaps. Consider the example

shown in Figure 6.3. The metadata mismatch notes that file Foo has an access time of 1200,

while the expected entry gave Foo an access time of 1125. This tells ExDiff that an action that

occurred at 1200 was missed or dropped.

When identifying gaps, ExDiff pulls out all of the diff entries that come fromthe

reality snapshot which have mismatched timestamps. A density based clustering algorithm

is then run to group timestamps together based on their temporal distance; largenumbers of

similar timestamps from diff entries are indicative of a gap. After clustering, theearliest and

latest timestamps from each cluster are presented as a gap estimate.

We use DBSCAN (density based spatial clustering of applications with noise)for

creating gap estimates [30]. We chose DBSCAN due to its simplicity, the fact thatit does

not require detailed knowledge of the underlying data distribution, and its ability to deal with

noise data points. Its ability to automatically handle noise is relevant because wehave run into

situations where loggers periodically drop random individual entries in addition to full coverage

gaps.

DBSCAN has two parameters,N (neighborhood size) andeps (shape parameter).

Clusters are produced when a datapoint has at leastN other datapoints within a distance ofeps.

Any datapoint that is withinepsof an already identified cluster is merged into that cluster, and

all others are discarded as noise. As with most clustering techniques, DBSCAN’s parameter

choice can influence its accuracy. We explore how varying DBSCAN parameters influences

gap identification in detail in Section 6.3, but relegate automating parameter choice to future

work. Figure 6.4 provides a simple example.
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Figure 6.4: An example of DBSCAN clustering. The circles represent the EPS value, n is 3.
Blue points are a cluster and the unshaded point is noise.

DBSCAN’s primary bottleneck is in its use of a distance matrix, with a memory and

run time overhead overhead ofO(n2). With large datasets we can use DBSCAN in conjunction

with a sliding window approach on the input timestamps. For example, if we have a30 day log

of actions, but can only fit a days worth of diffs into memory at a time, we can use a 24 hour

window, moving it 12 hours at a time. The windowing will not impact estimate accuracy unless

a gap is longer than the window.

It is possible, however, tomaskomissions, and subsequently gaps. Consider a file

with one timestamp that is updated every time it is read or acted upon. If the last action to a

file is dropped, it will not be reflected in the expected snapshot and will show up as an MD

mismatch entry. However, if another action occurs after the dropped one,the expected and

reality comparison will not trigger any diffs, as the expected and reality timestamps will match

by both reflecting the result of the second action. We examine what influences masking in

greater detail in our evaluation in Section 6.3.

Omissions Identification:In classification of omissions, ExDiff examines the meta-

data diffs for clues as to the specific types of underlying actions that wereomitted (either a

drop or a miss) in the log. The key to classifying an omission is recognizing itsdrop signature;

the set of diffs and mismatched metadata produced by a particular missed or dropped action.

Signatures are specific to both the snapshot metadata and the actions explicitlycaptured in the

trace, and thus may vary from system to system. If one already has detailedknowledge of the

expected operations within the system (whether or not they are captured ina given trace), and

how they are expected to modify metadata, signature identification is relatively straightforward.

However, even if the details of the underlying system are not perfectly understood, there are
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many common operations that will leave predictable signatures when missed, such as a delete

which always leaves a reality diff entry. Missed actions (those that are not capture but otherwise

modify metadata) still generate diffs, which in the worst case still alerts the analyzing party that

their log is missing actions. Given that signatures will vary depending on the underlying system

and trace methodology, we describe signatures specific to our evaluation inSections 6.2 and

6.3.

There are a few promising methods we have found for choosingeps. One method,

is to simply “eyeball” a graph of activity rates over time, and pick based on the length of the

suspected logger failure(s). An alternative is to maintain running averages of logged actions,

and when there is significant deviation from said average, identify how long the trace remains

beneath that average to inform the choice ofeps. PickingN is dependent on the amount of noise

and the estimated gap sizes. If we already know the log is reliable and does not randomly drop

entries, any small value (e.g.10) should work reasonably well.

6.2 Experimental Design

Workload and Snapshot Generation: We chose to generate synthetic workloads

and metadata for ExDiff’s validation. We took this route for two reasons. First, we require a

variety of snapshots and workloads with verifiable ground truth in order tocheck the accuracy

of our methods. With real world traces we ourselves would not know their coverage, weakening

our evaluation. Second, we need the ability to fine tune the workload to examinehow various

actions impact ExDiff’s accuracy.

Each file in our workload corpus has common, POSIX-like metadata, described in

Table 6.2, and is uniquely identified by its filename; in our simulations this is a simple numeric

identifier. Generated activity logs are comprised of timestamped actions basedon common,

POSIX commands. We summarize these actions in Table 6.3. Timestamps are integers, and

all actions have a unique timestamp. Currently, log timestamps and metadata trace timestamps

match. We relegate metadata and log time skew to future versions of ExDiff.

Activity log entries consist of two elements: an action, and a file to perform theaction

upon. Actions are randomly picked based on experiment-specific parameters. Files are either

picked randomly or they are selected with locality, based on the experiment. Weuse the random

picking as a control group as it is easy to understand and analyze, while picking with locality is
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Field Name Description

BTIME File birth (creation) time

ATIME Last read time

MTIME Data modification time

CTIME Metadata change time

UID User ID

GID Group ID

Permissions Text string denoting permissions

Name Unique numeric identifier for the file

Size File size in bytes

Table 6.2: Metadata tracked in our simulations.

Action Description Metadata Impact Notes Drop Signature

CREATE Creates new file in corpus Times initialized to create time Exp. drop

READ Read of a file Updates ATIME MD mis: ATIME mismatch

MODIFY Update of file data Changes M/CTIME and size MD mis: M/CTIME, size mismatch

DELETE Removes a file from the corpus - Rlty. drop

CHMOD Updates a file’s perm Changes CTIME and perm MD mis: CTIME, perm mismatch

CHOWN Change user ID of a file Changes CTIME and UID MD mis: CTIME, UID mismatch

CHGRP Change user ID of a file Changes CTIME and GID MD mis: CTIME, GID mismatch

RENAME Change file name Changes numeric ID Rlt and Exp drop simultaneously

Table 6.3: Actions we simulate and their impact on metadata as well as their drop signature.
Perm refers to file permissions. M/CTIME refers to both modification time and metadata change
time.
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representative of real workloads; people often work on specific subsets of a storage system for

varying amounts of time.

We simulate locality of access by dividing the corpus into locality groups of a fixed

size. When generating the workload, a locality group is picked, and a tunable number of actions,

which we call the locality action count occur within that locality group; each action is applied

to a file selected at random from the locality group. This process is repeated until the action

count is reached, and then another locality group is picked.

The workloads we generate act on either a fixed or dynamic corpus, depending on the

needs of the experiment. In a fixed corpus, all files are present prior tothe trace, and no files will

be created or deleted. In a dynamic corpus, files can be created and deleted during the course

of the trace.

Common Experimental Parameters: Unless otherwise specified, we use a fixed

corpus size of 100,000 files. We chose to do most of our experiments without creating or delet-

ing files as they added book-keeping overhead to the experiments without meaningfully influ-

encing results specific to validating our log failure identification method. OmittedCREATE ac-

tions make ExDiff’s job easier as it triggers an unmaskable expectation dropentry.DELETE ac-

tions provide no information either way about logger gaps using our method,and when dropped

will simply show up as a reality drop entry.

To examine how the number of actions between the initial and reality snapshots in-

fluences ExDiff’s accuracy, every experiment is run with workload lengths ranging from 50 to

500-thousand actions, respectively. We refer to these as 50k through500k workloads. This

models how increasing the duration between snapshots might impact ExDiff, and further, are

well in excess of what we saw for daily activity rates under the various corpora we observed,

making our results conservative when examined in the context of archival storage workloads.

For each workload length, we generate 10baseworkloads that each have 10 sets of randomly

generated gaps for a total of 100 runs, with results averaged across all runs. In each workload,

an action is generated every 1 to 10 time units, with the type of action selected based upon the

experiment specific parameters. Each base workload also has an initial snapshot and reality

snapshot associated with it.

For each action there is a 1 in 15,000 (.00006%) chance of a gap occurring. This

means a 50k length workload averages three gaps per run, while a 500k length workload av-
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erages 32 gaps. Each generated gap drops between 100 and 1000 entries. We chose this rapid

rate of gap generation for two reasons. First, the number of gaps has little impact on ExDiff’s

ability to identify gaps, rather as we cover later, it is the number of actions andmasking that

have influence. Second, this allows us to stress test the cluster based approach as larger numbers

of gaps increase the likelihood of estimations erroneously grouping distinctgaps.

For most experiments, we use fixed DBSCAN parameters, with anN value of 10 and

an epsvalue of 1800 time units. TheN value is set low to encourage aggressive clustering

as a worst case scenario. Theepsvalue was chosen as a simple visual inspection of the logs

showed periods of no actions typically between 1000 and 10000 time units, sothis is an intuitive

measure that could realistically be obtained withouta priori knowledge of the gaps, and is far

from perfect. In section 6.3 we examine how varying the DBSCAN parameters influences

accuracy.

Metrics: Recall that a gap is a contiguous period of dropped entries, and an estimate

is the predicted start and end of that gap. We use two metrics to evaluate ExDiff’s ability to

identify a gap:gap coverageandestimate utilization. Gap coverage is the fraction of all gap

durations that have been covered by one or more estimates. For example, inFigure 6.5A, there

are two gaps running from times zero to time four and four to five, for a total gap length of

three. There is one estimate covering the earlier gap entirely, and the latter gap is amissas no

estimate covers any portion. two of the three gaps’ time units are covered by estimates, having

total gap coverage of 0.66.

Estimate utilization is the fraction of all estimates combined that cover gap durations.

For example, an estimate of length five that completely covers a gap of length 3 would have an

estimate utilization of 0.6. We call this anestimate overshootas the estimate is too long. An

estimate of length one that only covers a part of a longer gap would still havea utilization of

1.0, but the coverage for that individual gap would be below 1.0. We callthis second case an

estimate undershootas the estimated time is shorter than the actual gap. Figure 6.5 B illustrate

these concepts.

To provide greater granularity in our examination of estimates, we also look athow

overfit or aggressivethey are. The former, illustrated in Figure 6.5C, occurs when multiple

estimations are used in covering a single gap. In other words there are multipleundershooting

estimates for a single gap. The latter, illustrated in Figure 6.5D, is when a single estimate covers
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multiple gaps. We also describe whether or not a gap has beenhit or missed. A gap hit occurs

when an estimate covers any portion of a gap, while a gap miss is one that is notcovered by any

estimates.

In all cases, high values for both gap coverage and estimate utilization are desired,

as this means that gaps and their duration are identified with high levels of accuracy, with little

or no under or overshot estimates. A high gap coverage value with a low estimate utilization

value suggests large numbers of overshot or agressive clusters. A low gap coverage with high

estimate utilization suggest gap misses and undershot estimates.

As mentioned in Section 6.1, we are also concerned with masking, where later actions

remove evidence of prior gaps. For example, a dropped ATIME update would be evident as a

MD mismatch, but if a later ATIME update that was not dropped overwrites that files ATIME,

it is no longer apparent that an entry was dropped. To examine masking, any file that is acted

on during gap is categorized as one of three types. The first, anunmaskedfile, is a file where

no later actions cover up evidence of any gap. The second is apartial mask where some, but

not all, of the evidence of the gap was overwritten. Atotal mask is where all evidence of a prior

gap has been overwritten. As covered later on in our evaluation, masking influences both gap

identification and missed/dropped entry analysis.

6.3 Evaluation

Our evaluation is broken up into two sections. First, we quantitatively demonstrate

ExDiff’s ability to automatically identify gaps in log coverage, and explore what can influence

its accuracy. Second, we provide a qualitative exploration of omission classification and what

can influence its accuracy.

6.3.1 Identifying Logger Gaps

Proof of Concept: In this experiment, we run a workload that has all actions de-

scribed in Table 6.3 with the goal of demonstrating ExDiff’s ability to identify gaps. We

demonstrate that ExDiff can accurately identify log gaps and their duration with high estimate

utilization and gap coverage values. This initial experiment uses a dynamic corpus as locality

type accesses. Later experiments utilize micro-analysis to explore the bounds of ExDiff’s gap
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Aggressive Estimate

0          1          2          3          4          5          6          7          8          9 

Time

Gap

Estimate

Gap Coverage 0.75
Estimate Utilization 0.6
Sum Gap Length(s) 4
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Figure 6.5: These examples (A through D) illustrate our metrics and terminology. The white
rectangles are gaps while the shaded rectangles are estimations. Gap coverage denotes the
fraction of all gaps covered by an estimate. Similarly, estimate utilization refers tothe fraction
of estimates that cover a gap. Bolded words are the terms we use to describevarious types of
estimates.
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Exp. Name Create Delete Rename Read Data Update Metadata Update

Simple 0 0 0 34 33 33

Reads+Meta 0 0 0 95 0 5

Read-Only 0 0 0 95 0 5

POC 5 2 3 45 35 10

Table 6.4: Base workload parameters. All experiments are small variations on these parameters,
with the variations described in the body text. Each number represents the percent chance of
that event being chosen when generating an action. Meta update refersto the chance of picking
a UID, GID or permissions change action. POC refers to the proof of concept workload.

identification accuracy.

Using the action probabilities described in Table 6.4, this workload uses localitygroup

sizes of 25 with action counts between 10 and 50. The initial corpus size is 100,000 files. We

observe that ExDiff is able to accurately identify gaps with a gap coverageconsistently around

97-98% for all lengths, illustrated in Figure 6.6. Estimate utilized shows a slight decrease in

accuracy, and increase in variability as the workload length increases, with a mean of 92% and

standard deviation around 10% at 500k actions. This is due to the fact thatthe longer workloads

have a higher likelihood of gaps being close enough together to cause an aggressive estimate.

Corroborating this, we find that less than 15% of the 50k runs had aggressive esti-

mates, and never more than one, while over 25% of the 500k runs had aggressive estimates,

maxing out at 4. With the parameters we used, we saw no over-fit estimates for any workload

length, and surprisingly we only entirely missed gaps in less than 5% of the 500k length runs,

and missed zero gaps for any of the shorter workloads. This further demonstrates ExDiff’s

accuracy in gap identification.

Varying Timestamp Updates: In this set of experiments, we explore how chang-

ing the number of distinct timestamps influences ExDiff’s ability to produce accurate gap esti-

mates. First, we find that masking has a strong effect on accuracy, and longer durations between

snapshots increase masking likelihoods. Second, larger numbers of timestamps can markedly

improve ExDiff’s accuracy by reducing total masking.

The first experiment uses thesimpleworkload. In this workload, we have a fixed size

corpus of 100,000 files, and the workload picks each file to act on uniformly at random. Each
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Figure 6.6: A breakdown of how gap and estimation accuracy under the POC workload. Note
high gap identification accuracy across all workload lengths, as well as high estimate used
values. Error bars are standard deviations.
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action has an equal chance of being a data modification, a read, or a metadata update such as a

permissions or GID/PID change.

As shown in the leftmost plot of Figure 6.7, there is only a small decrease in accuracy

as the workload length increases. This is due to the fact that we are uniformly picking both files

and actions, resulting in equal odds of modifying the three timestamps in the file’smetadata

(CTIME, MTIME, and ATIME). This makes it difficult for arbitrary gapsin coverage to be

totally masked by later actions overwriting timestamps, corroborated by the verylow amount of

total masking illustrated in Figure 6.8. We did see a small, but consistent amount of aggressive

estimates for the longer workloads. The 500k workload saw 50% of runs with at least one

aggressive estimate, 75% saw over two and maxed out at five aggressive estimates per run.

However, the number markedly decreased with the shorter workloads, withthe 50k workload

only showing 5% of runs with one or two aggressive estimates. We observed no overfit estimates

under this workload.

The next experiment used theread onlyworkload. In the read only workload, all

actions are reads, subsequently ATIME is the only timestamp updated. As we show in the center

plot of Figure 6.7, this has a strong impact on the consistency and accuracy of our method as

the workload increases in size, because total masking becomes much more prevalent as shown

in the center plot of Figure 6.8. This is due to only a single timestamp being used and updated

relatively more frequently.

The final experiment looks purely at timestamps under thereads+metadataworkload

to examine how even a small chance of a second timestamp being updated can influence gap

estimates. In this workload, each action has a 95% chance of being a read and subsequent

ATIME update, while the other 5% may be a metadata action that updates CTIME.Interestingly,

even this relatively low chance of CTIME change has a significant impact on masking relative

to the read only workload as shown in the center plot of Figure 6.8, and subsequently has

significantly higher gap coverage than the read only workload as shown inthe right plot of

Figure 6.7. Note that there is a significant increase in coverage variability with a decrease in

mean coverage at the 500k length. While there is less masking than the read-only workload,

there is still quite a bit of total masking occurring. As in prior tests, we saw no overfitting

estimates, and the number of aggressive estimates decreased with workloadsize.

One thing to note across all the timestamp varying experiments is that unless two gaps
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Figure 6.7: A breakdown of how coverage and estimates are influenced by varying timestamp
updates. Error bars are standard deviations. Note the read only workload leads to much higher
variations on gap coverage as workload length increases.

were covered by an aggressive estimation, we never observed any estimate overshoot a gap and

completely subsume it. At most they perfectly matched the end points of a gap. This is due to

the fact that in our simulations we have perfect knowledge, and the loggeris either perfectly

functioning, or not at all, eliminating the possibility of extra diff entries causingfalse positives

or estimate overshooting.

Locality Influence: In our next set of experiments, we examine how adding simple

locality of access influences ExDiff. We illustrate how strong, focused locality groups in a work-

load have little impact in recognizing that there was a failure, but make accurately identifying

duration more difficult with wider variation in gap coverage.

For these experiments, we use a locality group size of 25. For theweak locality

workload, we use an action count between 10 and 50. In thestrong localityworkload, the

action count is picked between 100 and 200. Both workloads are otherwise identical to the

simple workload, where metadata update, data update, and read actions areall equally likely.

In the weak locality workload we observe the same trends and amount of masking

as the simple workload shown in Figure 6.7. Interestingly, the strong locality has 25% less

partially masked and 25% more unmasked files than the weak locality workload. This is due

to the fact that fewer total files were accessed in the strong locality test as more activities were

done per locality group. However, this means that within each locality group there was a higher
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Figure 6.8: Here we show how varying the number of timestamps being updatedinfluences
masking. Error bars are standard deviations.

probability of actions temporally near one another causing maskingwithin a gap which our

metric does not measure.

When examining gap coverage, shown in Figure 6.10, we see that the strong locality

test has a much greater variation in its coverage and estimate utilization than the weak locality.

This is due to the fact that with stronger locality, we see maskingwithin a gap as described

above, which in turn leads to significant amounts of estimate undershooting. This is reinforced

when we see that in both the strong and weak locality tests over 95% of gaps were a part of

at least one estimate, but coverage noticeably decreases with workload length, as shown in

Figure 6.9. We also looked at the locality workloads under a reads+metadataaccess pattern and

found it followed the same trends as shown in the initial reads+metadata workload.

Adding Noise: To explore how noise influences ExDiff, we take the simple and read

only workloads and add noise in the form of randomly dropped entries in addition to the full

gaps. We show that small amounts of noise do not seem to have a large impacton gap hit and

miss rates, but can have a very strong influence on estimates as noise makesaggressive and

overshooting estimates more common.

All entries in the workload for these experiments have a 1 in 1500 chance ofbeing

dropped. This can influence ExDiff’s accuracy as there are now points that may be erroneously

considered a part of a gap, thus changing the length of an estimation.

As we show in Figure 6.11, the gap coverage is not appreciably different than the

original baseline tests. However, the estimations are significantly less accurate. This is due to
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Figure 6.9: File masking in the locality workloads.

Figure 6.10: Gap coverage and estimate utilization under the locality workloads. Note strong
locality has much greater variation in coverage.
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Figure 6.11: Coverage and estimate utilization under the noise workloads. Note drastic increase
in variability relative to the other workloads.

the fact that the noise makes it very easy for a gap estimation to overestimate theduration. This

can be mitigated by tuning the DBSCAN parameters, as we show in the next section. In terms

of gap hits and misses, as well as the incidence of aggressive and over-fit clusters, there were

no significant differences from the simple, read-only and reads+metadata tests. We omit the

masking charts as they are not noticeably different from the timestamp varying tests.

Varying DBSCAN Parameters: In this set of experiments, we examine how sensi-

tive our results are to varying DBSCAN parameters. We see that gap coverage and estimate

utilization is generally improved with lower values ofN andepsin noisy environments.

We take the same parameters as we used for our tests with noise, as these area worst

case scenario in terms of difficulty for estimations; they are likely to lead to significant over-

shoots estimations in failure durations. We omit the graphs from the read-onlynoise workload

as their trends were similar.

The general trend we notice, illustrated in Figure 6.12 is that having both a smaller eps

and smallerN value tends to increase estimation accuracy for our workloads, keeping inmind

we are micro-benchmarking. We see fewer aggressive clusters, and contrary to our expectations,

little impact on the number of over-fit estimates. HigherN values do tend to increase how likely
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Figure 6.12: Here we show how varying the parameters to DBSCAN influenced gap coverage
and estimate utilization under the simple noise workload. Note smaller parameter values tend
to produce better results.

we are to miss a small gap that has many masked entries, however. Higherepsvalues tend to

cause more aggressive estimations with estimates merging distinct gaps. It is important to note

though, that these trends will not be universal across all workloads.For example, we found an

outlier case in the read-only noise workload where increasing the value for N actually led to a

small increase in overfitting. This was due to the fact that the noise was causing the density of

the perceived gap to be inconsistent.

Based on our observations, smaller parameters to DBSCAN tend to improve ExDiffs

estimate accuracy, with the caveat that they be adjusted for the rate of activity and potential

masking in a given log. Second, despite having a noticeable impact on gap coverage, even

widely varying parameters rarely miss a gap. Third, while these trends in general hold, gaps

may superficially have multiple timestamp clusters of varying density, leading to overfitting.

Visualization may help in some of these cases, as it is often readily apparent tohuman observers

when multiple overfit clusters are in reality a single large cluster.

6.3.2 Omission Classification

We also explore how diff entries can help identify the type of entries that may be

missing or dropped from a log. We begin by assuming we have perfect knowledge of all possible

activities in the system, and follow up with a examination of operating in a limited knowledge

environment. In both cases, we leave a quantitative evaluation to future work, and focus on

exploring issues in identifying omitted entries.

Perfect Knowledge: The same set of actions and signatures described in Table 6.3
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are used in our examinations. Note that we use signatures from our workloads for illustrative

purposes, and that signatures may vary from system to system.

A perfect knowledge scenario is likely when logging is included as a first class entity

in a system. Even with perfect knowledge, periodic validation of the logs andmetadata is useful

in many scenarios, such as intrusion detection and debugging.

Basic signature detection is a straightforward comparison of known signatures versus

observed diff entries. For example, a missing group ID change entry leads to an MD mismatch

entry, with the expected and reality snapshots not matching on both the timestamp and the

GID fields. Similarly, a missing data update action would cause an MD mismatch entrywith

mismatches on the MTIME, CTIME, and possibly the file size. In short, in many cases a perfect

signature match can point to a specific omitted action.

Masking persists as an issue in the perfect knowledge case, in addition to masking

whole prior actions it can cause a signature to be less clear. Consider a dropped GID change

entry, followed by dropped dropped UID change entry. While the diffs may note the mismatch

between CTIME, GID and UID, ExDiff loses information regarding the time ofthe GID change

entry.

Actions that change file identifiers (renames) can also make signatures ambiguous.

A file rename causes both expectation and reality diff entries, as the missed rename means

in the expected a file will exist that doesn’t match to a file in the reality snapshot,and vice

versa. Similarly, a dropped delete leads to a reality drop entry, and a dropped create causes a

expectation drop which superficially overlap with the signature from the rename.

The ambiguities caused by a rename can be addressed by comparing reality diff en-

tries to all files in the reality snapshot. A match on a large fraction of fields otherthan filename

may indicate what file it actually is/it was renamed to. When this match is found, it can also be

used to discard expectation drop entries that map to the same file, as they are now known and

can be removed to prevent them being classified as another action.

Partial Knowledge: Partial knowledge is less straightforward to work with as omit-

ted actions may be modifying metadata. Thus, the signatures of such actions maybe unknown.

Despite this, ExDiff has the ability to provide significant benefit. Unexpecteddiffs are at the

very least indicative that something is omitted from the log. Further, actions that change identi-

fiers, add or remove files—such as creates, deletes, and renames—will likely be obvious given
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the blatant mismatch between the expected and reality snapshots.

6.4 Chapter Summary

We have explored the problem of identifying log coverage; what is and is not being

captured in a given trace. To address this issue, we have developed ExDiff, a methodology that

uses a combination of activity logs and metadata snapshots to validate log coverage. We show

that ExDiff can identify where a logger may have dropped entries while the underlying system

is functioning. ExDiff’s accuracy is strongly influenced by the number ofactions that occur

between snapshots, as well as the number of timestamps that are available to work with. We

also showed how ExDiff can provide insight into the specific actions that have been omitted

from a log, and in certain situations may even be able to reconstruct entire missing log entries.
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Chapter 7

Future Directions

Life is divided into three terms - that which was, which is, and

which will be. Let us learn from the past to profit by the

present, and from the present, to live better in the future.

William Wordsworth

In this chapter, we explore future directions for both archival workload analysis and

our work on log validation and coverage identification.

7.1 Workload Analyses

Though our work into understanding long-term archival workloads has been exten-

sive, there are many remaining questions.

We see a pressing need to better understand metadata accesses and updates as it is our

belief that the metadata will be more frequently accessed and updated than thedata itself. Our

reasoning behind this is based on a few observations and predictions. First, metadata search

will likely the primary method of accessing data in many archives as it is unlikely that users

will know precisely where the data they are interested in is stored. Second,based on anecdotal

evidence, we know that metadata is often updated after data ingest, includingthings like the time

of last data modification and semantic tags. Third, the distinction between metadataand data

is becoming increasingly blurry, particularly in observational science data. For example, with

astronomy data, the actual data may be a few pixels on a flat background, while the metadata is

of prime interest, with information such as time, atmospheric conditions and so forth. With its
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use to end users and its importance to search, metadata is arguably just as important as the data

itself. Unfortunately, none of the datasets we obtained clearly distinguishedbetween metadata

and data access or update, so we were unable to make any observations or suggestions on its

use.

As touched on in section 2.1, we also see a need to understand how interfaces and the

user base influence the workload. A search-based interface will likely have different patterns

of access than one that requires manual exploration of an archive. Similarly, skilled users may

create pathological access patterns when working with an interface they find onerous.

It would be useful to explicitly examine multi-tenant and cloud based systems, rather

than estimate aggregate behavior based on individual corpora activities.While the results we

have presented have helped to expand our understanding of long-termcorpus behavior, a num-

ber of trends motivate the need to understand the aggregate behavior of multiple corpora hosted

by a single archive. First, the growth of cloud storage marks a shift towards centralized data

centers. Second, increasingly digital workflows have spurred the proliferation of small and mid-

sized corpora. This leads to potential problems in optimization, as superficiallysimilar corpora

could be hosted on the same archive, despite the fact that they may benefitfrom different con-

figurations. For example, while both the historical and water corpora showed strong content

locality within user sessions, their record granularity is vastly different; a single record type in

the water corpus may only contain 20 or 30 records, while in the historical corpus one record

type may have millions of records. An optimal retrieval and data layout technique for one may

be pathological for another.

One of the shortfalls of our own studies was in being overly focused on aggregate

long-term behaviors. It may be worthwhile to return to our datasets to examineusage behaviors

on a daily or weekly basis to see if there are trends that can be leveraged for future system

designs. In particular, while we saw that in over long timescales files and records did not see

much repeat access, it is possible that in shorter timescales there would be amore skewed

distribution of accesses.

In addition to examining activities at shorter timescales, it would be useful to examine

longer timescales as well in regards to digital archives. We examined one to four years in each

our analyses, but what if the corpora is in existence for 100 years? Willthe be any novel

patterns? And if so, will they be worth changing system designs for?
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Our work here has only covered a small number of the new archival usecases out

there. There is also a need to study other systems such as legal compliance and personal data

archives. We suspect that these systems may have colder data, particularly compliance archives

where modification may be prohibited. However, until they are studied we cannot say for cer-

tain.

Even in the class of archives we have studied, there will always be a need for periodic

studies of any system’s behavior. There is a feedback cycle whereby the last generation of

studies influence the next generation of systems, which in turn necessitate further study. This is

to say nothing of the evolution of hardware, software, and human interestsand their influence

how data is retrieved and manipulated.

7.2 Log Validation

Although our work on identifying log coverage has proven fruitful, it is merely the

first step towards developing a mature set of techniques.

We would like to acquire verified, real-world workloads in order to extensively un-

derstand the bounds of ExDiff as logs scale up to millions of actions. Further, such workloads

would likely exhibit non-uniform file modifications; most “real-world” systemshave a subset

of popular files that may change over time, providing us a greater insight in ExDiff’s behavior.

We would also like to explore cases where log entries may have inaccurate times-

tamps and semantic information. For example, the clock used in generating log entries may not

perfectly match the timestamps used in the metadata. ExDiff may be able to handle this case by

allowing for some “wiggle” room when creating diff entries. An expected and reality snapshot’s

timestamps that nearly match may be considered close enough to be considereda match.

As actions may continue to update the metadata state as the snapshot is being cap-

tured, we would like to investigate methods to handle non-atomic snapshots. Such workloads

can lead to situations where a diff entry may be produced even if the log is otherwise accurate.

One approach is adding an additional timestamp to each file as it is being captured. When we

reach the mapping step we can prevent actions made after metadata capture from updating our

expected state, thus preventing accidental diff entries from being produced.

Quantitative investigation of signature detection is also needed. We wish to explore

how different workloads and levels of information can change our ability toaccurately recognize
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what types of actions are missing from the log. We could also examine reconstructing log

entries; certain signatures provide enough information to re-create missinglog entries.
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Chapter 8

Conclusion

I like to think of my behavior in the sixties as a “learning

experience.” Then again, I like to think of anything stupid I’ve

done as a “learning experience.” It makes me feel less stupid.

P. J. O’Rourke

In this work we have asked questions pertaining to long-term storage system behav-

iors. First,what does modern archival storage system behavior look like?Our understanding

of modern system behavior is out of date. There are many new archivaluse cases—personal,

scientific, medical, etc.—with unknown usage behavior. The same can be saidof the tradi-

tional view of archival storage as tertiary storage systems; the last studies were done nearly two

decades ago. To address this shortfall in our knowledge, we completed two primary studies.

The first examining the behavior of web accessible archives. The second explored scientific ter-

tiary storage systems. The observations and suggestions (summarized below) from each make

up two of the primary contributions of my thesis.

Our first study, covered in Chapter 3, focused on the relatively new use case of pub-

licly accessible content archives, serving historical and scientific data sets. We found several

results of note. First and foremost, we found that the write-once, read-maybe assumption is

severely weakened in many use cases. Data may be updated, and administrative processes such

as indexers and integrity checkers often read dataen-masse, suggesting the use of a separate

batch interface for large-scale accesses. We also found that user-sessions show strong content

locality within sessions, but any individual record or file is at most modestly more popularthan

another. This implies that intelligent grouping and pre-fetching based on content type may be
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useful for improving performance and efficiency, but naive cachingand data migration may be

of limited utility on modern archival storage systems.

Our second study, described in Chapter 4, is on scientific tertiary storagesystems,

representative of the older, more traditional view of archival storage.We examined file system

snapshot summaries from one of LANL’s super-computing archives and found that at a high

level, aggregate storage system behavior appears similar to that of tertiarystorage systems from

two decades earlier. The LANL sketch, however, was of a coarse granularity and limited the

depth of our analysis. To tackle this shortcoming we obtained a more detailed dataset from

NCAR covering three years of activity from 2008 through the end of 2010. In this dataset,

we found that in tertiary storage the idea of write-once, read-maybe is alsoweakened. From

the system perspective, data will inevitably be read and written, due to largeadministrative

tasks like media migration. Because of these large tasks, an asynchronousbatch interface much

like that we proposed for the public content archives may be useful as well. From the user-

perspective, we see strong per-user spatial and temporal locality in access, with modest rates

of data updates/overwrites after ingest into the system. Based on this observation we have

two key suggestions for archival architectures. First, even naive grouping based on user and

directory may provide benefit for tape and other offline media based systems by reducing the

number of media accesses. Second, even from the user perspective,write-once, read-maybe is

an unreliable rule of thumb.

Difficulties in interpreting our datasets led us to realize there is a lack of work in

identifying the coverage of a storage system trace, that is, understanding what actions are and

are not being captured in a given trace. Without knowing a trace’s coverage, at best one is left

with a degraded understanding of a system’s behavior and at worst entirely incorrect conclusions

may be drawn from an analysis. This leads to the second question we ask in this thesis,how

can we identify the coverage of a trace?

To address this, we have designed expectation difference, or ExDiff,a methodology

for identifying a trace’s coverage using a combination of file-level metadatasnapshots and trace

logs. ExDiff uses a trace and an initial snapshot of a system’s state to derive what weexpect

the system to look like. This expected state can then be compared to reality, andmismatches

between the two provide clues as to what is and is not being captured in a given trace. With this

methodology, we have provided a way for researchers, administrators,and engineers to validate
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what is and is not being captured in a given storage system. Researchers can use ExDiff to better

understand the limitations of their datasets and administrators can use it to diagnose problems

and eliminate potential false positives in their troubleshooting, or even aid in intrusion detection

analyses. As an example of use in intrusion detection, consider ExDiff noting that metadata did

not match as expected, illustrating that logs may have been tampered with.

Using simulation and analysis, we demonstrated ExDiff’s ability to accurately iden-

tify when a logger may have been dropping entries, as well as how ExDiff can be used to even

recreate dropped or missed log entries. In total, our work has provided up-to-date knowledge

on archival storage behavior to help guide and validate future archival designs, and we have

provided a new methodology for identifying what is and is not being captured in a given trace

to improve the accuracy of analyses based on storage system traces.
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