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Cue Preference n a M ultddin ensional C ategorization Task

Patricia M .Berretty berretty@ fordham edu)
D epartm entof Psychology,
Bionx,NY 10458-5198 USA

Abstract

M any natural categories vary along m ultple din ensions.
The present studies address two main questions

underlying categorization w ith m ulbple dim ensions.

First, how wellcan hum ans perform in a categorization

task consisting of five categories varying along nine

continuously valied dim ensions? Second,w hatare the
properties of the cues preferred by hum ans ifnotall the
available cues are used? Rem arkably, participants not
only leamed to distinguish am ong the five categories, but
they also leamed to do so using only the relevant
din ensions. A satisficing m odelof categorization w as
best able to account for participants’ regponses. In

addition, in a cue preference task, the results show ed that
nearly all participants preferred to use the dim ension

w ith the greatest variance when the number of
dim ensions available w as restricted, In accord w ith

predictionsm ade by the satisficing m odel.

Introducton

Categorization has been studied by many disciplines
ncluding psychology and m achine leaming . In the area
of psychology, the psychological processes undertying
human categorization have been mvestigated. One

comm on approach t© determ ning these processes has
been t© teach hum ans to leam novel categories based on
very sinple stomuli that vary along only a few

dinensions. In such simple situations, the complex
calculations volved in som e of the popularm odels of
categorization f(€g. Nosofky’s (1986) generalized
contextm odel; A shby's @ shby & Gott, 1988;A shby &

Perrn, 1988) decision bound theory) may be
psychologically plausble. However, the results of
these experim ents are then assum ed to be generalizable
to categories whose members vary along many
din ensions. It seem s unreasonable t© assume that
humans are capable of the even mor ocomplex
calculations equired wih an increase In category
dim ensionality. For exam ple, Nosofsky, Palm erd, and
M K nley (1994) “question the plausibility of exem plar
storage processes and the vast m em ory resources that
they seem to require” ( 53).

M achine leaming, on the otherhand, has been prim arily
concemed w ith developing algorithm s based on experts
T specific domains Quinln, 1986) — although the

algorithm s them selves tend to be generalpurpose
algorthm s (ie., the algorithm s are Intended t© apply ©
any categorization task). These algorithm s have been
developed using large data sets that vary along m any

din ensions. Therfore, an imporant sep I such
algorithm s is determ Ining which din ensions fiom the

set of possble din ensions should be used. How ever,
the different m ethods used t© m odel this step usually
nvolve complex com putations and thus ae also not
psychologically plausble.

W hat follows is a bref mview of two popular
categorization m odels (exem plar m odels and decision

bound theory), as well as a wview of a satsficing

m odel of categorization (categorization by elim nation).

Next, a mulbddimension, mulbcategory task is
described, ncliding a discussion of how w ell the above
three m odels can account forhum an responses n such a
task . The paper conclides w ith a brief discussion on the
leaming of rlevant cues I the m ulbd-din ension, m uld-
category task.

Review ofM odels

Exem plarM odels

Exemplrmodels Bmooks, 1978; Estes, 1986; M edn &

Schaffer, 1978; Nosofsky, 1986) assume that when
presented w ith a novel object, hum ans com pute the

sin flarity between that cbject and all exemplars of
every category In which the novel object could be
placed. In theory, the object is placed into the category
w ith which it is m ost sim flar, how ever m ost exem plar
models assume prbability matthing. Nosofsky’s
(1986) genemlized context model GCM ) albws for
varation In the am ount of attention given to different
features during categorization (see also Medin &

Schaffer, 1978). Therefore, it is possible that different
cues will be used In different tasks. How ever, this
attention weight rEmains the same for the entire
stmulus set for each particular categorization task,
ratherthan varying across different objects belonging t©
the sam e category. GCM uses a probabilistic response
mle based on the Luce-Shepard choice model. The
probability of plachg stmulis i o category j is

com puted by sum m ing the sin ilarity betw een stmulus i
and all cbects In category jalong every din ension and
then welghting the simm ed sin ilarity by the bias to
regpond wih category j. The weighted summed
gin flarity is divided by the sum of the weighted
sammed sinilarity of sdmulus i to each category.
Sin flarity is usually either an exponential (for separable
stmuli) or gaussian (for mtegral stmull) fimction of
psychological distance (Shepard, 1964). Psychological



distance is com puted by the M inkow ski mm etric w ith
the addition of tw o param eters, ¢ and wy, w here ¢ isthe
discrim nability param eterw hich kes nto account that
stm uli w ill Jook m ore distinct as experience is gained

and wy, is the attention w eight forthe kth din ension.

D ecision Bound Theory

Decision Bound Theory (©r DBT —see Achby & Gott,
1988) assum es that there is a m ultdin ensional region
associated with each category, and thersfore, that
categories are separated by bounds. DBT uses a

determ Inistic response mule. An object is categorized
according to the region of perceptual space in which it
lies. The perceptual space is divided Into regions by
decision bounds. Fortwo categories & and B) each
com posed of two dim ensions & and y), an objctwill
be placed to category A if the estim ated likelihood
rBto is greater than som e bias, where the likelihood

mto refers to the mmtio between the lkelihood that
stmulus 1 comes fiom category A and the lkelihood
that stim ulus i com es from category B . The param eters
of this model arr b, a regponse bias; a mean and

varance for each dinension Wwhich ar usually
absorbed Into the bound param eters); conelations
betw een pairs of din ensions; as w ell as param eters t©
define the decision bound.

Both of these psychological models categorize by
ntegrating cues and using all the cues available (except
I exem plarm odels if a cue has an attention w eight of
zero). But the mem ory requirem ents of these m odels
do differ. GCM assumes that all exemplars ever
encountered are stored and used when categorizing a

novelobject, while DBT only needs to store the bound-
determ ning parmmeters of each category. n
comparison, the Categorization by Elm mation
algorithm (described below ) typically requires as litfle

memory as DBT but it does not mtegrate all available

cues.

C ategorization by E lin lnation

Categorization by Elin mation (CBE) was orghally
developed to descrbe people’s categorization
Judgments 1 an animate motion task (see Blythe,
M iller, & Todd, 1996). CBE is cbsely rlated to
Tverky’s (1972) Elm naton by A spects model of
choice. CBE is a nonocompensatory model of
categorization, in that ituses cues n a particular oxder,
and categorization decisions made by earlier cues
cannotbe altered (or com pensated for) by latercues. Tn
CBE, cues arr orerad and used according to their
probability of success. For the present purpose
probability of success is defined as a m easure of how

accurately a single cue categorizes som e set of stm uli
(ie., percent conect). This is calculated by mnning
CBE only using the single cue I question, and seeing

how m any conect categorizations the algorithm is able
o make. (If using the single cue results in CBE being
unable t© decide between multple categories for a
partcular stimulus, as will offten be the case, the
algorithm chooses one of those categories at random —n
this case, probability of success will be rlated © a
cue’s discrim natory pow er.)

CBE assum es that cue values are divided up into bins
(either nom nal or continuous) which conespond to
certain categories. To build up the appropriate bin
structures, the relevant cue din ensions to use m ustbe
determ ined ahead of tine. At present, complete bin
stuctures are constructed before testing CBE’s
categorization perform ance. B ns can be consttucted in
a varety of ways fiom the taihing examples by
determ ning low and high cue value boundaries foreach
category on each dim ension . These boundaries are then
used t© divide up each dim ension It the cuevalie
ranges tat form the bins. Thus, CBE only needs to
sore wo valies per category per cue dimension,
Independentof the num berof objects encountered .

C ategorization w ith M uldple D in ensions
The m ajorty of psychological studies of categorization
have used sinple artdficial stmuli eg., s=m iciicles n
tw o-dim ensional space — N osofsky, 1986) that vary on
only a few (wo t four) dinensions’. This is i
contrast to the mor natural high-din ensionality
machine leaming applications, such as wne tastng
(A eberhard, Coomans, & Devel, 1994) or handw riting
recogniton M artn & Pitman, 1991). I remams to be
demonstzated how optinal humans can be when
categorizing objects using m any continuously valied
din ensions. In addition, the predom nantpsychological
m odels of categorization have not addressed the issue
of how people can categorize a m ultidin ensional object
w hen they are constraned by 1im ited inform ation.
Beretty and her oolleagues @Benetty, Todd, &
M artignon, 1999; Benetty, Todd, & B lythe, 1997) have
Mhstrated that it is possible fora satisficing m odel that
doesnotuse all the available cues to categorize objects,
to perform com pambly to tegmative m odels on natural
data sets. The purpose of the first experim ent in this
paper is to vestigate w hether such a satisficing m odel
is able t© acocount for hum an categorization data from a
m ultidin ensional, m ultcategory task. T Experin ent
la, hum ans arr trained t© leam categories that vary
along nine din ensions. The generalized contextm odel,
categorization by elin ination, and a form of decision
bound theory w ill be tested t© determ ine how well each
m odel fits the participants’ regponses. The purpose of
the second experin ent is to determ ne how w ell hum ans

! Posnerand K eele (1968) have used random dotstm ulito
testhum an classification, how ever, the num berof dim ensions
is indetermm inable.



are able to categorize when inform ation is linied. In
addition, Experin ent 1b mvestigates the properties of
the dim ensions people prefer to use w hen nform ation is

Participants

Four graduate students fiom the University of
Califomia, Santa Barbara participated in Experin ent 1a
and 1b. A Iparticipantshad nom alor corrected vision.
Each participantw aspaid $8 perhour.

M ethod

D esign The design consisted of five different categories
that vary along nine dim ensions, where only three of
the dimensions are necessary for accumate
categorization. The values for each category were
generated from a m ulivariate nom al disbution w here
varancedin 1) > varancedin 3) > varancedin 2),

w ith the variance for the r=m aining 6 din ensions equal
to the varance along dim ension 3. A llunidin ensbnal
riles that best separate tw o categories w ith the same

mean on the other two mwlevant din ensions have an

accuracy of 90% (ie., category overlap along each pair
ofdim ensionswassett 10% ).

Procedure Participants were told that they wer to
lam five different categories that wer equally
represented during each leaming session. Participants
w ere Instructed that they m ay orm ay notneed to use all
the din ensions available to them . Participants w ere run
over consecutive days until leaming curves leveled off.
Each day consisted of 20 blocks w ith 50 trals perblock
(for a otal of 1000 trals per day). Stmulus display
was response tem hated and corrective feedback was
given afterevery trial. Thus, if a subject regponded A’
o an exemplar fiom category B, a low tone sounded
followed by a ‘B’ appearing on the screen. Tn addition,
overall percent cornect w as given after every leaming
block.
A e prfernce sk Experiment 1b) was
adm nistered t© partcipants the day affer leaming
ended. The cue preference day began w ith a practice
block in which partcipants sinply categorized 50
stim ulias they had done on previousdays. The practice
block was follow ed by twelve blocks, each consisting
of 50 trals. Each trial began w ith the presentation of
one of the three relevant din ensions. Participants then
m ade a categorization judgm entbased on only thatone
dinension. After makihg a judgment, participants
chose another dimension and then made another
categorization judgment. Thus, two judgm ents were
made for the same stmulus. The first judgm ent was
based on only one experim enterchosen dim ension,
while the second Jjudgment was based on two
din ensions. No feedback was given during the last
tw elve blocks of the testday .

Stinuli and M aterials Stmuli were generated using
the GRT Toolbox @ fonso-Reese, 1995). Values along
every din ension w ere transfom ed from num ber of dots
per square Into actual screen coordinates.  Each
din ension w as represented as a texture In one of nine
possible squares on a com puter screen. The location of
the three relevant dim ensions was different for each
subjectw ith the constraint that the center square (n a
3x3 grid) w illneverbe one of the relevantdin ensions.
Stim uliw ere presented on a SupetM ac Technology 17T
ColorD isplay driven by a Pow erM acintosh G 3 mnning
a Psychophysics Toolbox @Brminard, 1997) and low-
¥vel VideoToolbox (Pelli, 1997) wihin MATLAB
(The M athW orks, Inc., 1998). Each participant sat 18
ches from the monior. The height of the center
square of the stim uli w as consttained such that visual
angle w as less than 2°.

R esults and D iscussion

Experiment 1A Leaming for three of the four
participants reached asym ptote after five days, while

the fourth participant required six days. Participants 1,
2, and 3 achieved an overall accuracy of approxin ately
70% by the last day, while Participant 4 only achieved
an overall accuracy of approxin ately 60% on the last
day. The optinal percent conect was 819% .
Participants’ responses forthe lastday W ithout the first
block) were 1andom Iy split nto two halves (maiing

and testing sets) five tim es. Each splitw as constzained
o contain approxim ately the sam e num ber of stmuli
from each category .

The Categorization by Elim hation algorihm , the
Determ inistic Generalized Context M odel (see A shby

& M addox, 1993), and six versions of D ecision Bound
Theory were fit t each partcipant's taining set
responses. For CBE, low and high values of each bin
along each dim ension, as well as the cue order, were

estin ated from the responses In the taining set. The

param eters estimated for GCM  were the sensitivity
param eter, an attention w eight for each dim ension, the

bias tow ards each category, and the gam m a param eter
fwhich is a m easure of response selection). Forfitting
the GCM , a Euclidean-Gaussion disance-sin ibriy
metricwasused (seeM addox & A shby,1998).

The six verions of DBT wer all Idependent
Decisions Classifiers, which is a special case of
Decision Bound Theory In which each dinension is

assum ed to be independentof the otherdin ensions (see

Achby & Gott, 1988; Ashby & M addox, 1990). This
version of DBT was used since the best fitting bound
(o separate the categories) is perpendicular to each of
the three rlevant din ensions. Th the versions of the
Independent Decisions Classifier tested here, one
criterion is placed along one dimension. Two criteria

are then placed along a second dim ension and four

criteria are placed along the third dinension. Al



Table1:A T Scores forExperin ent1A

Pl Pl P2 P2 P3 P3 P4 P4
Tr@an Test Tmran Test Tmran Test Tm@an Test
GCM 5854 6336 73942 82308 64733 68714 814 4 83524
DBT 594 74 63816 742 63 780 87 645 32 66522 809 55 824 54
CBE 646 28 643 59 638 32 640 36 624 5 634 86 656 .04 646 85
possible combinations of the three relevant dim ensions Ih Experinent 1lb (conducted after perform ance

w ere tested.
A s m entioned earlier, all three m odels were fit to part
of the data set (the ralning set) and the best fitting
param eters estin ates w ere obtained. These param eters
were then used t© determ Ine the m odels’ accuracy on
the remaining data (the testng set). A potential
prblem wih mulbdparameter models is that these
m odels m ay be prone t© overfit the data. That is, they
actually fit the noise present mn the data In order to
achieve high accuracy. Training the m odelon a subset
of the data and testing the m odelon the restof the data
m ay assessam odel’s “te” perform ance.
The A IC goodness-of-fit statistic w as used t com pare
the fits of the three m odels.

AT M ;) = 2InL; + 2v;
W here Inl;; refers to the negative log likelihood value
for model M ; obtahed thmwugh maxinum lkelhood
estimation and v; rfers to the number of fiee
param eters 1 model M;. The snaller the ATC score,
the closer the model is © the “tme” model @A shby,
1992).
G oodness-of-fit values for each participant @veraged
overthe five ttaining and five testing sets) are shown In
Table 1. Each row conegponds to one of the three
m odels while each coumn refers to each participant’s
traning and testing sets. The generalized context
model was best able to account for Participant 1’s
training and testing data. Categorization by elin hation
w as best able to account for Participant 2, Participant 3,
and Participant4 ’s raning and testing data.

Experin ent 1B Experin ent 1b w as designed to answ er
tw o questions. First, how wellcan hum ans perform  a
categorization sk when dimensionality is reduced?
Second, what are the properties of the dim ensions

preferred by humans? Obviously, one of the most
In portant features of a cue is how accurate that cue is
In categorizing objcts when used alone. Another
property of cues is the range of values possible, that is,
the variance of a cue. It seem s reasonable to assum e

that hum ans are able © leam the accuracy of various
cues and would use those cues that are m ore accurate.

Given this assumption, all three of the mwlevant
dinensions are equally accurate when used alone.
H ow ever, the question of w hether hum ans preferto use
cues w ith m ore or less variance is addressed by having
differentvariances forthe three relevantdin ensions.

asym ptotes) participants w ere given one din ension and
asked fora categorization judgm ent? Participants then
chose a second dinension (from the r=mamning eight
dinengions) and m ade a categorization judgm entbased
on only those two din ensions. Only the three relevant
dim ensions for the categorization task were used In

Experiment 1b as the first cue presented t the
partdcipant. Both high and low values of these
dim ensions w ere given to the participants. D in ension
values w ere selected from the categories such that the
values w ere alw ays less than (Or greater than) the best
fittng criteria valies for that dinension @{e., only
dinensional values fiom nonoverlapping category
regionsw ere presented) .

The first m ajor result t notice from this experin ent is
the overall percent correct participants achieved, w hich
is chown in Table 2. The optimal perent conect
possible w ith only two categories is 51 6% . Participant
3 was very close to optim al, w hile Participants 2 and 4

actually perform ed better than would be expected. Tn
addition, Participant 4 actually performed better In
Experin ent1b than n Experin entla!l

Tabl 2 :0 verall Percent C onect in Experin ent1B

Participant
1 2 3 4
Percent
42 67 5523 4933 645
Correct

The rsults from Expermment 1b indicate that
participants did indeed leam which of the cues nn
Experinent la were wlevant. Al four participants
chose (early always, if not always) one of the three
relevant din ensions as their second cue In Experin ent
1b (see Table 3). This mdicates that participants w ere
not using any of the other dimensions during
Experin entla’ .

2 participants w ere given the firstcue to sure thatall three of
the relevantdin ensionsw ould be chosen. Ifparticipantsw ere
allow ed to choose the firstcue t use, itispossible that the
sam e cue w ould be used first foreach trial.

® This does not rule out the possibility thatparticientsw ere
using otherdim ensions in Experim entla, butpreferred to use
one of the three relevant din ensions w hen lim ited in the
num berof dim ensions available to them . H ow ever, verbal



Table 3:D in ension Preference forParticipants 14

D in ension D in ension Chosen by Participant 1
Presented 1 2 3 4-9
1 23 150 25 0
2 188 9 2 0
3 186 11 0 0
D in ension Chosen by Participant2
1 2 3 4-9
1 9 80 103 1
2 86 3 100 5
3 91 88 7 7
D in ension Chosgen by Participant 3
1 2 3 4-9
1 16 162 22 0
2 162 5 27 0
3 186 9 4 0
D in ension Chosen by Participant4
1 2 3 4-9
1 15 45 134 0
2 113 0 87 0
3 133 59 8 0

According t CBE when dimension 1 is presented,
dim ension 3 should be chosen and w hen din ension 2 or
3 is presented, din ension 1 should be chosen. W hen
din ension 1 w as presented first tw o of the participants
preferred the dim ension w ith the highest probability of
success (dimension 3). W hen dimension 2 was
presented first, three of the participants preferned the
dinension with the highest probability of success
dinensionl). ALl four partdcipants prfered the
dinension wih the highest probability of success
(din ension 1) w hen dim ension 3 w as presented first.
Overall, the participants generally chose the second
din ension In accord w ith predictionsm ade by CBE. .

Leaming R elevant Cues

G wen the difficulty of the task In Experiment 1a, it is
1em arkable that the participants w ere able to leam the
wlevant cues. As shown above, all four partcipants
chose hearly always, if not alw ays) the three r=levant
din ensions as their second cue n Experiment 1b. But
how did cue use progress as the participants leamed the
different categories in Experim ent 1a? To answer this
question three different versions of M D S w ere fit to the
participants’ category confusion matrices from each
half of each day in order to determ ine how m any cues
w ere used by each participant for a particular data set.
MDS; uses only one dimension, MDS, uses two
dimensions, and M DS; uses three dimensions to

protocolcollected at the end of the experim ent Indicated that
partcipants were only using three dim ensions during
Experim entla.

account for the participants’ confiisions, A X2 analysis
w as perfom ed on the differences betw een the fitvalues
for m odels differing in one dinension. These results
are reported n Table 4.

For participant 1, an MDS choice model using two

din ensions did fit the regponses better than an M D S
choice m odel using only one dim ension forday 2. By
day 4, an M DS choice m odel using three dim ensions
did obtai a significantly higher fit value than an M D S

choice m odelusing only tw o din ensions. These results
Indicate that participant 1 used only one din ension on
day 1, wo dimensions on days 2 and 3, and three

dinensions on days 4 and 5% Sinilrly, the MDS

analysis Indicates that participants 2 and 3 used only
one dimmension on the first half of day 1, two
din ensions on the second half of day 1, and three
din ensions afterday 1. Participant 4 appeared to use
only one dinension on the first half of day 1, wo

din ensions on days 2 and 3, and three dim ensions on
days 4 through 6. Taken wih the mwsults fiom

Experimn ent 1b, it appears that partcipants rot only
Increased over days the num ber of cues used when
categorizing, but also leamed the conect (or levant)

cues o use o accumately categorize.

G iven a task consisting of m any din ensions, it is clear
that partcipants begin by using only one dim ension.
A dditonal din ensions are then leamed I a sequential
fashion. W hat is rem arkable from these data, is that
partcipants leamed to use all three dinensions.
D mension 1 had more variance than any of the other
eight dim engions while dim ension 2 had less variance
than any of the other eight dim ensions. Therefore, it is
not surprising that participants w ere able to leam these
two dinensions (ie., the two din ensions out of nine

that had differing variances). D in ension 3 on the other
hand, had the same amount of variance as the six
Inelevant din ensions, yet participants leamed by the

end of the experiment that this dimension was
necessary foraccurate categorization.

C onclusion

In conclusion, the studies reported here show that
humans ar able t lam artficial mulbdin ensional
categories. T was also shown that people are able to
distnguish rwlevant fiom Melevant dimensions In
mulbddim ensional categorization tasks. Results fiom

such a task indicate thata satisficing m odel isbestable
to account for the participants’ regponses. In addition,
the predictions m ade by the satisficing m odel regarding
cue preference w ere show n t© be in accord w ith the cue

* Note, that on the last half of day 5, the increase in
param eters used by and M D S choice m odel w ith three
din ensions did not fit the data significantly betterthan an
M DS choice model with less parameters (de., less
dim ensions) .



Table 7:X? 4V alues for Participants 1

Participant1 Participant?2 Participant3 Participant4
DayHalf MDS;- MDS,- MDS;- MDS,- MDS;- MDS,- MDS;- MDS,-
MDS, M DS, MDS, M DS, MDS, M DS, MDS, M DS,
14 834 008 326 03 862 36 102 284
1R 656 6.76 2718%* 123 102 9* 18 84* 357% 508
2/1 83 3* 138 7128%* 18 96* 92.78* 994 86 16* 064
2/2 140 44* 256 69 94* 654 13676% 3016* 117 28* 362
34 214 98* 942 78.76% 22 .04* 183 38* 2914* 109 98* 038
3R 174%* 1114 98 18* 35 86* 140 16* 211* 80 2% 48
4/ 244 36* 28 54* 116 86* 376% 155 02* 353%* 74 56* 1192*
4,2 146 22% 227% 149 28* 3082* 196 44* 33.72% 80 36* 22.78*
5/1 151.78* 23 48%* 116 8* 3818* 113 6* 41 34* 8048* 3094*
5/2 201 98* 145 147 96* 34 34* 193 02* 3992* 143 76* 18*
6/1 — — — - — - 132 96* 3792*
6/2 - - - — - — 155 54* 3308*
preferences of the participants. Finally, the new Benetty, PM , Todd, PM ., and M artignon, L. (1999).

experim ental design proposed provides a m ethod for
further testing the properties of dim ensions (cues) that
hum ans prefer (orare constrained?) to use.
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