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Abstract

High level descriptions of the analogical reasoning
processin cognitive science have now convergedto
present a relatively unified account (Hummel and
Holyoak, 1997). However, the broad, consensual
account of analogy is still far from complete: whiistis
possible to give a good explanation of the mapping of
larger, structured representations in analogy, accoomts
the mappings of individual sub-elementsin these
representations are still under-specifiétere, we review
somepossible approachego this problem, describean
experiment that provides some empiricalpportfor the
‘re-representation’approachto sub-mapping,and then
identify some shortcomingsin the ‘re-representation’
approach as it is currently conceived.

Introduction

Cognitive science has made great strides towards
answeringthe important questionof ‘How do humans
reasonby analogy?’ If we take a familiar example,the
analogy betweethe solar systemand Rutherford’smodel
of the atom, then it is possibleto explain — in broad
terms — exactly how it is that two seeminglydisparate
objectscan both remind us of one anotherin the first
place,andthenhow it is that we can make meaningful
correspondences between them.

Studies have shown that reminding (or retrieval) is
driven by a computationally inexpensive process that
initially matches surface (or semantic) elements in
representationéwitnessthe frequency— and mundanity—
of most similarity based remindings, suchaaamp-shade
remindinga party joker of a hat; seeGentner,Ratterman
and Forbus, 1993).

Analogical mappings, on thether hand,are determined
by a relatively more computationallyexpensiveprocess.
Global, systematic structural similarities between itéms

be matched need to be detected in order to make thekind

‘deeper’, inference supporting correspondencesthat
characteriseanalogy (Gentner, 1983; Goswami, 1992;

Holyoak and Thagard, 1995; Hummel and Holyak, 1997).\hich it

Whilst theories and models of analogy are very
compelling at one level of abstractionthere are certain
assumptionsmade by all analogical theories that beg
interesting questions if one seeks a more detailed
explanation. As one increasesthe resolution of the
guestion'How do humansreasonby analogy?’it appears
that there are important gaps in current theories and

process models. Here, we wishdansiderjust one aspect
of one of thesegaps:the problemwe focuson is that of

matching the ‘semantics’ of elements during the
analogical mapping process. This problem can be
summarised as follows: suppose that in your

representation of the atorpou describethe motion of an
electron in relation to the nucleus in terms of it

“revolving around”the nucleus(perhapshis is how you

ordinarily think aboutthis motion). On the other hand,
supposethat in your representatiorof the solar system
you conceivethe motion of the planetsin termsof their

“orbiting” the sun.

At one level of abstractionjt may be sufficientto say
that similarities in the meanings— or usage— of these
words determinethese mappings. However, in a more
detailed account — and modelof analogywe might wish
to do more than appealto humanistic intuitions about
similarities of meaning. We might wish to account flog
way in which these sub-elementsafr representationsf
the atom and the solar-systemare mapped onto one
anotherwith the samelevel of detail with which we
accountfor the mappings between the representations
themselves.

If we are to fully explain high-level mapping in
analogy, we must also accountfor the way lexically
distinct but ‘semantically’ similar itemm representations
arereconciledwith eachotherin a way that allows high-
level mappingsto be made. Here, we review some
possible approachego this problem, and presentsome
evidence that offers some support tpapularproposalin
the literature: thee-representation hypothesis.

Semantic reconciliation and the re-representation
hypothesis

Perhapsthe most straightforward way to explain the
mapping between “revolving around” and “orbiting”*
would be in conceptuaterms. If “revolving around” and
“orbiting” could be shown to decomposeinto some
canonical conceptual representation (say
“circumnavigating”), then the linketweenthem could be
explained by referena® that concept,andthe processhy
is made. This proposalis put forward by
Gentner, Ratterman and Forbus (1993):

“[the...] constraint of matching identical predicates assumes

canonical conceptual representationspot lexical strings. Two

concepts that are simildout not identical (such as “bestow” and
“bequeath”) are assumedto be decomposednto a canonical

1 We shall refer to thiss the problemof semanticreconciliationin
analogy.



representatiodanguageso that their similarity is expressedas a
partial identity (... “give”)” Gentner, Ratterman and Forbus
(1993, p 553)

The main drawbackto this proposalis the lack of any
specification of what a canonicebnceptuarepresentation
(or a canonicalrepresentatiotanguage)s. Researchnto
the mental representation of concepts suggbsthuman
conceptual representationge anythingbut canonical;the
proposalsfor generalisedtheories of representatiorthat
exist in the concepts literature fallell shortof providing
the kind of ‘neat’ account of conceptsthat canonical
conceptualrepresentatiorassumes(see Komatsu, 1992;
Ramscar and Hahn, 1998 for reviews).

This problem has not gone unrecognised. In
conjunctionwith other factors, such as evidenceof the
important role that structural commonalities (the ‘wiadt’
analogy)play in ‘ordinary’ conceptualtasks (e.g. Ahn,
1998), andthe sheerdifficulty of distinguishinganalogy
from ‘ordinary’ conceptualtasks (Ramscar and Pain,
1996), a widespreadrziew hasemergedthat suggeststhat
analogyitself may play an important role in semantic
reconciliation(Forbus,Gentner,Markman and Ferguson,
1997, Hummel and Holayoak, 1997).

The basic idea behind this is outlined by Forbus,
Gentner, Markman and Ferguson (19%HRo proposethat
semanticterms might be decomposednto sub-predicate
re-representationsyith mapping between these being
determinedusing the same processas similarity based
transfer:

“re-representatiorallows relational identicality to arise out of...

analogical alignment, rather than as a strict constrairtheinput

descriptions”Forbus,Gentner,Markmanand Ferguson(1997, p

246).

A similar re-representatiorproposal is advancedby
Hummel and Holyoak (1997):

“With the notion of chunked predicates and objects, LISdts at

a kind of recursive representationfor meaning that may

ultimately ground itself in basic perceptual primitives. In its

current implementation, LISA can represent and map
hierarchical propositions dadrbitrary. Analogously,it is possible

to imagine structuresfor roles and objectsthat are, themselves,

deeply embedded recursive structures. The depthhich a role

or object would need to be decomposedfor the puroses of

mapping would depend on the task at hand. For exammapping

‘John lifted the hammerbnto ‘Bill raisedthe book’ may require

little or no decompositionof the predicates'liftt and ‘raise’,

which will have substantialoverlap in their semantic features.?

On the other hand, mapping‘John lifted the hammer’ onto ‘Bill

pushed the cart’ wherthe predicateshave lessfeature overlap,

may be more likely to dependon decompositionof ‘lift' into

‘caused to rise’ and ‘push’ into ‘cause to mdaéerally’, thereby

making explicit the parallelism of their internal structures.

Recursively ‘rise’ and ‘move laterally’ might bdecomposednto

structures relating simpler predicates with basic perceptual

primitives representingmotion and locationsin spaceresidingat

the very bottom.” Hummel and Holyoak (1997, p.457).

Whilst re-representation is a popular ideahe analogy
literature, its current statusis largely hypothetical: re-
representation proposals arsually couchedin termsthat
relate to computational models, and as yeevidencehas
beenofferedto supportthe psychologicalvalidity of the
proposal.

The following experimentwas designedo formulate a
concrete re-representationproposal, and explore it
empirically. The problem of semantic reconciliation

2 The emphasis is ours

revolvesaround supplying an account of what happens
when two ‘semantically similar’ terms — *“revolving
around” and “orbiting” — are encounteredduring the
mappingprocess. In ordinary usage,the representations
of human category information involved in these
processesre implicit; peopleknow what — “revolving
around“and “orbiting” mean,andthey reconcile (or map
between) the two termaccordingly. But the exactnature
of what they know, and how such knowledge is
represented appears to be inaccessibtle level of detail
requiredto specify and model the underlying cognitive
processesnvolved in the semanticreconciliation of the
two terms.

Participants wer@askedto makeinferenceswith the aid
of two candidatebaseqseefigure 1). In both the target
and eachof the two candidatebases,the term that was
crucial to determiningthe representatiorof higher order
structure in the scenarios wasovel, artificial term. By
supplying ‘definitions’ for thaterm, we hopedto be able
to control the representationsparticipants used for
semantically reconciling particular terms during their
analogising. By doing this, we hoped to test the
prediction that participants wouldse the sameprocess to
match semanticitems in their representationsas they
would in ultimately determiningheir analogies i.e. that
in these externally represented analogies, at least,
participantswould use and processre-representation$o
facilitate semantic reconciliation.

SCENARIOS
TARGET - The Guralaga

can be found in Australia

lives in Rainforests

only eats gau-gau berries

has a cronomus lucundus

the cronomus lucundus enables the Guralaga to eat gau gau
berries.

BASE 1 - The Mongret

can be found in Australia

lives in Rainforests

only eats gau-gau berries

has a probus razoris

the probus razoris enables the Mongret to eat the gau gau
berries.

Thanks to the way they eat, Mongrets live to a ripe old age and
rarely suffer from cancer

BASE 2 - The Crany Dog

can be found in Papua new Guinea

lives in the grassy backlands

eats vegetation

has a remulum grandoso

because of the remulum grandoso the Crany Dog can eat
vegetation.

Crany Dogs are particularly prone to cancer, which originates in their
digestive system.

Figure 1. A base and two targetsThe surface similarities between
the target and base 1 are highlighted. The targebasd?2 sharefew
surface similarities



Surface Match

Structurally
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Base (SMB) Similar Base
(SSB)
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supported by
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SSB the dictionary
entries

In type B sets, the B
inference is only
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target and SMB the structural matches

dictionary entries between target and
SSB the dictionary
entries

The relationsbetweenthe variousscenariosn a given
scenariogroup can be summarisedas follows (see also
figure 2): In a groupn which re-representatiosupported
inference A, the target and one candidzdsescenario(the
SSB, or structurally supported basijpredonly structural
matches;mappingsbetweenthe SSB’s dictionary entry
andthe basedictionary entry also sharedonly structural
matches.

There was a structural correspondence betileetarget
structuresupportedoy the targetdictionary entry and the
SSB’s dictionary entry which in turn structurally

supported the transfer of candidate inference A in the base.

Mappings betweenthe target and the other candidate
base scenario (theMB, or surfacematch supportedbase)
were supportedby sharedsurfacefeatures,and mappings
between the SMB’s dictionary entry and the target
dictionary entry also sharedcommon object descriptions.
However, there was a structural correspondencdetween
the basestructuresupportedby the basedictionary entry
and the SMB'dictionary entry which supportedcandidate
inference B. This allowed participants to use shatethce
features to determine semant@conciliation,but still use
structural correspondences(c.f. Gentner, 1983) to
determine their inferences (in this casgking a ‘literally
similar’ match at the analogy level; see figure 2).

In a group where re-representatioisupportedinference
B, this pattern of correspondences was reversed.

Figure 2: The relationshipsbetweenthe base, targets, dictionary
entries and inferences in the main stimulus groups.

Experiment

Participants

The participants were 170 volunteers, a mixture of
postgraduate and undergraduate students from the
Department of Artificial Intelligence, Centre f@ognitive
Science,Departmentof Psychologyand the Faculty of
Music at the University of Edinburgh.

Materials, Design and Hypotheses

The materials compriseddroupsof speciallyconstructed
scenarios(figure 1) with correspondingsets of novel

dictionary entries (figure 3) and candidateinferencesfor

each group (figure 4).

To control forbiasestowardsparticularinferencesgach
scenariogroup was further sub-dividedinto two versions
of the scenariosets, and two versionsof the dictionary
entry sets, so that each scenario/ dictionary sub-set
supported one of the two different candidate inferences.

To classify the different structural / featural relation
amongstthe scenarioswe used Gentner,Rattermanand
Forbus's (1993) taxonomy of similarity relationships:

o Literal similarity matchesinclude both common
relational structure and common object descriptions;

» Surface matches: based upon common object
descriptions, plus some first order relations;

e Sructural similarity, matches based upon

common system of relations.

“DICTIONARY ENTRIES”
BASE DICTIONARY ENTRY
Cronomus lucundus

are unique to certain types of bird

are important to berry eaters

is a long spleen-like organ

keeping berries in the cronomus lucundus allows the berries to slowly
ferment, allowing the goodness inside the bitter skins to be released

SMB DICTIONARY ENTRY
Probus razoris

are unique to certain types of bird

are important to berry eaters

is a long plier-like bill

crushing berries in the probus razoris allows the goodness
inside their bitter skins to be released without the skins having
to be swallowed

SSB DICTIONARY ENTRY
Remulum grandoso

is unique to certain types of dog

are important to dogs which eat a wide range of vegetation

is a short intestine-like organ

keeping vegetation in the remulum grandoso allows it to slowly
ferment, allowing the goodness inside the outer skins to be released

Figure 3: Dictionary entries fothe Target and two Basesin figure
1. Surface similaritiebetweenthe Targetand SMB are in bold italic
print; the structural match between the Target andSBRis in normal
italic



INFERENCES
A. Guralaga live to a ripe old age and rarely suffer from cancer .

B. Guralaga are particularly prone to cancer.

Figure 4: The target inferences for the stimulgoup shown of the
following pages. In a type A set, structural commonalitieswould
supportthe A inference; surface similarities would support the B
inference. In a type Bet, structuralcommonalitieswould supportthe
A inference; surface similarities would support the A inference.

To try and simplify the above: in each group of
stimuli, the target and candidatebasescenario,and their
correspondingdictionary entries, shared surface features,
and a higher order structural correspondence that
correspondedwith one candidate inference, whilst the
target and the other candidatebase scenario, and their
corresponding dictionary entries, shared structural
correspondences, and a higher order structural
correspondencethat correspondedwith the alternative
candidateinference. Each stimulus set was divided into
two subsetsin one, structuralfeaturesin the basesand
their novel term dictionary entries supportedone set of
inferences(Type A), whilst in the secondsub-set,the
samekind of matchessupportedthe contrastinginference

(Type B), so that biases towards a given inference duaild

eliminated (see figure 2).

Experimental Hypothesis

In keeping with the analysis presentedabove, we
expectedhat participantswould useanalogyto reconcile
semantictermsin orderto perform analogicalmappings
between the scenariosand generate support for one
candidatenference. We predictedthat in orderto be able
to carry out the top level analogy, participants warddy
out anotheranalogyin parallel- mappingstructuresonly
in the dictionaryentries- reconcilingsemantictermsin a
way that supportedthe top-level ‘analogical’ structure
mappingover the top-level surfacemapping, and favour
the inferencethat correspondedio the structurally similar

2 In the secondcontrol, participantswere given
materialsin which the novel terms were removed,and
the structuralinformationin the dictionary entrieswas
added to the bases and target efiiect creating'normal’
analogy materials (see figuB. In this control, where
no re-representationwas required, we expected the
structural commonalitiesbetweenthe target and the
SSB to determine the choice ioference,overridingthe
surfacecommonalitiesbetweenthe targetandthe SMB
(this would be consistent with previous findings sash
Gentner, 1983).

Chateau Bogusse:

is a vineyard.

is in the southern French district of Pretence.
has sandy soils, with a lot of surface pebbles
has a warm microclimate which enables grapes to be
produced.

the particular microclimate results in ripe grapes.

the ripeness causes the sugar level in the grapes to rise.

this makes the walls of the grapes weaken and collapse.
Domaine Fraudulent:

grows plums.

has clay soils in which wildflowers grow

is in the western Departement of Maidoop.

its warm microclimate causes melons to grow

the particular microclimate yields extremely ripe plums.

the extreme ripeness causes the plums to become very sweet

this super-sweetness makes the plums soft and squashy

Because of their squashiness Domaine Fraudulent’s plums are
held in low esteem, and sell poorly.

Mas de la Fiction:

grows grapes.
is in the southern Departement of Whaupper.
has sandy soils, with a lot of surface pebbles
its fine microclimate causes grapes to grow.

scenario over the scenario that shared only surface featuresthe particular microclimate results in ripe grapes.

Additional Controls and Control Hypotheses
In additionto the basicstimuli, 3 setsof control stimuli
were also created:

1 In the main control, the dictionary entrieswere
eliminated,and participantswere given only the target
and the two candidatebases. In this control, in the
absenceof any structuralsupportfrom the dictionary
entriesfor the SSB inference,we expectedparticipants
to use the surface commonalitiestweenthe targetand
the SMB to determinetheir inference choice (i.e the
predictionwas that when subjectswere askedto make
an inferencein a situation where neither of the base
inferences benefitted from any structural bias,
partcipants would prefer the inference which was
additionally supportedat the object level over the
inference that receivedlo suchsupport;consistentwith
the findings of previous studies, such as Gentner,
Ratterman and Forbus, 1993, we expected weak

similarity to provide more support than no similarity).

the ripeness causes some of the moisture in the grapes to
evaporate

this evaporation leads to extremely concentrated flavours
Because of their concentrated flavours Mas de la Fiction’s
grapes are prized and sell for high prices.

Inferences

A. Chateau Bogusse’s grapes are highly prized and sell for high
prices.

B. Chateau Bogusse’s grapes are held in low esteem, and sell
poorly.

Figure 5: A control setin which the structural information in the

dictionary entries has been included in the bases and target to @reate

‘ordinary’ analogicalproblem. Surface similarities are illustrated in
bold; structural similarities are italicised.



3 In the final control set théictionary entrieswere
alteredso that surfaceand structuralcommonalitiesall
supportedthe same mapping (the LSB, or literally
similar base). In this final control, both structuraland
surfacecommonalitiesbetweenthe targetandthe LSB,
andtheir dictionary entrieswere alignedin support of
oneinference. Sincestructurewas predictedto be the
key factor in deciding inferences (in line with the
findings of previous studies), we did not expectthe
results from this contrdio differ significantly from the
main experimental task.

In all of the controls, the inferencesupportedby the
varioussimilarities was again randomisedto control for
any inherent biases towards particular inferences.

Procedure

Participants were presented with 2 x 6-page
guestionnairesgachof which containedone scenarioset,
with its dictionaryand candidatenferencesa diversionary
task and a scenarioset and pair of candidateinferences
without a dictionary (the main control). The order in
which the sets were presented(‘with-dictionary’ versus
‘without-dictionary’ control), was randomisedas was the
presentationorder of the targets within the sets. A
second, smaller group of participamisre given the other
two controls in similar fashion.

Participants weraskedto infer one candidatenference,
and give a confidence rating (1=not at all confid&mtyery
confident). They were told that the dictionary entries
might be usefulto them, but told explicitly that the use
of them was left to participants’ discretion.

Results

Consistent with the initial hypothesis, in the main
control condition where no dictionary entries were
provided, the inference that received common surface-
feature support was favoured BY% of participantswith
only 33% preferringthe inferencethat wasnot supported
by any commonalities¢? (1, N=140) = 17.1p<.001.

However,in the main experimentalcondition, where
definitions — which offered the possibility of structural
mappings — were provided, participants reversedtheir
preferred inferencéor a given target/ candidatebasesset.
Again consistentwith the initial hypothesis,in this
condition, if participantshad preferredthe A inferencein
the first control, when providedwith scenariosets where
structural commonalities in the dictionasypportecthe B
inference,then participantsnow chosethe B inference.
Overall the inferenceswhich received structural support
were favoured by 71.2%f participantswith only 28.8%
preferring the inferencethat was supportedby surface
commonalities along¢? (1, N=125) = 20.7489<.001.

Also consistentwith the initial hypothesis,in the
control condition withno novel terms, wherestructurein
the dictionary entries was includéu the baseandtargets,
inferenceswhich receivedcommonsurface-featursupport
were favoured by onl27.0% of participantswith 73.0%
preferring the inferencethat was supportedby structural
commonalitiesx? (1, N=26) = 3.869p<.05.

Therewas no deviation from this patternin the final
control condition, where the dictionagntrieswere altered
so thatsurfaceand structuralcommonalitiesall supported

the samebase- target(the LSB) mapping, the inference
supported by the LSB was favoured by 75.0% of
participantsx? (1, N=28) = 5.17p<.05

Analysis of participants’confidencescoresin the main
control show significantly greater confidence fiaflerences
basedon surfacecommonalitieswhen no structure was
present, t=8.72, p<0.001. However, this trend was
reversedn the othercontrolsand the main experiment-
given the choice,participantsseemto prefer structurally
supportedinferences. In the second control condition
(analogies) inferences based upon structtwaimonalities
received a significantly higher confidence ratthgnthose
basedon surfacefeatures,t=3.982, p<0.001. Similarly,
in the main experimental condition, wheafinitions were
provided, inferences based upstnucturalsupportreceived
a significantly higher confidencerating than those based
only on surface commonalities, t=2[%;.005. Thistrend
was repeated ithe third control, though meandifferences
were not significant, t=1.03 =0.33.

Discussion
This experimentseemsto show, consistentwith the re-
representatiorhypothesis,that participantscan use the
same process that thegedto makeanalogicalinferences
to reconcilethe semanticdiscrepancieshey encounterin
the representations of base and target analogs.
Participants made inferences with the afidwo targets.
By controlling the structure of the information
representinghe ‘semantics’of the term thatwas in turn
crucial to the determination of threpresentatiorf higher
order structure in the base and eactheftargets,we were
able to control the representationgarticipants used for
semantically reconciling particular terms during their
analogising. The re-representation procespitegliction—
that participantswould usethe samemappingprocessto
match semanticitems in their representationsas they
would in ultimatelydeterminingtheir analogies- appears
to be supported by the results of this experiment.

General Discussion

Two very reasonableobjections might be madeto the
results of this experiment:

1. Firstly, the ‘dictionary entries’ ithe main task were
artificial: there isa wealth of evidencethat definitions are
an inadequate basis for conceptual semantics (see
Komatsu, 1992). Since the ‘dictionary entries’ are no
more than definitions, it seemsreasonableto question
whetherthe use of definitions in exploring conceptual
reconciliation affects the validity of our results.

2. A secondobvious objectionto the findings of the
experimentis that participantswere presentedwith the
tasks on papeandhadunlimited time in which to solve
the inferencing problems, and reconcile and map any
‘semantics’in the various baseand target specifications.
It might be said inobjectionthat since structuremapping
is a computationallyexpensiveprocess— especiallyin
comparison to mapping surfateatures— this experiment
has little relevance to the on-limemandcharacteristicof
analogical processingn the wild’. Since participantsin
this experiment had unlimited time, and external
representation®f the problems, their behaviouris no
predictor of the kind of processesused in making



analogical mappingsn memory,whereworking memory
limits will impose restrictions on processing.

Though we acknowledge our sympathy for these
objections, neither of them should militate against our
interpretationof theseresults: that the processingof re-
representationds possible with externally represented
problems. Obviously the second objectienvhich relates
to internal representations— cannot apply to this
interpretation.In respectof the first, we note that even
though participantsusedwhat amountedo definitions in
reconcilingsemantican the main inferencingtask, it is
theprocessing thatthey usedto map re-representationis
semanticreconciliation (and not the particulars of the
representations themselves) that isntéresthere.To the
extent that participants’ processing matched our
predictions (and what empirical findings there are in
respectof natural representationsn similar tasks, e.g.
Ahn, 1998), it seemsreasonableto assumethat this
processing was ecologically valid, even if the
representations it worked with were not.

Theseobjectionsdo, however,highlight aspectof the
re-representatiohypothesisthat arestill seriously under-
specified. In particular, the re-representatiorhypothesis
lacks detail concerning the representations it suppasds,
the processing demands it appears to make.

In the experiment above, we concentratedon the
semantic reconciliation of one set of similar-but-not-
identical terms, and followed this reconciliation process
down through one level of recursion, where we saw —
consistent with the re-representatioypothesis— that the
same process was usedésolvesemanticambiguitiesas
was used to determine analogical mappings.

However,it is unlikely that realistic representationsf
real-worldanalogieswill containsucha small numberof
similar yet non-identicalpredicatematchesto reconcile.
These representationswill contain many more such
predicatesandthe re-representationsf thesepredicates—
whose predicates witheedto be matchedduring semantic
reconciliationof the original predicates— may contain
many more non-identical but semantically similar
predicates, potentially as a factorial of téginal number
of predicates re-represented in semantic reconciliation.

Logically, at least, this seemsto point to both a
combinatorial explosion — in terms of the number of
predicatego be reconciled,and henceindividual semantic
reconciliation sub-processet be run — and a potential
infinite regressif anidentical mapping processis to be
run recursively andif re-representatiodoesn’tultimately
uncoveridentical predicate-decompositionepresentations
at some level, then mapping may not terminate.

One solution to this problem might be the basic
perceptualprimitives posited by Hummel and Holyoak
(1997; see above). We see two problems with this
accountfirstly, quite what ‘perceptualprimitives’ areis
unclear: at presenthey offer no more explanatoryclarity
than ‘concepts’ when it comesto explaining semantic
reconciliation; and secondly,and more worryingly, this
proposal — like all re-representatibgpotheses- assumes
an almost unlimited capacityfor structural mapping in
memory. However, recentresearch(Halford, Wilson and
Phillips, 1998) indicates that in reality this is faom the
case: human capacity for representingand processing

structured information appears to be seriously
constrained. In the light of theseconsiderationswe are
cautious ininferring too much from the findings reported
here. Wehaveshownthat re-representatiors possiblein
externallyrepresentedasks. Whethertheseresultscan be
replicated in ecological analogy tasks in memory —thed
extent to which re-representationawiable psychological
account of semantic reconciliation — remain open
guestions in need of further empirical investigation.
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