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Abstract

Using momentum-resolved optical spectroscopies to quantify anisotropic and multipolar

phenomena in organic and hybrid organic-inorganic semiconductors

by

Ryan Anthony DeCrescent

Herein, we describe a momentum-resolved optical reflectometry technique for precisely

quantifying absorption anisotropies, with a particular interest in its ability to estimate

distinct out-of-plane dipole strengths in solution-processable semiconductors. We demon-

strate major advantages over conventional techniques, e.g., variable-angle spectroscopic

ellipsometry, and subsequently show how to merge the strengths of the two techniques.

We interrogate two distinct material systems: organic semiconductor thin films and two-

dimensional (2D) hybrid organic-inorganic perovskites (HOIPs). In organic thin films,

we resolve molecular reorientations due to processing conditions. In 2D HOIPs, we adopt

a layered effective medium model to show that strong optical anisotropies arise predomi-

nantly from classical electromagnetics effects (i.e., dielectric inhomogeneity) rather than

anisotropies in the quantum-mechanical matrix elements. Finally, we demonstrate unex-

pected multipolar light-matter interactions in 2D HOIPs, revealed by a highly polarized

and oblique emission sideband. Electromagnetic and quantum-mechanical analyses indi-

cate that this emission originates from an out-of-plane magnetic dipole transition arising

from the 2D character of electronic states. The techniques described herein are mate-

rials agnostic and may provide insight into fundamental optoelectronic processes and

processing-dependent structure-function relationships in a wide variety of interrogated

materials.
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Chapter 1

Introduction

Solution-processable semiconductors have been emphasized as promising material can-

didates for cost- and energy-efficient future optoelectronic technologies [1, 2]. For ex-

ample, organic semiconductors can be deposited and easily incorporated into planar,

and even corrugated, optoelectronic device geometries via well-established and scalable

room-temperature methods, such as spin-casting, spray deposition, or blade-coating [3].

Indeed, organic light-emitting devices are already commercially available, and are cur-

rently used by several companies in cellular telephone and television displays [4]. This

ease of processing, morphological control via processing conditions (e.g., choice of solvent

or thermal annealing temperature) [5], and the “soft” nature of the materials are at the

origin of their versatile implementation, the quintessence being, perhaps, the possibility

of flexible electronics [6].

Optically, perhaps the most remarkable and unique feature of these materials, in com-

parison with conventional inorganic semiconductors (e.g., Si or GaAs), is their strong de-

gree of optical anisotropy, originating from their marked structural anisotropy [7]. When

implemented into optoelectronic devices, these anisotropies compound with universal

polarization- and angle-dependent boundary conditions inherent to electromagnetic phe-
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Introduction Chapter 1

nomena, i.e., via Maxwell’s equations. Device performance thus becomes sensitively

dependent on the polarization state and wave-vector of the incident or emitted light. At

a fundamental level, it is thus important to understand the inherent connection between

thin film morphology and optical anisotropies.

Optical anisotropies are not unique to organic semiconductors. Indeed, in inorganic

crystals, anisotropic bonding structure also leads to optical anisotropies. While these

effects are typically negligible in three-dimensionally (3D) coordinated crystals, they

become particularly pronounced in the limit of two-dimensional (2D) materials. In 2D

materials, covalently (or ionically) bonded 2D semiconducting sheets are extended into

the third dimension through weak Van der Waals forces [8]. Therefore, charge transport

and optical interactions are typically mediated by electronic orbitals that are extended

in the plane of connectivity, and are thus weak in the out-of-plane direction. Detailed

studies of optical anisotropies thus provide valuable information about the electronic

structure in these materials.

Chapter 2 provides a practical overview of the experimental apparatus and the newly

developed ‘momentum-resolved reflectometry’ (mR) technique that is, in a sense, a major

focus of this thesis. A complete description of the specific system used here is provided

in the Ph. D. thesis of Dr. Steven J. Brown [9]. Therefore, Chapter 2 gives only a brief

summary of the essential features of the technique, primarily for the purpose of providing

context for the development of the mR technique. Detailed instructions are provided in

Appendix A.

The purpose of Chapter 3 is to demonstrate the initial capabilities of our newly

developed mR technique. The material systems of interest here are thin films of the

organic polymer P(NDI2OD-T2). This system is of particular interest since the average

molecular orientation in the solid state film can be controlled by processing conditions,

taking on ‘face-on’ or ‘edge-on’ morphologies when thermally annealed below or above

2



Introduction Chapter 1

the glass transition temperature (≈ 300◦ C), respectively [10, 11]. We resolve variations

in the in-plane vs. out-of-plane dipole strengths between film morphologies, and argue

that they originate from an out-of-plane tilt of the quantum-mechanical transition dipole

moment as the average molecular orientation changes from face-on to edge-on.

Chapter 4 represents our first studies on a distinct class of material systems —

the Ruddlesden-Popper phase (‘layered’) hybrid organic-inorganic perovskites (HOIPs).

These are solution-processable bulk semiconductors with 2D optoelectronic properties.

In contrast to organic semiconductors, the semiconducting regions are inorganic. The

organic constituents in HOIPs are insulating, and therefore only indirectly influence the

electronic structure through steric effects (e.g., by scaffolding the inorganic layers) [12]

and by providing a non-uniform dielectric environment [13]. It comes as a surprise, then,

that significant variations in the optical anisotropies are observed in these systems as the

organic constituent is varied. The purpose of the study presented in Chap. 4 is to resolve

the origins of these variations using the unique capabilities of mR.

In chapter 5, we demonstrate the discovery of unconventional multipolar light-matter

interactions in the layered HOIP systems. Specifically, we study the momentum and

polarization distribution of photoluminescence and demonstrate that a low-energy emis-

sion sideband exhibits radiation patterns that are uniquely identified as magnetic dipole

in origin. Experimentally determined magnetic dipole transition rates observed in this

system are approximately three orders of magnitude larger than any previously observed

multipolar transition rate. We discuss potential origins and implications of this obser-

vation. Thorough understanding of the linear (electric) optical properties presented in

Chap. 4 are instrumental in the quantitative analyses of this emission feature.

3
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1.1 Permissions and Attributions

1. The content of chapter 3 has been reproduced with permission from The Optical

Society: Reprinted with permission from Ryan A. DeCrescent, Steven J. Brown,

Ruth A. Schlitz, Michael L. Chabinyc, and Jon A. Schuller, “Model-blind charac-

terization of thin-film optical constants with momentum-resolved reflectometry,”

Opt. Express 24, 28842-28857 (2016). Copyright The Optical Society.

2. The content of chapter 4 has been reproduced with permission from The Ameri-

can Chemical Society: Reproduced with permission from DeCrescent, R. A. et al.

Optical Constants and Effective-Medium Origins of Large Optical Anisotropies in

Layered Hybrid Organic/Inorganic Perovskites. ACS Nano 13, 10745-10753 (2019).

Copyright 2019 The American Chemical Society.

3. The content of chapter 5 has been reproduced with permission from the American

Association for the Advancement of Science: Reprinted from DeCrescent, R. A. et

al. Bright magnetic dipole radiation from two-dimensional lead-halide perovskites.

Sci. Adv. 6, eaay4900 (2020). The Authors, some rights reserved; exclusive

licensee American Association for the Advancement of Science. Distributed under

a Creative Commons Attribution NonCommercial License 4.0 (CC BY-NC) http:

//creativecommons.org/licenses/by-nc/4.0/
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Chapter 2

Developing a momentum-resolved

reflection technique

This chapter provides a succinct conceptual overview of the momentum-resolved reflec-

tometry (mR) technique that is, in a sense, a major focus of this thesis. A more definitive

guide, primarily intended as a hands-on instructional resource for future students, is pro-

vided in Appendix A. Appendix A also includes a practical overview of the analysis used

to extract complex uniaxial optical constants from the polarized momentum-resolved

reflectance data.

2.1 The experimental apparatus

A majority of the results presented in this thesis were derived using a home-built

momentum-resolved spectrometer. Fundamentally, momentum resolution is achievable

through Fourier imaging techniques as described thoroughly in several popular text books

[14] and in the succinct technical review by Kurvits et al. [15]. The specific experimental

apparatus used in the work presented here is described in detail in the Ph. D. thesis
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of Dr. Steven J. Brown [9]. Here, we will describe the system only very briefly, such

that the reader can understand the development of the mR technique described in the

following sections.

Essentially, the spectrometer is derived from an inverted microscope (Fig. 2.1a).

Plano-convex lenses (blue) are positioned near the entrance (left in the schematic) and

exit ports (bottom in the schematic) of the microscope (one such lens at each port).

Each such lens images the primary objective’s back focal plane (BFP) to a plane one

focal-length, f , from the lens. These planes may be referred to as ‘conjugate’ BFPs

(or Fourier planes, designated by black dashed lines in Fig.2.1a). All optical excitation

and imaging is performed in these conjugate BFPs. The objective used for the studies

described herein was a 100× oil-immersion objective with a numerical aperture (NA) of

1.3. While the Fourier imaging technique is not unique to this objective, an objective

with NA>1 offers critical benefits that will become clear in Chap. 3.

2.2 Measuring the momentum distribution of polar-

ized reflectance

The goal of mR is to obtain reflectance profiles as a function of the in-plane optical

momentum, k||, of the incident beam. The tip of a single-mode optical fiber positioned

in the conjugate BFP at the rear port of the microscope (Fig. 2.1a) approximates point-

source excitation in k||-space (Fig. 2.1c), and thus to plane-wave excitation with in-

plane momentum k|| at the level of the sample (Fig. 2.1b). In reality, the excitation is

represented by an approximately Gaussian intensity profile in the BFP (Fig. 2.1c, inset).

By mounting the fiber tip to a piezo stage, the k|| of the incident beam can be sensitively

controlled, taking any value in a disk defined by |k|||/k0<NA (Fig. 2.1c). In the previous

6
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Figure 2.1: Overview of the momentum-resolved spectrometer and technique for
measuring momentum-resolved reflectance. (a) Schematic of the system. A descrip-
tion is provided in the main text. Coordinate systems are provided at the input,
the sample, and the spectrometer entrance to illustrate the connection between re-
al-space and k||-space coordinates. The relevant Fourier planes are designated with
black dotted lines. LP, linear polarizer. BA, beam splitter. f , focal length. CCD,
charge-coupled device. (b) Geometry of the sample. Polarized plane waves are inci-
dent upon the sample at an angle θ (in-plane momentum k|| = |k|||). nQ, substrate
(quartz) refractive index. pol, polarization. (c) The momentum distribution of the
specular reflectance as imaged at the CCD. Inset shows the magnified image of the
reflected spot, with a full width at half max of approximately 3 pixels. White vertical
arrow represents the ky axis along which the excitation spot can be scanned for a com-
plete dataset. (d) Example s-polarized reflectance data from (blue) a quartz coverslip
reference and (red) a 46 nm thin film of organic polymer P(NDI2OD-T2) (spin-cast
on an identical quartz coverslip). Blue solid line is the theoretical reflectance curve
for s-polarized reflectance from a quartz-air interface, multiplied by the maximum
number of s-polarized reference counts. (e) Proper reflectance is obtained using the
correction procedure described by eqn. 2.2 on both the reference and sample. Solid
lines show theory curves for (blue) the quartz-air reference and (red) the best-fit thin–
film reflectance. Illustration in subpanel b and data in subpanels d-e from ref. [16].
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expression, k0 = 2π/λ is the free-space momentum of an optical wave of wavelength λ.1

The piezo stage also facilitates the focusing of the beam, i.e., proper z-positioning from

the plano-convex lens such that the fiber tip lies in the BFP (e.g., Fig. 2.1c, inset). By use

of the oil-immersion objective, this plane wave is incident upon the sample (from within

the substrate with refractive index nsub) at an angle θ such that k|| = |k||| = nsubk0 sin θ

(Fig. 2.1b). A linear polarizer (‘LP’ in Fig. 2.1a) is oriented with a polarization direction

ê parallel (perpendicular) to k|| to generate a p- (s-)polarized incident beam (Fig. 2.1b).

By using a super-continuum laser source, we can then control the incident wavelength,

λ, in-plane momentum, k||, and polarization state of the incident beam.

The intensity of specular reflectance is measured by imaging the specular reflectance

(again in Fourier space) to a charge-coupled device (CCD) array (Fig. 2.1c). At any

single wavelength, by sweeping the excitation spot up the ky axis (white arrow in Fig.

2.1c), we record the intensity of s- or p-polarized specular reflectance, N s,p
sample(λ, k||), from

a thin-film sample (Fig. 2.1d, red circles).2 An identical set of measurements is performed

on a reference interface, yielding N s,p
ref (λ, k||). For example, reference data from a bare

fused silica substrate is shown in Fig. 2.1d (blue circles). The reflectance function from

the reference should be theoretically well known (discussed further below; Appendix B),

and will be designated Rs,p
ref (λ, k||). R

s,p
ref (λ, k||) for a quartz-air interface is shown in Fig.

2.1d (blue solid line, multiplied by the maximum of the s-polarized reference reflectance

data).

Data as acquired will be in the units (x, y, z), where (x, y) is a pixel coordinate at the

level of the CCD (each being an integer between 0 and 1023) and z represents a number

of counts (an integer between 0 and ≈64,000). Scaling between (x, y) and (kx, ky) will

be described in the following section. Here we’ll describe how to scale from z to proper

1The expression |k|||/k0<NA, in fact, is a definition for the NA of an objective.
2Here, we’re assuming k|| = k||ŷ, and thus s- (p-)polarization has ê ⊥ ŷ (ê||ŷ).

8
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reflectance, R.

A ‘correction function’ Cs,p(λ, k||) is defined by

Cs,p(λ, k||) = Rs,p
ref (λ, k||)/N

s,p
ref (λ, k||). (2.1)

The correction function Cs,p(λ, k||) is then used to scale the sample reflectance data (in

units of ‘counts’, which depends on many experimental parameters, including excitation

intensity and integration times) to proper ‘reflectance’ (a number between 0 and 1) by

Rs,p
sample(λ, k||) = Cs,p(λ, k||)N

s,p
sample(λ, k||). (2.2)

The reference reflectance is trivially provided by a similar expression, yielding

Rs,p
ref (λ, k||). The correction function serves two purposes, and can be thought of as a

product of two terms: one is a constant factor that scales counts (a number on the

order of 104) to a number on the order of 1 (appropriate for reflectance); the other is a

k||-dependent function (of order 1) that accounts for system-dependent non-uniformity

in both excitation and collection efficiencies.

Example reflectance curves are shown in Fig. 2.1e. This procedure is performed at

each wavelength of interest. Care must be taken in applying the correction function to

data around Brewster’s angle in p-polarized reflectance (not shown here, but presented

in Chap. 3), because theoretically the reflectance goes to zero there.3 In practice, we

choose to apply only the constant scale factor correction where the theoretical reflectance

is greater than 0.002. Other variations of the constraints can be used with discretion.

For example, in several iterations, we chose to correct data only above the critical angle

of total internal reflection, defined by k|| > k0. Care must also be taken in applying

3Note that this idiosyncrasy can be avoided by using a reference that has no zero in the theoretical
reflectance.
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the correction factor around k|| = k0 for both polarizations, since the slope approaches

infinity.4 In practice, we can (and should) ignore the data, and thus the correction

function, in a very small range around k|| = k0; because the slope approaches infinity

here (at least, when the system exhibits negligible losses), this region would dominate

the error from which the fit is derived. (See Appendix A for more details.)

2.3 Scaling coordinates from ‘pixels’ (x, y) to k||

In reality, the CCD knows nothing about momentum-space coordinates; it provides

a two-dimensional matrix of numbers with ‘coordinates’ specified by the x and y values

of the pixels. The span of the BFP is represented by a disk in k||-space, k||/k0<NA

(illustrated as a white circle in Fig. 2.1c). The physical size of this disk is governed by

system parameters; the magnification of the primary objective as well as the focal length,

f , of the external plano-convex lens positioned by the user [15]. E.g., for our particular

setup (Nikon CFI Plan Fluor 100XS, a 100× NA=1.3 oil-immersion objective) and an

external f=500 mm plano-convex, the image of the BFP at the level of the sample is

approximately 0.75 cm in diameter. This spans approximately 3/4 of the full CCD array.

The center of this disk represents the origin, (kx, ky)=(0,0). We’ll assume the user

is not starting system alignment from scratch, but rather working with the system from

a condition as described in ref. [9]. This center position is most conveniently located

by looking for compounded internal reflections of the pin-point of light that represents

the specular reflection (Fig. 2.2a). Specifically, when the specular reflection is observed

close to (e.g., within ∼50-100 pixels from) the origin, a secondary reflection spot opposite

the origin will become visible.5 The primary and secondary reflection spots will move in

synchrony as the user moves the fiber tip in the BFP. The origin (0,0) can be identified

4At least, in the case of weak absorption, Im(ñ)<<1.
5In fact, several might become visible, but there is one ‘primary’ one that is most obvious.
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Figure 2.2: Centering and scaling the raw image (a) Primary specular reflection spot
and secondary reflection spot, visible in a relatively narrow range around the origin of
k||-space. Counts are presented in a log scale to make the secondary reflection more
apparent. (b) Properly centered specular reflection spot. Only a single Gaussian-like
peak is apparent. (c) s-Polarized reflection data traced along the ky-axis (equivalently,
the y-axis). The vertical dashed black line represents the y-coordinate of maximum
slope, which thus represents the critical angle of TIR, |k||| = k0. The red open
circle marks the location of the maximum change of slope (i.e., maximum curvature).
Theoretically this should be an infinitely sharp feature; in practice, it is smoothed by
finite imaging resolution.

by moving the primary spot ever-closer to this center point so that all reflections overlap

completely, giving a single Gaussian-like reflection spot at (kx, ky)=(0,0) (Fig. 2.2b).

At this stage, one of two coordinates necessary for a linear scaling function have

been located. We need one more ‘landmark’. There are two useful ones: (1) the critical

angle of total internal reflection (TIR), defined by k|| = k0, and the NA, defined by

k||/k0 = NA. In principle, the NA would be observed as an infinitely sharp drop-off in

collected intensity. In practice, however, we find that the NA is not a good reference

for two reasons: the drop-off is not infinitely sharp; (2) it usually doesn’t lie exactly
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at the nominal NA and thus cannot be assumed to represent, e.g., k||/k0 = 1.3 in our

case here. Therefore, I prefer to use the critical angle of TIR, since reflection curves

in both polarizations exhibit a very sharp increase in reflectance there; equivalently, a

discontinuity in the slope of the reflectance is observed there. Systematically, one can

look for the maximum of the slope along, say, the y-axis: max(|R(yi)−R(yi−1)|), where

yi is the y-coordinate of the ith pixel along the trace (Fig. 2.2c). This method is also

more likely to systematically account for finite imaging resolution of the system, which

serves to ‘smear’ ideally sharp features such as the well-defined slope discontinuity at

k||/k0 = 1.6

Once these coordinates are located, one performs a linear scaling between (x, y) and

(kx, ky). Let (x0, y0) be the (x, y)-coordinate of the origin, and rc be the distance (in

units of pixels) between the origin and the critical angle of TIR. The scaling functions

are given simply by:

ky(y) = (y − y0)/rc and kx(x) = (x− x0)/rc (2.3)

2.4 Fitting reflectance data to obtain complex opti-

cal constants

The s- and p-polarized reflectance data are then fit at any single wavelength to simul-

taneously obtain the real (Re) and imaginary (Im) components of the complex refractive

index (e.g., see Fig. 2.1e). The functional form for the reflectance to which this data

should be compared depends on the system in question. However, in the entirety of

this thesis we will restrict our attention to the simplest possible geometry — a single

6The experimentally observed curve can be thought of as the theoretical profile convoluted with a
Gaussian point-spread function; see Appendix A and ref. [17].
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uniaxial slab between two semi-infinite media with planar (and parallel) interfaces. This

is a good universal model for almost all spin-cast thin films of homogeneous media. The

reflectance functions for this three-layer system are provided in Appendix A. (In Chapter

4, we will show how the results can be interpreted when the medium is not homogenous.)

Therefore, Rs,p
sample(λ, k||;n, k) correspond to the polarized three-layer Fresnel reflection

functions (Appendix A).

For the sake of introducing the minimum number of free parameters (two), we first fit

the s-polarized data to the function Rs
sample(λ, k||;no, ko) to obtain the Re and Im parts

of the ‘ordinary’ (in-plane) complex refractive index, ño = no + iko. Fundamentally, in

mR, a unique fit for both parameters is possible since we have measured Rs
sample(λ, k||)

over a broad range of k||. An exemplary s-polarized thin-film reflectance fit at a highly

absorbing wavelength (further described in Chap. 3) is shown in Fig. 2.1e (solid red

line). Fits for ño(λ) are obtained over all wavelengths of interest.

The p-polarized reflectance data is then fit to the function Rp
sample(λ, k||;ne, ke) to

obtain the Re and Im parts of the ‘extraordinary’ (out-of-plane) complex refractive index,

ñe = ne + ike. By inputting best estimates for ño (derived from s-polarized fits), we

again introduce only two free parameters (ne and ke) which can then, in principle, be

uniquely determined. In practice, we find that the determinations for ñe exhibit some of

the challenges associated with measuring out-of-plane optical constants. In particular,

the Re and Im parts of ñe exhibit a correlated impact on the reflection function [16].

This results in large error estimates in Re(ne), and complicates interpretation of the

confidence intervals for (ñe) (see Chap. 3). However, we find that ke (e.g., Fig. 3.6)

is determined with relatively narrow confidence intervals (∼5-10% in best cases), thus

allowing resolution of differences in the out-of-plane absorption that were previously

obscured in ellipsometry analyses on the same system [18].

Exemplary results on a specific material system — spin-cast thin films of the organic

13
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polymer P(NDI2OD-T2) — and further details about fitting procedures, parameter cor-

relations, and confidence intervals will be presented in Chap. 3.

2.5 Multiplexing the measurement procedure for

rapid data acquisition

The mR technique as discussed so far describes point-source illumination at a single

wavelength. From an ‘historical’ viewpoint, this process was necessary to grow intuition

for the procedure and the results stemming from it. However, the process as described

is very slow; one exposure must be acquired for each polarization, at each momentum

coordinate, and at each wavelength of interest. Further, this must be performed on both

sample and reference materials. For example, the dispersion curves to be presented in

Chap. 3 (seven wavelengths, approximately 25 momentum coordinates and two polar-

izations each, on two distinct material samples and a reference) required approximately

1000 exposures (that is, ignoring errors and repeated measurements). This is not ideal

and, in fact, not necessary. This technique may be generalized for rapid data acquisition

by multiplexing over wavelength and momenta, i.e., by illuminating over all wavelengths

and momenta simultaneously.

This generalization (described thoroughly in Appendix A) is quite straight-forward

and requires only three modifications over the previously described technique: (1) In-

stead of a single-wavelength excitation from, e.g., a laser, one uses a broadband source

that covers an arbitrary wavelength range of interest. This source need not be coherent;

later results on perovskite films (e.g., Chap. 4) were acquired with a combination of a

white-light incandescent source and a violet-blue LED. (2) Instead of fiber-tip illumina-

tion in the BFP, one ‘floods’ the BFP with light using a diffuser film to approximate
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uniform illumination over all in-plane momenta, simultaneously. (3) The spectral depen-

dence is accounted for by using the CCD/spectrometer in monochromator mode (i.e.,

by analyzing the first-order diffraction of the spectrometer), rather than looking at the

0th-order diffraction (reflection) from the spectrometer. In this case, the entrance slit

of the imaging spectrometer is used to isolate reflection curves along the ky axis, and

spectral resolution is acquired in the x-dimension of the CCD. Note that this is observa-

tionally identical to the procedures described in ref. [9], except that the observed light

here corresponds to specular reflection rather than photoluminescence. Data is analyzed

in precisely the same way as in the point-by-point method (see Appendix A), with the

benefit that combining data from multiple files is not necessary.

2.6 Conclusions

As will be described in detail in Chap. 3, the minimal number of free parameters in

mR is one major benefit of the technique over conventional techniques, e.g., variable angle

spectroscopic ellipsometry (VASE); in VASE, coherent combinations of s- and p-polarized

reflectance are necessarily measured simultaneously. Consequently, both ordinary and

extraordinary optical constants govern the polarization state of the reflected light, and

must be fit simultaneously. Inherent insensitivity to the out-of-plane optical response

and many correlated parameters [19] can thus lead to large errors in estimates of both

the in-plane and out-of-plane optical constants.

Chapters 3-4 demonstrate the utility of mR on two distinct systems, with a specific eye

on its ability to resolve variations in the out-of-plane absorption dipole strength of thin

film systems. Chap. 3 focuses upon organic thin films of the n-type polymer P(NDI2OD-

T2), in which variations in absorption anisotropies arise from distinct morphological

changes between films thermally annealed at different temperatures. Chap. 4 focuses
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upon two-dimensional (layered) HOIPs incorporating alkylammonium cations with a

variety of lengths. The degree of anisotropy is observed to increase significantly as the

length of the organic cation is increased. By analytically treating the significant dielectric

inhomogeneity which is unique to these systems, we demonstrate that the variations arise

from classical electromagnetics effects rather than quantum-mechanical effects. Previous

reports have shown similar variations [20, 21], but the origins have yet to be succinctly

explained. Our demonstration in chapt. 4 is enabled by the high-quality estimates of the

anisotropic refractive index afforded by mR.
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Chapter 3

Morphology-dependent absorption

anisotropies in organic thin films

3.1 Introduction

Thin films are a fundamental component of modern optoelectronic devices, and have

found prolific applications in industrial, military, R&D, civil, and consumer settings [22,

23, 24, 25, 26]. Knowing their optical constants is important for performance simulation

and design [27, 28, 29]. To date, variable angle-of-incidence spectroscopic ellipsometry

(VASE), is the predominant method for determining the optical constants of thin films

[30, 31, 32, 33, 34]. (For a broad overview of the topic, see [35]). However, determination

of thin film optical constants with VASE can be a complicated and difficult task for

numerous reasons: (i) The analysis procedure requires the construction of complicated

spectral models that may involve dozens, or even hundreds, of model parameters [36, 19];

(ii) Basic VASE analyses present high correlation of fit parameters, and thus poor or

unknown reliability of fit parameters and possibly unphysical results [36, 19, 37, 38, 39];

(iii) In the thin-film limit, analyses suffer from intrinsic theoretical and experimental
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sensitivity limitations [36, 40]; (iv) Incidence from air produces predominantly in-plane

(IP) fields (parallel to the film interface) in the bulk of the film. This provides weak

coupling to out-of-plane (OP) excitations and extraction of OP parameters suffers [19].

Although variations of the basic VASE technique (e.g., interference-enhanced,

transmission-mode, total-internal- reflection, multiple-sample, etc...) can help alleviate

correlation concerns and limitations associated with thin films [36, 40, 41, 42], all

spectroscopic ellipsometry approaches suffer from complications associated with multi-

parameter fits based on spectral models that are not known a priori. The measurements

are analyzed against an unknown number of electronic models that can take a number

of distinct forms (e.g. Lorentz and Gaussian oscillators, Drude, Cauchy, etc...), each of

which is characterized by several free parameters. Least-squares minimization is used

not only to determine the free parameters, but also to refine the model itself. As a

result, determining optical constants with spectroscopic ellipsometry is time consuming,

requires finesse, and produces results with unknown errors and uncertainties.

An alternative to spectral fitting is the measurement and fitting of optical properties

(e.g. transmittance, reflectance) as a function of angle, rather than wavelength. In con-

trast to ellipsometry, a universal “Fresnel model” is employed and the system consists

of a minimal number of free parameters. For instance, an isotropic film is character-

ized at each wavelength by just three unknowns — the film thickness, refractive index,

and absorption coefficient. Such approaches may be considered “model-blind”, or “de-

terministic”, since the data is fit to a priori Fresnel reflection equations. However, the

analyses used in previous angle-resolved techniques are limited to films with thicknesses

on the order of a wavelength or larger; that is, researchers have inferred complex refrac-

tive indices by analyzing successive Fabry-Perot interference fringes [43, 44, 45, 46] or

prism-coupled waveguide modes [47, 48, 49]. Here, we determine the complex refractive

index of polymer thin films, of known thickness (∼50 nm), with a high degree of certainty

18



Morphology-dependent absorption anisotropies in organic thin films Chapter 3

using model-blind analysis of angle-resolved reflection measurements extending beyond

the critical angle of total internal reflection (TIR).

Using Fourier-imaging techniques, we measure the wavelength-dependent angle-

resolved reflectance from thin polymer films deposited on quartz substrates. The

film thickness is determined in advance from atomic force microscopy measurements

of samples co-deposited under identical processing conditions. Experiments are per-

formed in a high-numerical-aperture (NA=1.3) imaging system, enabling measurements

well beyond the critical angle, i.e. the onset of TIR. Fits of s-polarized reflectance

measurements converge to a unique solution of the complex ordinary refractive index

(no, E-field in the plane of the film) with quantified small uncertainty estimates. By

comparing results to independent UV-Vis-NIR absorption measurements, we show

that these results are substantially more accurate than optical constants determined

via ellipsometry; that is, with our technique, determination of the ordinary complex

refractive index is not complicated by unique out-of-plane properties. We subsequently

determine the complex extraordinary refractive index (ne, E-field perpendicular to the

substrate) by performing the same procedure for p-polarized reflectance. These results

reveal morphology-dependent optical anisotropies that are obscured in ellipsometry

measurements. Analysis of parameter sensitivity and correlation (see Appendix 3.5.1 for

further discussion) demonstrate the robustness of this technique and the importance of

measuring reflectance beyond the critical angle. These results demonstrate a “turn-key”

approach for measuring optical constants that obviates the uncertainties and modeling

challenges inherent to ellipsometry.

Although the techniques described here are materials agnostic, we demonstrate our

technique on films of P(NDI2OD-T2) [50, 51, 52, 53]. This material provides a good

test case due to its interesting processing-dependent structural and optical properties

[54]. When spin-coated from solution, the polymer molecules self-assemble into highly-
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Figure 3.1: (a) ‘Face-on’ and ‘edge-on’ morphologies assumed by P(NDI2OD-T2)
for low- and high-temperature thermal annealing, respectively; (b) P(NDI2OD-T2)
molecule; (c) polymer segment with associated transition dipole moment; (d) the
macroscopic EM system representing the sample on substrate.

ordered morphologies with molecular back-bones generally aligned parallel to the sub-

strate surface. The molecular orientation is further influenced through thermal annealing;

annealing at 150◦C yields a ‘face-on’ morphology with the π-stacking direction perpen-

dicular to the substrate, while annealing at 305◦C yields an ‘edge-on’ morphology, as in

Fig. 3.1(a). In both cases the optical transition dipole of this polymer is oriented mostly

along the molecular back-bone, within the plane of the film (see Figs. 3.1b,c). Both

morphologies thus possess uniaxial optical properties (extraordinary axis perpendicular

to the substrate) with stronger polarizability and absorption along the in-plane ordinary

axes. Such optical anisotropies are common to many small molecule and polymer thin

films [36, 19, 55, 56, 57, 58, 59] and can significantly impact device performance and de-

sign [60, 61, 62, 63]. The ability to change molecular orientation with annealing provides

a means to subtly vary optical properties of thin films without changing the molecular

constituents or other system parameters. As we will demonstrate, the measurements and

analysis described here can resolve these subtle differences that were not witnessed in

ellipsometric studies.
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3.2 Measurement Overview and Geometry

The film is interrogated via angle-resolved reflection measurements using a Nikon

Eclipse Ti-U inverted microscope with a 100x/1.3 NA oil-immersion objective. Using

back focal plane (BFP) imaging (‘Fourier imaging’) techniques [54, 64, 65, 66, 67, 68, 69],

we control the incidence angle of our illumination source. Specifically, the single-mode

optical fiber output of a wavelength tunable laser is placed in the BFP where it acts

as a point source in Fourier space (i.e., momentum space). By translating the fiber

within the BFP we control the incident momentum vector, ~k, while a linear polarizer

allows control of incident polarization. A schematic of the basic experimental geometry

is shown in Fig. 3.1(d). The light is incident from the substrate and reflected back

through the substrate and microscope objective. The reflected intensity is measured as

a function of in-plane momentum, k||, which relates to the incident angle, θ, within the

quartz substrate according to k||=nQk0sin θ, where nQ is the refractive index of quartz

(1.4553 at 700 nm) and k0 is the free-space wave momentum. The reflection profiles are

then normalized to those of a quartz-air interface at the same incident intensity in order

to correct for angle- and polarization-dependent collection efficiencies in the microscope,

yielding the s- and p-polarized reflectances, Rs and Rp, respectively (Fig. 2.1).

3.3 Results and Discussion

3.3.1 Determining In-Plane Optical Constants

s-Polarized reflection measurements (λ=700 nm) of bare quartz substrates (blue trian-

gles) and substrates coated with 46nm thick PNDI2OD-T2 films (red circles) are shown

in Fig. 3.2. Figure 3.2(a) corresponds to face-on (150◦ anneal) films and Fig. 3.2(b)

to edge-on (305◦ anneal) films. Theoretical curves (solid lines) for the single quartz-air
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Figure 3.2: s-Polarized reflection measurements for bare quartz substrates (blue tri-
angles) and film-on-substrate (red circles) at 700 nm for 46 nm (a) face-on and (b)
edge-on films. Theoretical curves (solid lines) for single quartz-air interface (blue)
and the two-interface quartz-film-air system with best-fit film index (red) are super-
imposed on the data. The edge-on film has a smaller absorption coefficient (Im[no]),
manifested most evidently as higher reflectance at large momentum values (k||≥k0).
Best fit values for the real and imaginary parts of the ordinary index and associated
99% confidence values are displayed in the upper left hand corner of each plot.

interface (blue) and the two-interface quartz-film-air system with the best-fit film index

(red) are superimposed on the data. For small momentum values (near normal inci-

dence), the reflection coefficients with and without films exhibit small but measurable

differences (inset in Figs. 3.2a,b). These differences increase substantially as the in-plane

momentum approaches and then surpasses the critical angle. The reflection intensity at

the critical angle (k||=k0) is nearly half as large for face-on films (∼20%) in comparison

to edge-on films (∼40%), suggesting an approximately 50% larger value of the imagi-

nary part of the refractive index. As we will discuss later, measuring and fitting the

reflection intensity over this large range of momenta is critical for generating accurate,

high-confidence deductions of the optical constants.

Following the procedures described in Sect. 3.2, we perform the same analysis at

seven evenly spaced wavelength intervals between 500-900 nm. The wavelength range is

chosen to span the low-energy absorption peak of P(NDI2OD-T2). Resulting values of

the real (red, left axis) and imaginary (blue, right axis) components of the refractive index
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for face-on and edge-on films are shown in Fig. 3.3(a) and 3.3b, respectively. Both films

display a strong absorption band peaking near 700nm, with a corresponding “derivative”

line-shape of the real part of the refractive index, as expected for a Lorentz oscillator.

The face-on film exhibits a larger absorption peak and greater variation in the real part

of the index as compared to edge-on films. It is important to note that fits at each

wave- length are independent of each other; we make no assumptions about the nature

of the electromagnetic oscillators in the material system, and the optical parameters are

determined without fitting the data to a forward simulation. The experiment/fitting

procedure is, in this sense, “model-blind” and produces optical constants without the

use of spectral models.

Included in the plots (Figs. 3.3a,b) are 99% confidence intervals derived via the

“bootstrap” method [70], assuming reasonable variations in the measured data. Those

for the imaginary component lie within the scale of the data markers and thus are not

visible. Confidence intervals for the imaginary part of the refractive index are generally

0.1-1% the height of the data markers; the optical constants derived here are clearly pre-

cise, but an independent measure is needed to demonstrate their accuracy. For a given

set of optical constants, at each wavelength, we can produce an expected transmission

spectrum based on a five-layer (air-oil-quartz-film-air) Fresnel model. These predicted

transmission spectra are shown in Fig. 3.3 (red circles) for face-on (c) and edge-on (d)

films. UV-Vis-NIR transmission measurements performed upon the same sample set are

also displayed in Figs. 3.3c,d (blue dashed lines). To compare techniques, a unique set

of optical constants for identically-prepared films (on oxidized Si substrates) was deter-

mined independently via VASE (Appendix 3.5.2) using a spectroscopic model consisting

of ten Gaussian oscillators (and 35 total fit parameters). The expected transmission from

ellipsometry-derived optical constants is also shown in Figs. 3.3c,d (green triangles).

Transmission values derived from our model-blind procedure show excellent agree-
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ment with the measured UV-Vis-NIR data for both samples across the entire wavelength

band; the derived optical constants are both precise and accurate. In contrast, our best

ellipsometry results are in poor agreement with UV-Vis-NIR transmission, especially

for edge-on films. Even the qualitative differences in absorptance between the face-on

and edge-on films are obscured, demonstrating the complications introduced by optical

anisotropies in VASE. Interestingly, the fits of ellipsometry parameters psi and delta ap-

pear quite good (Appendix 3.5.2), and reasons for the inaccuracy of the derived results

are not obvious due to the complexities of the constructed model.

3.3.2 Demonstrating Uniqueness and Sensitivity to Large Mo-

menta

The robustness of these fit results can be better appreciated by a quantitative exami-

nation of the fitting procedure. The fitting algorithm (the “trust-region reflective”, TRR,

algorithm [71, 72]) minimizes, within specified bounds, the sum of squared residuals:

S(Re n, Im n) = Σi

[
yi −R(k||,i ; Re n, Im n)

]2
(3.1)

where yi is the measured reflectance at in-plane momentum k||,i, and R(k||,i ; Re n, Im n)

is the predicted reflectance at k||,i with index values Re(n) and Im(n). The bounds chosen

here [1≤Re(no)≤2 and 0≤Im(no)≤1] include reasonable values for virtually all organic

films. A 2D color map of the error function for face-on films at 700 nm is shown in Fig.

3.4(a) (edge-on films show similar behavior and an error map is presented in Appendix

3.5.1). The maps exhibit a clearly defined global minimum, and the ordinary index is

consequently determined with high confidence. Local minima in the error function are

prevalent in ellipsometry, and their absence here highlights another attractive feature of

this model-blind approach. The precision demonstrated here results in large part from
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Figure 3.3: [(a) and (b)] Variation of the real (red, left axis) and imaginary (blue,
right axis) parts of the ordinary index for (a) face-on and (b) edge-on films. The
curves in each plot show the expected lineshapes associated with an optical absorp-
tion resonance around λ=700 nm. 99% confidence intervals are included, but those
for the imaginary parts lie within the data markers and are not visible. [(c) and (d)]
Normal-incidence transmission spectra through the 46 nm film on fused-silica sub-
strate for (c) face-on and (d) edge-on films. Red circles show the prediction using
values determined from Rs measurements; Green triangles show the prediction using
values determined from ellipsometry; Blue dashed lines show UV-Vis-NIR transmis-
sion measurement. In agreement with the molecular model, smaller IP absorption is
visible in the edge-on film, attributed to the higher OP dipole strength. This sub-
tlety is well-resolved by our reflectometry procedure, whereas ellipsometry incorrectly
suggests a larger IP absorption for edge-on films.
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Figure 3.4: (a) 2D map of the error FOM,
√
S (Eqn. (3.1)), for real and imaginary

components of the ordinary index of the face-on film as fit against Rs data at 700
nm. In order to reveal details in the neighborhood of the minimum, the vertical
range is limited to 0.1≤Im(no)≤0.8 in this visualization. The specified fit bounds
[1≤Re(no)≤2 and 0≤Im(no)≤1] cover index values for nearly all organic films. (b)
Sensitivity of the reflection function, Rs, with respect to real (blue) and imaginary
(red) components of the ordinary index, as a function of in-plane momentum, k||.
The curves are calculated at typical index values: Re(no)=1.5; Im(no)=0.2. Rs shows
significantly increased sensitivity to the fit parameters for in-plane momenta beyond
the critical angle of TIR. This is especially so for Im(no), and thus accurate estimates
of film absorption benefit significantly from measurements in the region of TIR.

the access to large momentum values afforded by the high NA imaging system. This

statement is supported by numerical calculations of the partial derivatives ∂Rs/∂Re(no)

(blue) and ∂Rs/∂Im(no) (red), shown in Fig. 3.4(b). The reflectance exhibits significantly

increased sensitivity to both the real and imaginary parts of the refractive index for in-

plane momenta near and beyond the critical angle of TIR (k||/k0 > 1.0). This suggests

that the reliability of the angle-resolved procedure demonstrated here is greatly enhanced

by accessing the region of TIR.

3.3.3 Determining Out-of-Plane Optical Constants

Measuring reflectance beyond the critical angle provides an additional advantage of

great importance for analyzing organic thin-films: enhanced sensitivity to out-of plane

optical properties. Resolving out-of-plane optical constants is a notorious challenge for
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ellipsometry [36, 19, 55, 56, 73]. In the case of P(NDI2OD-T2), momentum-resolved

photoluminescence excitation measurements demonstrate a clear difference in the optical

anisotropies for face-on and edge-on films. Edge-on films exhibit a substantial increase in

light emission and absorption from out-of-plane oriented dipoles [54]. One would expect

an associated difference in Im(ne), but no such behavior is evident in our ellipsometry

results (Appendix 3.5.2). To investigate the extraordinary index, we measured and fit

p-polarized reflection profiles (Fig. 3.5) for (a) face-on and (b) edge-on films. The pseudo-

Brewster’s angle and subsequent onset of TIR are highlighted in the figure insets. The

most striking difference between the two films occurs right at the critical angle, where

the E-field within the thin-film is purely oriented in the out-of-plane direction [65]. Here,

the face-on film exhibits nearly unity reflectance whereas the edge-on reflectance is only

∼84%. The associated fits reveal a significantly larger value of Im(ne) for edge-on films

(0.09) as compared to face-on films (0.01), as expected from complementary photolumi-

nescence studies [54]. Wavelength-dependent values of Im(ne) and Re(ne) are presented

in Figs. 3.6a and 3.6b, respectively. Though the determined out-of-plane indices exhibit

unexpected fluctuations and greater uncertainty, the edge-on film (blue) displays a clear

increase in absorption coefficient. Indeed, the reflectance is again highly sensitive to the

imaginary part the extraordinary index for in-plane momenta beyond the critical angle

(see Appendix 3.5.1) and, consequently, differences in out-of-plane absorption between

face-on and edge-on films are well resolved.

The determinations for ne demonstrate some of the challenges associated with mea-

suring out-of-plane optical constants. In particular, the real and imaginary parts of the

index exhibit a correlated impact on the reflection coefficient. This results in large er-

ror estimates in Re(ne), and complicates interpretation of the confidence intervals for

(ne). Regardless, our model-blind approach resolves differences in ne that were previ-

ously obscured in ellipsometry analysis, and these preliminary results suggest approaches
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Figure 3.5: p-Polarized reflection measurements for bare quartz substrates (blue tri-
angles) and film-on-substrate (red circles) at 700nm for 46 nm (a) face-on and (b)
edge-on films. Theoretical curves (solid lines) for single quartz-air interface (blue) and
the two-interface quartz-film-air system with best-fit film index (red) are superposed
on the data. The enhanced OP absorption is apparent in the edge-on film, manifest
as substantially lower reflectance at TIR. The inset highlights both data around the
pseudo-Brewster angle. Best fit values and 99% confidence values are printed in each
plot.

for future refinements and improvements of the technique.

3.4 Summary and Outlook

We have demonstrated a “turn-key” approach for the determination of the in-plane re-

fractive index and absorption coefficient of organic thin films through model-blind fitting

of momentum-resolved reflectance. Comparison with independent UV-Vis-NIR absorp-

tion experiments demonstrate high accuracy and precision, far surpassing ellipsometry

results. Analysis of error maps and parameter sensitivity curves validate the fitting

procedure and demonstrate the importance of measuring reflectivity beyond the critical

angle. We further extend the technique and analysis to characterize the out-of-plane op-

tical constants by analyzing p-polarized reflectance curves. We resolve subtle differences

in the imaginary part of ne for two films comprising the same molecular constituents

but different morphologies, in agreement with angle-resolved photoluminescence excita-

28



Morphology-dependent absorption anisotropies in organic thin films Chapter 3

0.00

0.09

0.06

0.03

0.12

1.3

1.5

1.7

1.3

1.5

1.7
Im

(n
  
)

e

R
e

(n
  
)

e

Figure 3.6: (a) The imaginary component of the extraordinary refractive index for
face-on (red circles) and edge-on (blue triangles) films, determined via p-polarized re-
flection measurements. Though uncertainties are relatively large, the edge-on film ex-
hibits a clear increase in OP absorption, relative to the face-on film. The wavelengths
between face-on and edge-on films have been slightly offset to avoid overlapping error
bars. (b) The real component of the extraordinary refractive index for face-on (red
circles) and edge-on (blue triangles) films. 99% confidence bars are included in each
plot.

tion measurements. In contrast to conventional analyses, our turn-key technique and

analysis does not require constructing or refining complex physical models, and provides

immediate model-blind results with quantifiable error estimates.

3.5 Appendices for Chap. 3

3.5.1 Appendix A: Error maps, fit sensitivities, and parameter

correlation

In the main manuscript, we show a 2D map of the error figure-of-merit for s-polarized

reflection at 700 nm for face-on films. The map shows a deep, unique minimum of the

error within the presented bounds, justifying the use of the simple gradient-descent least-

squares minimization procedure. Figure 3.7 shows an analogous map for edge-on films.
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Figure 3.7: 2D map of the error FOM,
√
S (Eqn. (1) of main manuscript), for real and

imaginary components of the ordinary index of edge-on films as fit against Rs data at
700 nm. In order to reveal details in the neighborhood of the minimum, the vertical
range is limited to 0.1≤Im(no)≤0.8 in this visualization. A clear unique minimum
exists, validating the use of the gradient-descent method.

The curvature has lessened in the Re-direction relative to the face-on film, but a unique

minimum clearly remains. It is a general trend that higher absorption leads to stronger

minima, and thus Re(no) is determined with higher confidence where Im(no) is greater.

This turns out to be true also for the extraordinary index determinations (see Fig. 3.8).

The determined real and imaginary components of the extraordinary axis exhibit

relatively high uncertainty and obvious fluctuations, compared with those of the ordinary

index. We gain insight into the problem by looking at the 2D error maps for real and

imaginary components of the extraordinary index as fit against Rp data. These maps

are presented in Fig. 3.8 for (a,c) face-on and (b,d) edge-on films at 700 nm. The maps

are presented at (a,b) ‘low’ and (c,d) ‘high’ contrasts in order to show details in the

neighborhood of the minima.

A unique minimum exists, but it exhibits very small curvature in the Re(ne)-

dimension. In contrast, the maps exhibit relatively high curvature in the Im(ne)-

dimension in the neighborhood of the minimum. Consequently, differences in

out-of-plane absorption are well-resolved between face-on and edge-on films. However,

the fits now witness a broad “valley”, over which the error is minimal. This is partic-
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ularly evident for face-on films (Figs. 3.8a,c) and, in general, when the out-of-plane

absorption is low. Consequently, for any given estimate of Im(ne), the error is quite

insensitive to changes in Re(ne) and the final determinations become extremely sensitive

to measurement and calibration errors. This valley minimum is, in general, sloped in

the Re-Im plane, and it is in this sense we say the extraordinary parameters exhibit a

correlated effect upon the fit.

These statements are supported by numerical calculations of the partial derivatives

∂Rp/∂Re(ne) (blue) and ∂Rp/∂Im(ne)(red), as presented in Fig. 3.9(a). As out-of-

plane absorption increases the reflection function Rp grows more sensitive to changes in

Re(ne). This effect is demonstrated in the inset of Fig. 3.9(a), and is also apparent

upon comparison of Figs. 3.8a and 3.8b. Certainly, this is why the dispersion behavior

of Re(ne) is much more clearly resolved in the edge-on film, and the confidence intervals

in Re(ne) are generally smaller at the absorption peak. The sensitivity curves further

suggest that determination of out-of-plane optical parameters again benefits substantially

by accessing the region of total internal reflection (TIR), k||≥k0. In fact, whereasRs shows

significant sensitivity to the in-plane optical parameters for all k||/k0 (see Fig. 4(b) of

main manuscript), Rp shows negligible sensitivity for k||/k0/0.98 and sharply increased

sensitivity beyond this point.

Lastly, we look at a criterion for parameter correlation between parameters Re(ne)

and Im(ne) [38]:

C =

∣∣∣∣ ∂Rp

∂Re(ne)

/
∂Rp

∂Im(ne)

∣∣∣∣. (3.2)

Parameters Re(ne) and Im(ne) are said to be correlated if C is constant over a given range

of k||; that is, changes in Rp due to variation in one parameter can be compensated by a

corresponding variation in the other. Of course, C varies with k|| and one must consider
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Figure 3.8: [(a) and (b)] 2D maps of the error FOM,
√
S (Eqn. (1) of main

manuscript), for real and imaginary components of the extraordinary index of (a)
face-on and (b) edge-on films as fit against Rp data at 700 nm. [(c) and (d)] The same
maps as in (a) and (b), in which values greater than a maximum value (specified by
color bars) have been oversaturated (gray). This serves to show fine details in the
neighborhood of the minima.
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Figure 3.9: (a) Sensitivity of the reflection function, Rp, with respect to real (blue) and
imaginary (red) components of the extraordinary index, as a function of in-plane mo-
mentum. The curves are calculated at typical index values: Re(no)=1.5; Im(no)=0.2;
Re(ne)=1.5; Im(ne)=0.05. The reflectance shows drastically increased sensitivity to
the fit parameters for in-plane momenta beyond the critical angle of TIR. The inset
demonstrates increased sensitivity of Rp with respect to the real part of the extraordi-
nary index in films with greater out-of-plane absorption. (b) The correlation function,
C (Eqn. 3.2) as a function of in-plane momentum, again assuming typical index values
specified for (a). The behavior for k||/k0 > 1 suggests substantial correlation between
the real and imaginary components of the extraordinary index in the region of TIR.

C over the entire range of measurements. This ‘correlation function’, C is plotted in Fig.

3.9(b) over the angular range 0 < k||/k0 < 1.2 and suggests that Re(ne) and Im(ne) are

substantially correlated in the TIR region. Unfortunately, this region is where Rp is most

sensitive to both OP parameters, as seen in Fig. 3.9(a). We believe this to be the reason

for the “valley” in the error maps.

3.5.2 Appendix B: Comparison with ellipsometry

Figure 3.10 shows the measured ellipsometric quantities psi (blue, left axis) and delta

(red, right axis) for (a) face-on and (b) edge-on films of P(NDI2OD-T2) at three unique

angles of incidence. Superimposed on this data are the best-fit curves (dashed black line)

resulting from the spectroscopic model. The model consists of ten in-plane Gaussian

oscillators, each of which introduces three free parameters: central energy, width, and

amplitude. The out-of-plane oscillators are restricted to the same energies, widths, and
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relative amplitudes as the in-plane oscillators, and thus introduce a single amplitude

ratio that was allowed to vary. A “UV pole” introduces two free parameters to get the

real part of the refractive index in the right place. Additionally, the thickness of the

film (P(NDI2OD-T2)) and substrate (SiO2) are allowed to vary slightly around 46 nm

and 200 nm, respectively. This gives a grand total of (3× 10) + 1 + 2 + 2 = 35 total fit

parameters.

The resulting real (red, left axis) and imaginary (blue, right axis) parts of the or-

dinary (a,b) and extraordinary (c,d) refractive index are shown in Fig. 3.11 for (a,c)

face-on and (b,d) edge-on films. Though the fits of delta and psi appear to be of high

quality, the resulting index suggest variations between different film morphologies that

are qualitatively and quantitively contrary to UV-Vis absorption, angle-resolved pho-

toluminescence excitation, and model-blind reflectometry measurements. Specifically

ellipsometry measurements suggest a smaller in-plane absorptance (Im[no]) for face-on

films in comparison to edge-on films. In actuality UV-Vis-NIR transmission and model-

blind reflectometry display larger absorptances for face-on films. Similarly, ellipsometry

measurements also suggest larger out-of-plane absorptance (Im[ne]) for face-on films in

comparison, whereas model-blind reflectometry and momentum-resolved photolumines-

cence excitation [54] measurements both show the opposite trend.
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Figure 3.11: Spectroscopic ellipsometry results for the real (red, left axis) and imag-
inary (blue, right axis) parts of the (a,b) ordinary and (c,d) extraordinary refractive
index for (a,c) face-on and (b,d) edge-on films. Contrary to UV-Vis transmission,
angle-resolved photoluminescence, and our reflectometry measurements, the edge-on
film shows higher IP absorption.
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Chapter 4

Quantum-mechanical vs. classical

origins of anisotropies in layered

lead-halide perovskites

4.1 Introduction

When semiconductors are reduced to atomic length scales, unique optical proper-

ties emerge that reflect changes in both electronic structure and electromagnetic inter-

actions [74, 75]. This confinement often leads to enhanced light-matter interactions,

making two-dimensional (2D) semiconductors promising and versatile materials for op-

toelectronics [76, 77, 78]. The burgeoning class of layered hybrid organic-inorganic per-

ovskites (HOIPs), though not atomically thin per se, are also recognized as 2D materials

since carriers are confined at the atomic-scale within non-interacting semiconducting lay-

ers (e.g., Fig. 4.1a) [20, 79, 80, 81]. Facile synthesis by solution-processing methods

[82, 83, 84, 85], outstanding optical properties [20, 86, 87, 88, 89], and structural versa-

tility [20, 83, 84], make 2D HOIPs attractive materials for optoelectronic and photonic
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applications [90, 84, 91, 92, 93, 94]. The optical constants of 2D HOIPs have not yet

been well characterized, despite being indispensable for fundamental understanding and

development of optoelectronic devices.

Indeed, obtaining accurate optical constants is particularly challenging given the sig-

nificant optical anisotropies common to 2D materials. Variable angle spectroscopic el-

lipsometry (VASE; schematically illustrated in Fig. 4.1b) — the canonical technique for

characterizing thin-film optical constants [95, 96] — provides Kramers-Kronig-consistent

results over a broad wavelength range between the ultraviolet and mid-infrared. However,

the need for a priori dispersion models, a large number of correlated free parameters,

and low sensitivity to the out-of-plane optical response make the determination of reli-

able optical constants via VASE an unsuspectingly difficult task [97, 7, 98]. In contrast,

momentum-resolved spectroscopies offer unique advantages and have proven to be pow-

erful techniques for quantifying optical constants and anisotropies in 2D semiconductors

[99] and organic thin films [18, 16, 100]. For example, momentum-resolved reflectometry

(mR; Fig. 4.1b) provides well-conditioned optical constants via “turn-key” approaches

that obviate modeling uncertainties inherent to VASE [16, 101].

Here, we use a self-consistent combination of mR and VASE to generate contin-

uous Kramers-Kronig-consistent optical constants with reliable estimates of the opti-

cal anisotropies. We subsequently quantify absorption and photoluminescence (PL)

anisotropies in various 2D HOIP thin films, which tend to adopt highly oriented struc-

tures with semiconducting lead-iodide layers parallel to the substrate interface (e.g.,

Fig. 4.1a) [102]. Though the electronic structure and dielectric properties of the inor-

ganic layer are known to be weakly sensitive to the choice of the organic cation, R (Fig.

1a) [103, 104, 81], the thin-film optical response varies significantly between compounds

[20, 21]. We show how these variations arise primarily from classical electromagnetic

effects — rather than quantum mechanical effects — owing to dielectric inhomogeneities
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inherent to this class of materials. We develop and present an effective medium model

that accounts for such effects, and show how it can explain recent observations in other in-

homogeneous nanomaterials, including CdSe nanoplatelets. These results provide critical

optical characterizations useful for basic and applied studies of 2D HOIP optoelectron-

ics, and more generally establish the connection between experimentally measured optical

anisotropies and quantum-mechanical calculations. A complete set of optical constants

for all samples studied here are provided in ref. [17].

4.2 Results and Discussion

4.2.1 Quantifying linear absorption properties

Figure 1c shows the in-plane (IP; blue) and out-of-plane (OP; red) complex permittiv-

ities, ε|| and ε⊥ respectively, of a butylammonium lead iodide ((CH3)(CH2)3NH3)2PbI4,

henceforth (C4)2PbI4) thin film (Fig. 4.1a; Methods). The real and imaginary compo-

nents are presented in the top and bottom panels, respectively. For the spin-cast thin

films studied here, experiments observe averages over crystalline grains with different

IP orientations. Therefore, these measurements cannot effectively distinguish between

IP anisotropies that may exist in, e.g., the material’s orthorhombic phase. Nonetheless,

these IP anisotropies are known to be very weak relative to the IP/OP anisotropy [20] and

will henceforth be ignored. A sharp IP absorption peak, seen in Im(ε||), around 510 nm

originates from the 1s exciton, which is confined to the PbI layers [105, 79, 88]. The max-

imum of the OP absorption, Im(ε⊥), is much smaller, approximately 1/10 that of Im(ε||).

These results agree well with several early experimental investigations of single-crystal

2D HOIPs which revealed a strong IP excitonic resonance with a very weak (approxi-

mately 5%) OP component [105, 20]. This strong uniaxial response has generally been
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Figure 4.1: Quantifying variations in effective absorption anisotropies in
(Cm)2PbI4with m=4, 6, and 8. (a) Schematic crystal structure of R2PbI4. (b)
Complex uniaxial optical constants of spin-cast thin films are determined by a com-
bination of momentum-resolved reflectometry (mR; from the substrate) and VASE
(from the superstrate, ambient). Momentum-resolved PL (mPL) is used to measure
PL anisotropies, also from within the substrate. (c) Complex uniaxial permittivity
of (C4)2PbI4 (butylammonium lead iodide). In-plane (||) components are shown in
blue; out-of-plane (⊥) components are shown in red. Real components are shown
in the upper panel; imaginary components are shown in the lower panel. The inset
shows a magnified view of of the imaginary components around the exciton absorp-
tion resonance. Schematic illustrates how the volumetric fill fraction of PbI4 layers
(fPbI) depends on the length of the R cation. (Orange: PbI layers. Gray: R bilay-
ers). (d) Magnified view of (upper panel) IP components, Im(ε||), and (lower panel)
OP components, Im(ε⊥), for films prepared with R=C4 (blue), C6 (green), and C8

(orange). Approximate ratios of integrated OP:IP absorption strengths (Table I) for
each material are specified in the upper panel.

attributed to a 2D character of the exciton [106], ultimately arising from a 2D electronic

structure of the metal-halide layers [107]. Associated with these absorption resonances

are complementary variations in Re(ε||) and Re(ε⊥). This large absorption anisotropy

produces a substantial birefringence, ∆n=ne−no=−0.731 where no,e=
√
ε||,⊥, just below

the absorption onset which settles to ∆n=−0.168 in the infrared (right subpanel). Films

prepared with phenethylammonium, (C6H5(CH2)2NH3, henceforth PEA), exhibit an even

larger birefringence, ∆n=−0.836 [17].

Similar optical constants are measured for spin-cast films prepared with longer alky-
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lammonium cations, R=(CH3)(CH2)m−1NH3) (henceforth Cm) with m=6 and 8 (Fig.

4.1d). For increasing R-cation length (i.e., increasing m), we find a subtle but system-

atic decrease in the IP absorption, Im(ε||) (Fig. 4.1d, top panel). Interestingly, Im(ε⊥)

decreases much more rapidly as m is increased (Fig. 4.1d; bottom panel). The ra-

tio of the OP:IP absorption strengths, |MIP|2/|MOP|2 where |MIP,OP|2=
∫

Im[ε||,⊥(λ)]dλ,

consequently decreases from approximately 0.08 to 0.02 as m increases from 4 to 8.

Similar trends in absorption anisotropies [20, 21] and corresponding photoluminescence

anisotropies [21] have been observed in previous studies, but the origins remain unre-

solved. Below, we show how these effects arise from classical local electric field inhomo-

geneties.

4.2.2 Quantifying photoluminescence properties

Momentum-resolved spectroscopies can also be used to resolve distinct IP and OP

components of emission dipole moments. For example, momentum-resolved photolumi-

nescence (mPL) has been used to quantify the orientation of individual molecules [108]

and the average tilt angles of polymers in organic semiconducting thin films [18]. Re-

cently, mPL has been used to quantify emission anisotropies in a variety of novel hybrid

nanomaterials, including 2D HOIPs [21] and quantum-confined CdSe nanoplatelets em-

bedded in an oleic-acid matrix [109]. In both cases, large anisotropies inferred from the

mPL analyses were directly attributed to anisotropies of the band-edge wave functions of

the emissive layers (e.g., CdSe in ref. [109], semiconducting PbI monolayers in ref. [21]).

Experimental p-polarized momentum-resolved radiation patterns are shown in Fig.

4.2a for (blue dots) m=4, (orange dots) m=6, and (green dots) m = 8 thin-films of

equivalent thickness (Methods). PL anisotropies are most evident near the critical angle

of total internal reflection (k||=k0; Fig. 4.2b), the region into which OP (IP) dipoles
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radiate maximally (minimally); the larger the suppression of PL at k||≈k0, the larger

the degree of anisotropy [99]. Consistent with the measured absorption anisotropies, this

minimum becomes more pronounced as m increases from (blue) 4 to (green) 8, implying

a decreasing OP dipole strength with increasing m. (See Supporting Information section

4.4.1 for further discussion.)

We quantify emission anisotropies by fitting the p-polarized radiation patterns to a

combination of IP and OP dipoles, independently at each wavelength. Note, however,

that this procedure requires accurate estimates of the anisotropic refractive index at the

emission wavelengths, further motivating the need for the detailed measurements and

analysis described above. Though the trend amongst materials (vide infra) is similar

to that found in absorption, the ratios are uniformly smaller; OP:IP emission ratios in

films prepared with C4, C6, and C8 are found to range between ≈0.01 (C8) and 0.06

(C4). In films prepared with PEA, the ratio is found to be 0.04. While some portion of

this discrepancy may arise from compounded experimental errors between input optical

constants (particularly the OP components) and measured radiation patterns, analyses

on different samples return similar ratios. In general, however, emission and absorption

anisotropies need not be equivalent, as they arise from fundamentally distinct optical

processes. Later, as for absorption, we will explore these variations in the context of

classical electric field inhomogeneities.

Table I summarizes optical parameters of the materials discussed here, including films

with PEA R-cations that have interlayer spacings comparable to C6 films [110, 82] but

a larger molecular polarizability.[103] Experimentally, we find a significantly larger OP

optical response in films prepared with PEA (Table I). At first sight, these large variations

are surprising and appear to be inconsistent with quantum-mechanical calculations that

suggest nearly invariant dielectric constants of the constituent layers [103, 104]. We

next show how these variations between different materials largely arise from classical
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Figure 4.2: Quantifying variations in effective emission anisotropies in
(Cm)2PbI4 with m=4, 6, and 8. (a) Experimental (normalized) p-polarized mo-
mentum-resolved PL (mPL) from 43 nm thick films of (Cm)2PbI4 with (blue) m=4,
(orange) m=6, and (green) m=8. Data at each k||-point has been integrated in energy
over the emission band. (b) Magnified view of the data shown in subpanel (a) around
the critical angle of total internal reflection (k||/k0). mPL counts in this region sensi-
tively depend on both the OP emission dipole moment and the out-of-plane refractive
index. Theoretical mPL counts (solid lines), calculated using optical constants for
each material, demonstrate the excellent fit quality.

electromagnetic effects that can be accounted for using an effective medium model.

R
cation

fPbI

(c-axis spacing, Å)
Norm. IP osc. strength

(|MIP|2)
Norm. OP osc. strength

(|MOP|2)
OP:IP

strength ratio ε⊥,∞

ne−no (λ=530 nm)
[ne−no (λ=1000 nm)]

C4 0.462 (13.84) 117.1±1.6 9.03±1.00 0.077±0.010 2.85±0.01 -0.731 [-0.168]
C6 0.391 (16.53) 108.1±2.5 3.90±0.21 0.036±0.003 2.82±0.16 -0.789 [-0.157]
C8 0.341 (18.78) 92.0±4.5 2.01±0.10 0.022±0.002 2.76±0.25 -0.728 [-0.127]

PEA 0.390 (16.41) 101.0±2.2 10.5±0.4 0.104±0.007 2.96±0.13 -0.836 [-0.186]

Table 1: Structural and optical parameters for spin-cast thin films prepared

with various R cations. Definitions are given in the main text or in Methods.

4.2.3 Deconvolving classical and quantum-mechanical

anisotropies

The significant dielectric inhomogeneity inherent to 2D HOIPs sets them apart from

conventional quantum-well systems comprised of III-V semiconductors [111]. Conse-

quently, anisotropies are expected to arise at a purely classical level. Indeed, Guo et al.
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[112] and Fieramosca et al. [21] acknowledged the analogy between 2D HOIPs and layered

optical metamaterials [113, 114]. However, no attempt has yet been made to deconvolve

these effective anisotropies from anisotropies intrinsic to the constituent layers.

The significance of this inhomogeneity is easily understood within the context of first-

order perturbation theory. The transition rate, Γfi, of an electric dipole, ~Mfi, at position

(x, y, z) subject to a harmonic electric field of frequency ω, ~E(x, y, z;ω), is expressed as

[111]:

Γfi ∝ | ~Mfi︸︷︷︸
quantum

mechanical

· ~E(x, y, z;ω)︸ ︷︷ ︸
classical

|2 (4.1)

In the quantum-mechanical picture, ~Mfi is the transition dipole moment between states

|i〉 and |f〉. That is, the rate of energy exchange to/from the electromagnetic field depends

on the value of the local electric field (i.e., ~E(x, y, z;ω)) which is, in turn, governed by

the dielectric environment [115, 111, 116, 99]. This distinction is critical for comparison

with quantum-mechanical calculations.

We quantify this effect in 2D HOIPs by considering two distinct (hypothetical) lin-

ear and isotropic media (Fig. 4.3a): ‘medium 1’ (orange; top panel) and ‘medium 2’

(gray; bottom pannel), with frequency-dependent relative permittivities, ε1(ω) and ε2(ω).

‘Medium 1’ — an “active” material — shows a strong Lorentzian resonance at a frequency

ω0 (which may represent, e.g., an exciton) with ε1 < 0 behavior over a small domain on

the high-frequency side of the resonance. In stark contrast, ‘medium 2’ — a “passive”

material’ — has a relatively small permittivity and is completely transparent over this

range, thus exhibiting negligible dispersion. Medium 1 and 2 are reasonable models for,

e.g., the metal-halide and organic spacer layers in 2D HOIPs, respectively [103, 112, 104].

At the interfaces (Fig. 4.3b), the parallel-to-interface (||) and perpendicular-to-interface
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(⊥) electric field matching conditions are distinct; E|| (blue) is continuous across the

interface while E⊥ (red) exhibits a sharp discontinuity according to (Supporting Infor-

mation S4)

E||(z
′ = 0−) = E||(z

′ = 0+)

ε1E⊥(z′ = 0−) = ε2E⊥(z′ = 0+). (4.2)

A material composed of many such alternating layers (Fig. 4.3c; top panel) can

be structurally described by the volumetric fill fraction of medium 1: f1=t1/(t1 + t2)

where ti (i=1,2) is the layer thickness of medium i. If the alternating layers are each

much thinner than the optical wavelength, the composite material can be optically de-

scribed with effective parallel (ε||) and perpendicular (ε⊥) permittivities according to ba-

sic constitutive relations [117]. Given the differences expressed in Eqn. 4.2, the effective

parallel and perpendicular optical constants represent different averages. Generalizing

Eqn. 2 to account for intrinsically uniaxial constituents, each with permittivity tensors

εi=diag(εi,||, εi,||, εi,⊥) (i=1,2), we arrive at (Supporting Information S4):

ε|| = f1ε1,|| + (1− f1)ε2,||, ε⊥ =
1

f1/ε1,⊥ + (1− f1)/ε2,⊥
. (4.3)

At this level of description, the layered material is now effectively homogeneous,

but uniaxial with an effective permittivity tensor ε=diag(ε||, ε||, ε⊥) [117]. Figure 4.3c

(bottom panel) shows the effective IP (blue) and OP (red) permittivities calculated for

our hypothetical layered medum with f1=0.5. This crystal exhibits a uniaxial optical

response markedly different from that of either bulk constituent. The IP optical response

is reduced slightly due to volumetric averaging between active and passive layers. More

noticeably, the OP optical response is reduced significantly due to suppression of the
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Figure 4.3: Origin of large effective optical uniaxiality in layered nanoma-
terials. (a) Permittivities of two hypothetical isotropic dielectric media. ‘Medium
1’ (top; orange) shows a strong Lorentzian resonance at a frequency ω0. ‘Medium
2’ (bottom; gray) is completely transparent (Im(ε2)=0) and thus exhibits negligible
dispersion. (b) Electric field matching conditions at the level of a single dielectric
interface. The in-plane electric field (blue) is continuous across the interface. The
out-of-plane electric field (red) exhibits a discontinuity because of the dielectric con-
trast and is suppressed in the high-permittivity medium. (c) A layered system is thus
optically uniaxial even when the material constituents are isotropic. The calculated
permittivities in (c) assume a fill factor, f1, of 0.5 (i.e., t1/(t1+t2)=0.5).
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local perpendicular electric field, E⊥ (Eqn. 4.2), within the absorbing regions due to

their relatively high local permittivity. Although the absorbing medium is isotropic at

an intrinsic level, the layered medium acquires a significantly anisotropic effective optical

response.

Optical experiments invariably measure the effective optical properties of layered

HOIPs. Using the effective medium model (EMM) described above, however, we can

gain a better understanding of the intrinsic optical properties. For instance, the decrease

in Im(ε||) can be predicted from a decrease in the volumetric fill fraction of PbI layers

(fPbI). Similarly, large measured anisotropies arise from field inhomogeneities described

in Eqn. 4.2. To facilitate comparison between experiment and quantum-mechanical

calculations, we exploit Eqn. 4.3 to extract the intrinsic optical constants, εint
|| and εint

⊥ ,

from measured optical constants, ε|| and ε⊥. Namely, we equate the right-hand side

of the EMM expressions (Eqn. 4.3) to the measured optical constants, input known

structural parameters, and solve for the intrinsic optical constants of the PbI monolayers

(Methods). Because of the vertically layered thin-film structure of R2PbI4, equations

relating IP (||) and OP (⊥) expressions can be solved independently. Exemplary intrinsic

PbI optical constants resulting from this calculation are presented in Fig. 4.7. The

results indicate an intrinsic OP:IP absorption strength ratio of approximately 0.3, as

compared to 0.08 inferred from thin films directly. That is, anisotropies in the quantum-

mechanical matrix elements reduce the OP dipole strength by only a factor of ≈1/3; in

contrast, classical electric field inhomogeneities play a larger role, leading to a further

reduction by a factor of ≈1/4, and even larger factors in films prepared with longer

organic cations. This suggests the simple route to tuning significantly the macroscopic

optical anisotropies, i.e., by varying the length and polarizability of the organic cation.

The corrected (C4)2PbI4 high-frequency OP permittivity (εint
⊥,∞≈4.1 for λ>1000 nm; Fig.

4.7) can now be compared directly to calculations in refs. [103, 104] and both are found to
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be in very good agreement. The high-frequency IP permittivity (εint
||,∞≈4.7) is most easily

compared to the 3D system (C1)PbI3. Although the IP bonding structure of R2PbI4 is

similar to that of (C1)PbI3, atomic-scale continuity with neighboring low-permittivity

organic layers should suppress the dielectric constant relative to bulk values. We thus

conclude that the EMM as developed here accurately described the relationship between

experimentally observed (i.e. effective) and theoretically predicted (i.e. intrinsic) optical

anisotropies.

Though Eqns. 4.2-4.3 hold independently at each wavelength, we simplify subse-

quent analyses by deriving (for each material) a single wavelength-averaged correction

factor that account for the EMM effects (Supporting Information S5). The relations

are particularly simple for the vertically layered thin-film structure of R2PbI4; the OP

dipole strength (|MOP|2) correction depends on the dielectric contrast and (implicitly)

the volumetric fill fraction of PbI layers:

|M int
OP|2 = 〈|εint

⊥ /ε⊥|2〉 × |MOP|2 (4.4)

in which 〈〉 denotes spectral averaging over the absorption (or emission) band (Methods).

As before ε⊥ is the effective OP permittivity of the crystal. Note that εint
||,⊥ corresponds

to the material in which the absorption or emission process is localized (e.g., the PbI

layers in 2D HOIPs). To evaluate these correction factors, the dielectric and structural

properties of the material constituents must be known. To this end, we use εint
||,⊥ derived

from the procedures described in the previous section (Fig. 4.7).

Figure 4.4 summarizes absorption (left panel) and emission (right panel) anisotropies

inferred directly from thin-film measurements (“effective”; orange markers) and after

applying EMM corrections (“intrinsic”; purple markers) for all of the materials studied

here. The inferred anisotropies in the PbI layers are uniformly smaller than in the

47



Quantum-mechanical vs. classical origins of anisotropies in layered lead-halide perovskites
Chapter 4

homogenous layered medium. Notably, after accounting for variations in length and

permittivities of the organic layers, we find a similar degree of absorption anisotropy

(OP:IP ≈0.3) between films prepared with C4, C6, and PEA. Films prepared with C8

still show a relatively small OP:IP ratio (≈0.12) after this correction, which likely results

from experimental errors, particularly in the OP optical constants. Since emission and

absorption correction factors are (nearly) equivalent, relatively small effective OP:IP

ratios lead to correspondingly small corrected ratios. Interestingly, residual variations

are found in emission ratios but are absent in absorption ratios. Some portion of this

discrepancy may arise from compounded experimental uncertainties; the inferred OP

dipole strengths are particularly sensitive to the input optical constants. The results also

depend upon the assumed distribution of emitter positions within the film (Methods).

However, to what degree this discrepancy arises from experimental artifacts or inherent

differences in optical processes remains unresolved at the current time. For comparison,

we also include values from ref. [21] (down triangles) before and after applying corrections

derived here. (Note that ref. [21] quotes OP percentages; here we have converted to

OP:IP ratios.) Though absolute values differ between that work and ours, the trend

between materials agrees well. We suspect ratios derived in ref. [21] are overestimated

since effective values are significantly larger than those inferred here and in ref. [20], and

since corrected values are very large (exceeding 1 in the case of m=4).

Leveraging this analysis, we can now quantify and understand optical anisotropies

in films of butylammonium methylammonium lead iodide, (C4)2(C1)N−1PbN I3N+1, with

N>1, which tend to consist of statistical mixtures of oriented crystallites (Supporting

Information S5) [102, 118]. The corrections described in Eqn. 4 can be extended to ac-

count for this crystallite reorientation (Supporting Information S4 and S5). Similar EMM

treatments have successfully been applied to quantify the role of anisotropic intrinsic car-

rier mobilities in ensembles of conducting oxide nanocrystals [119]. Interestingly, for both
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N=2 and N=3 HOIPs, we find nearly isotropic absorption and emission after account-

ing for EMM effects, which likely reflects “new” Pb and I pz orbital contributions in

the bonding structure that are highly suppressed in the limit of the monolayer system

[107, 120]. We note, however, that phase intergrowth in the thin-film structure for N>1

may reduce the applicability of the model derived here [118].

4.3 Conclusions

The EMM derived here can be immediately applied to other material systems with lay-

ered geometries. For example, we consider previous mPL analyses of CdSe nanoplatelets

as studied by Scott et al. [109] In that work, monolayers of highly oriented CdSe

nanoplatelets were immersed in an oleic-acid matrix and deposited on transparent sub-

strates. As per typical mPL analyses, radiation patterns were modeled using a three-layer

Fresnel model with effective (i.e., homogeneous and uniaxial) optical constants (see Sup-

plementary Tables I-II of ref. [109]). Within that model, observed radiation patterns

correspond to an effective OP contribution of 5% (OP:IP ratio of 0.052) (Fig. 4, or-

ange up triangle). However, at a more rigorous level, these radiation patterns arise from

a five-layer system (Fig. 4.8). This is indeed an analytically tractable problem, using

the same formalism as presented in previous reports [116, 99, 109], but extended using

electric fields calculated for a five-layer model [121]. These calculations reveal that radi-

ation patterns observed in ref. [109] correspond to an intrinsic OP contribution of 41%

(OP:IP ratio of ≈0.66) (Fig. 4, purple up triangle), an order of magnitude larger than

that inferred by Scott et al. [109] This discrepancy is captured very well using the sim-

ple correction factors described above (|εint
⊥ /ε⊥|2=|(7.9 + i2.6)/(2.332 + i0.026)|2≈12.7),

further validating the simplified procedure described in this work. Indeed, this corrected

ratio is more compatible with emission anisotropies observed in III-V quantum-well sys-
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tems [122, 123], in which the effects of dielectric inhomogeneity are minimized, and in

other CdSe nanoplatelet [124] and nanowire studies [125].

Knowledge of the effective optical properties is suitable for understanding, e.g., angle-

dependent reflection, transmission and absorption rates. The optical constants reported

here will thus be useful for modeling and optimizing 2D HOIP-based optoelectronic

devices. These macroscopic optical properties, however, do not directly reflect the prop-

erties of the material constituents; classical corrections must be applied before attribut-

ing the optical properties to the underlying electronic structure and anisotropies in the

quantum-mechanical transition dipole moment. We show how these differences can be

simply accounted for using correction factors derived from an effective-medium model.

In particular, in OP-layered nanomaterials, quantum-mechanical OP dipole moments are

substantially underestimated — by a factor of approximately 5 or greater in 2D HOIPs

— when ignoring dielectric inhomogeneties. In the most significant case considered here

(CdSe nanoplatelets), we have shown that inferred quantum-mechanical anisotropies were

overestimated by approximately a factor of 10. After accounting for such effects, absorp-

tion anisotropies in 2D HOIPs are found nearly independent of the choice of the R cation.

This study illustrates how experimentally inferred optical anisotropies relate to quantum-

mechanical calculations in any material, and offers an intuitive explanation for previously

unexplained variations in optical properties of 2D HOIPs. Our model may also provide

guidelines for predicting and designing birefringence properties in layered compounds.
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4.4 Supplementary Information

4.4.1 Further details about mPL analysis

To understand the significance of dielectric inhomogeneity on the emission processes in

HOIPs, we prepared thin films of (Cm)2PbI4 (m=4, 6, and 8) with equivalent thicknesses

(up to experimental accuracy, limited by imaging resolution of atomic force microscopy

and thin-film surface texture; Methods). Experimental p-polarized radiation patterns

are shown in Fig. 4.5a for (blue dots) m=4, (orange dots) m=6, and (green dots)

m = 8 (identical to data presented in manuscript). For films with equivalent thickness,

variations in the radiation patterns solely reflect changes in the dipole orientation and

dielectric environment surrounding the Pb-I layers [17]. Namely, for a constant OP dipole

strength, a decrease in the PL counts around k||≈k0 is expected to follow the decrease

in ne as m increases from (blue) 4 to (green) 8 (Fig. 4.6). This prediction (assuming

a constant OP dipole strength over all values of m) is shown as solid lines in Fig. 4.5b

(color corresponding to experimental markers). (Note that these calculations are different

than those presented in the manuscript. Calculations in the manuscript represent fits

to each material.) The experimental PL, however, shows a substantially steeper fall-

off (compared to calculations) as m increases. We thus immediately infer a decreasing

OP dipole strength with increasing m, as observed in absorption measurements. This

decrease is quantified by fitting of the OP and IP emission dipole strengths independently

at each wavelength. Fig. 4.5c shows the IP (blue) and OP (red) dipole moments extracted

from fits at each wavelength. Integrated OP:IP emission dipole strength ratios are printed

as bold text in each subpanel.
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Figure 4.5: Further details about mPL analysis. (a) Experimental p-polarized
mPL from 43 nm thick films of (Cm)2PbI4 with (blue) m=4, (orange) m=6, and
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moments extracted from fits at each wavelength. Integrated OP:IP emission dipole
strength ratios are printed as bold text in each subpanel.
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Figure 4.8: Three-layer vs. five-layer model for CdSe nanoplatelets (a)
Schematic of the EMM (i.e., three-layer model) and experimental geometry used
in ref. [109]. The system comprised of oleic acid and CdSe nanoplatelets are to-
gether treated as a homogeneous material with effective uniaxial permittivity ε. (b)
Schematic representing a more realistic model (i.e., five-layer model) of the system
studied in ref. [109]. (c) Momentum-resolved p-polarized radiation patterns from
from the CdSe nanoplatelet system. Black dashed line: radiation patterns calculated
using the three-layer model with effective-medium permittivities and an OP contribu-
tion of 5% (corresponding to observations, i.e., the “data”, in ref. [109]). Red solid
line: radiation patterns calculated using the rigorous five-layer model and an OP con-
tribution of 41%. (d) Magnified view of the p-polarized counts around k||=k0 which
arise solely from OP EDs in the thin-film limit. “Real” (e.g., red) and “effective”
(e.g., black dashed) models produce identical radiation patterns, but the inferred OP
dipole strength differs by nearly an order of magnitude.

4.4.2 Discussion of results presented in Scott et al.

We consider the case in ref. [109] in which CdSe platelets (thickness 1.4 nm, ε2=7.9+i

2.6) are surrounded by oleic acid ligands (length 2.1 nm, ε1=2.129). We calculate the

resulting radiation patterns using both the three-layer model, and a more rigorous five-

layer model which takes completely into account the dielectric inhomogeneity. These two

distinct systems are illustrated in Fig. 4.8. All optical constants are taken from Supple-

mentary Information Tables I-II in ref. [109]. The effective medium is characterized by

ε||=2.652 + i0.192 and ε⊥=2.332 + i0.026.
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Chapter 5

Discovering bright magnetic dipole

radiation from a two-dimensional

crystal

5.1 Introduction

For atomic systems in free space, magnetic-dipole (MD) transition rates are approx-

imated to be 10−5 times lower than those for electric dipoles (EDs) [126, 127]. This

intuition has been carried over to crystalline systems and, consequently, light-matter in-

teractions in semiconductors are uniformly treated within the ED approximation, that is,

by considering only the first term of a multipolar expansion [111]. In conventional bulk

semiconductors (e.g., Si and GaAs), band-edge MD transitions, and similarly electric

quadrupole (EQ) transitions, are rigorously forbidden by parity selection rules; ED tran-

sitions occur between odd-parity (‘p-like’) states at the valence band maximum (VBM)

and even-parity (‘s-like’) states at the conduction-band minimum (CBM) [111]. Optical

metamaterials [128] and quantum dots [129] have challenged this paradigm, exploiting
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multipolar resonances to enhance spontaneous emission rates [130]. However, the result-

ing light-matter interactions are enforced by the mesoscale structure of the material or

strong electric field gradients in the vicinity of a plasmonic structure rather than the

quantum mechanical properties of the the bulk material.

Whenever the symmetries of the states at play deviate from those described above,

however, MD and EQ transitions become formally allowed. Furthermore, a brief exam-

ination of transition rates based on Fermi’s Golden Rule suggests that MD transitions

rates may be significantly enhanced in semiconductor systems. Consider excitations with

a mass m in a medium with (isotropic) refractive-index n. Fermi’s Golden Rule gives

for the spontaneous emission from state i to state f through ED (AED) and MD (AMD)

channels [116]:

AED,i→f =
ω3ε

1/2
0 µ

3/2
0

3~π
n|q 〈f | r |i〉 |2 (5.1)

AMD,i→f =
ω3ε

1/2
0 µ

3/2
0

3~π
n3
∣∣∣ q

2mc
〈f |L + 2S |i〉

∣∣∣2 (5.2)

where ω=2πc/λ, c is the speed of light, ε0 (µ0) is the vacuum permittivity (permeability),

~ is Planck’s constant, q is the charge of the state in question, and L and S are the orbital

and spin angular momentum operators. Detailed calculations for lanthanide atoms in free

space [127] give MD emission rates on the order of 10 s−1. In semiconductors, however,

the elementary excitations are states with effective mass m∗∼0.1m0 (rather than the

bare electron mass, m0) in a medium with n≈2.5 (for a typical semiconductor). That is,

MD transitions from excited states in a crystalline system, assuming not forbidden by

symmetry, are expected to be approximately three orders of magnitude faster than those

of atoms in free space, significantly reducing the disparity between ED and MD rates.

To demonstrate this possibility, we use energy-momentum spectroscopies to study

the polarization-dependent radiation patterns from two-dimensional (2D) hybrid organic-
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inorganic perovskites (HOIPs). HOIPs are a rapidly burgeoning class of semiconductors,

offering benefits of solution processability, outstanding optoelectronic properties, and the

ability to form both three-dimensional (3D) and quantum confined (i.e., 2D) structures

[131, 80]. Of particular interest for photonic applications, 2D HOIPs incorporating large

alkylammonium molecules (e.g., butylammonium lead iodide, BA2PbI4; Fig. 5.1a) offer

additional structural and quantum degrees of freedom, providing continuously tunable

band-gap energies and desirable narrow excitonic luminescence [83, 132, 133]. Indeed,

researchers have demonstrated stable light-emitting diodes (LEDs) with high quantum

efficiencies [133, 91, 134], as well as low-threshold optical gain [93]. However, numerous

studies reveal anomalous absorption and emission sideband features in both 2D [135, 136,

137, 138, 91] and 3D HOIPs [139] that may be detrimental to color purity.

Insofar as 2D HOIPs are comprised of alternating semiconducting (metal halide) and

insulating (organic) layers, they are recognized as “natural” quantum-well semiconductor

structures [20]. Accordingly, light-matter interactions in HOIPs are treated by analogy to

widely studied conventional semiconductors, such as GaAs [20, 140, 141, 142]. Namely,

optical transitions are assumed to be completely described by the ED approximation

[111]. Operating within this conventional framework, researchers have attempted to iden-

tify the origin of anomalous low-energy sideband features in 2D and 3D HOIPs, arriving

at interpretations ranging from bound- or bi-exciton emission [20, 143] to strong phonon-

carrier interactions [136, 144]. Recent evidence of more “exotic” and fundamentally

interesting physics, such as deep exciton self-trapping [137] and complex exciton-polaron

structures [145], strong Rashba and Dresselhaus couplings [146], and an unconventional

exciton fine structure [142] reflect the interplay of an unconventional electronic struc-

ture, strong spin-orbit coupling [141], structural complexity [147], and the possibility of

significant dynamic symmetry-breaking mechanisms [148, 149, 139].

Energy-momentum spectroscopies have surfaced as powerful techniques for identifying
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anisotropic and multipolar optical phenomena in thin-film systems [116, 99, 16, 100, ?,

21, 17]. For example, by analyzing momentum- and polarization-dependent luminescence

profiles, researchers have quantified distinct MD and ED optical transitions in lanthanide

[116] and transition-metal ions [150], and have identified distinct interlayer excitons in

organic semiconductor thin films [99]. Here, energy-momentum spectroscopy reveals

that the low-energy sideband in 2D HOIPs exhibits a peculiar polarization and angle

dependence characteristic of MD radiation. While the features described herein seem to

be generic to the material system, including 3D HOIPs, we exploit the highly oriented

and 2D nature of BA2PbI4 (Fig. 5.1a) to relate the unusual radiation patterns to the

underlying quantum mechanical origins.

5.2 Results

Figure 5.1b shows measured grazing incidence wide-angle X-ray scattering (GIWAXS)

patterns from a spin-cast thin film of BA2PbI4. This data is consistent with a vertically

layered structure in which PbI4 monolayers are separated by BA2 spacer layers in the

out-of-plane (z) direction [118]. The wavelength-dependent uniaxial complex refractive

index of these samples was determined by a combination of momentum-resolved reflec-

tometry [16, 17] and variable-angle spectroscopic ellipsometry. Films exhibit a predom-

inant in-plane (IP) optical response with weak out-of-plane (OP) dispersion, similar to

high-quality single crystals [20] and consistent with the vertically layered orientation

as determined from GIWAXS. By the nature of the spin-casting method, the resulting

films are polycrystalline and thus rotationally isotropic over microscopic length scales

relevant for the measurements performed here (∼100 µm) [102]. The highly oriented

and rotationally invariant thin-film structure facilitates detailed analysis of momentum-

and polarization-dependent optical phenomena using the experimental geometry illus-
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trated in Fig. 5.1c. However, as we will describe later, the same features are observed

from high-quality single crystals and our conclusions are thus not restricted to spin-cast

films. In energy-momentum spectroscopy, both the in-plane electromagnetic momentum

(k||=〈kx,ky〉) and wavelength (λ) distribution of polarized reflection or luminescence are

simultaneously measured by imaging the Fourier plane (i.e., back focal plane; BFP) of a

collection objective onto the entrance slit of an imaging spectrometer. Polarized spectra

are acquired by placing a linear polarizer in the collection path oriented either perpen-

dicular (s) or parallel (p) to the entrance slit (y-axis). Figures 5.1d-f show s- (left) and

p-polarized (right) energy- and momentum-resolved PL measured from a 61 nm spin-cast

film of BA2PbI4 at room temperature.

As seen in Figure 5.1d, s-polarized PL spectra collected above the total-internal-

reflection condition |k|||=|ky|>k0 (red dashed) are dramatically different than conven-

tional spectra as collected by a 0.5 NA objective (|k||| ≤ 0.5k0; blue). Both s- (left)

and p-polarized (right) spectra exhibit the well-established excitonic emission feature at

520 nm. However, a distinct emission feature at 540 nm (∼90 meV energy difference),

apparent as a subtle shoulder at low momenta (blue), becomes the dominant emission

feature at high momenta (red dashed). In contrast, this emission feature is virtually ab-

sent at all momenta in p-polarized spectra. This difference in momentum distributions

is even more striking when we examine the full energy-momentum spectra (Figure 5.1e;

polarization orientation indicated by white arrows). The low-energy emission feature is

readily observed as two bright lobes in the s-polarized spectra at |k|||>k0. Importantly,

the s-polarized emission features at 520 nm and 540 nm have markedly distinct curva-

ture in k-space (Fig. 5.1f; left). The emission feature at 520 nm (blue) is maximal near

normal (k||=0) and exhibits a slow roll-off into higher momenta; the opposite is true for

emission at 540 nm (orange). This illustrates the critical role of the experimental geom-

etry on the inferred significance of this emission; because this light is emitted at highly
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Figure 5.1: Structure and energy-momentum photoluminescence spectra of
BA2PbI4. (a) Schematic crystal structure of BA2PbI4. Thin films exhibit a vertically
layered morphology with repeated PbI4 monolayers separated in the z-direction by
BA2 spacer layers. (b) Experimental GIWAXS patterns of a spin-cast BA2PbI4 thin
film. (c) Experimental geometry: Momentum- (k||) and polarization-dependent PL
spectra are collected from within the substrate by an oil-immersion 1.3 NA objective.
(d) s-Polarized (left) and p-polarized (right) photoluminescence spectra of a BA2PbI4

thin film (61nm) as collected at two very different regions in momentum space:
|k|||<0.5k0 (solid blue) and |k|||>k0 (dashed red). PL traces are normalized to be
equivalent at 520 nm. (e) s-Polarized (left) and p-polarized (right) energy-momentum
spectra from which the PL spectra of Fig. 5.1d were taken. The multipolar emission
is readily observable in s-polarized spectra as two bright lobes at λ=540 nm in regions
with |k|||>k0. (f) Momentum-space line cuts at 520 nm (blue) and 540 nm (orange)
for s-polarization (left) and p-polarization (right). Theoretical traces (dashed lines)
assuming only oriented electric dipoles agree poorly with 540 nm s-polarized line cuts,
showing that the bright high-k|| emission cannot originate from an electric dipole
transition.
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oblique angles with respect to the crystal axis, it would be ordinarily be trapped (i.e.,

wave-guided) within the high-index substrate, or within the material itself, and thus only

weakly collected with conventional PL geometries (e.g., blue lines in Fig. 5.1d). This is

a general concern for 2D materials, since the polarization and directionality of the inter-

actions is governed by highly anisotropic electronic wave functions [151]. This may also

have significant implications for HOIP-based LEDs; the spectrum and dynamics may be

strategically enhanced or refined using photonic architectures [152].

Calculated s-polarized PL counts (D), assuming only the existence of ED emission,

are shown in Fig. 5.1f (dashed lines) at both 520 nm (blue) and 540 nm (orange).

Experimental PL at the 520 nm (primary exciton) emission is accurately described by

the ED theory, consistent with an ED-allowed excitonic transition involving Γ−6 CBM

and Γ+
6 VBM states [140, 141]. The 540 nm emission feature, however, is poorly modeled

by the same theory. In contrast, p-polarized PL at both 520 nm and 540 nm are well-

described by ED-only theory. While low-energy emission shoulders have been observed

in conventional PL spectra of both inorganic and hybrid organic-inorganic perovskites

[20, 135, 137, 153, 91, 138, 139], none of these prior works examined the polarization and

momentum dependence reported here. Note that this theory completely accounts for

reabsorption effects by including the complex (uniaxial) refractive index of the material,

thus excluding reabsorption as a possible explanation of the secondary peak. The strong

high-k|| emission excess observed predominantly in s-polarization cannot be explained by

any combination of oriented ED transitions in a rotationally invariant system; a distinct

ED transition centered around 540 nm would contribute with equivalent weight to both

s- and p-polarized spectra, inconsistent with our data. The results presented here thus

unambiguously demonstrate that this emission is multipolar in nature.

We observe similar multipolar features at high momenta in a number of related

HOIPs, including exfoliated single crystals of the “bilayer” system BA2(CH3NH3)Pb2I7
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(Fig. 5.6), thin films of BA2PbBr4, and films prepared with longer alkylammonium

cations (octylammonium and dodecylammonium). We find that this feature is robust

to sample preparation methods, and is particularly apparent in high-quality single crys-

tals prepared with various alkylammonium cations (including phenethylammonium), and

flakes mechanically exfoliated from such crystals. We thus conclude that this feature is

general to the material system, and is robust against sample preparation methods and

substitutions of both the halide and spacer molecules.

While this feature is regularly observed around 540 nm in exfoliated single crystals,

we note that, for similarly prepared BA2PbI4 thin films, this emission feature is observed

with significantly varying strength at a range of energies between ∼30-90 meV below

the primary emission peak. Analyses of thin-film PL spectra under varying illumination

and environmental conditions suggest that this variation is due, in part, to the incor-

poration of oxygen or water under various processing conditions. Note, however, that

prolonged illumination in ambient conditions significantly reduces the resolution of two

distinct peaks, which possibly explains why this feature is so apparent in single crystals.

Importantly, this indicates that this sideband does not originate from atmospheric effects

(e.g., water or oxygen), but rather seems to be hindered by them.

The highly s-polarized nature of the excess (i.e., non-ED) PL provides strong clues

for the origins of the multipolar radiation. The candidate oriented multipoles that emit

highly oblique s-polarized light are OP MDs and IP EQs. Calculated 2D y-polarized ra-

diation patterns from these multipoles are presented in Fig. 5.2 with s- and p-polarized

k||-space linecuts shown below and to the right of each 2D image, respectively. OP MDs

(“MDz”; Fig. 5.2a) are associated with a circulating IP electric field and thus produce

only s-polarized radiation. However, this s-polarized MDz contribution is functionally

identical to s-polarized emission from IP EQs (Fig. 5.2b; D). Although either MD or EQ

terms can be used to fit the s-polarized emission anomaly, identifying the correct multi-
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pole term is important for determining the underlying quantum-mechanical origins. To

this end, the OP MD and IP EQ can be distinguished by the fact that the OP MD emits

no p-polarized PL; in contrast, IP EQs contribute significantly to both s- and p-polarized

spectra. Critically, our data shows virtually zero PL excess in p-polarized spectra (Fig.

5.1d), indicating that the multipolar PL is associated with a highly oriented OP MD

transition. Note that, while the ED radiation patterns possess features similar to those

of the EQ, the preceding discussion is focused solely upon the patterns associated with

the excess counts (i.e., those not already accounted for by the ED theory). We suspect

the very subtle shoulder observed in high-k|| p-polarized spectra is due to depolariza-

tion scattering from surface texture or slightly tilted crystallite domains in spin-cast thin

films. Equivalent measurements on mechanically exfoliated single crystals (Fig. 5.6), in

which these imperfections are minimized, show no such p-polarized shoulder and confirm

the MD assignment.

The energy-momentum spectra, in combination with the known material optical con-

stants, afford the opportunity to quantify the relative intrinsic multipolar transition rates.

At each wavelength, we decompose the momentum distribution of polarized PL counts,

N s,p(λ,k||), into a linear combination of oriented EDs and OP MDs according to Eqn.

5.3:

N s,p(λ,k||) = Cexp ×
[
AEDIP

(λ)ρ̃s,pEDIP
(λ,k||) +

AEDOP
(λ)ρ̃s,pEDOP

(λ,k||) + AMDOP
(λ)ρ̃s,pMDOP

(λ,k||)
]

(5.3)

Here, the ρ̃s,p are the normalized local density of optical states (LDOS) into which the

oriented dipoles may emit, A(λ) are the wavelength-dependent intrinsic emission rates,

and Cexp is a constant factor accounting for setup-specific experimental parameters. Ana-

lytical forms for the LDOS are presented in Appendix D. Including the MD contribution,
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Figure 5.2: Calculated momentum-resolved multipolar luminescence pat-
terns at λ=540 nm. (a-b) Calculated y-polarized momentum-resolved luminescence
patterns from (a) an OP MD and (b) IP EQs. s-Polarized and p-polarized traces are
shown below and to the right of each 2D image, respectively. Note that the radiation
patterns from OP MDs and IP EQs differ along the p-polarized traces; the s-polarized
traces are identical. All calculations were performed for a 61 nm film using known
optical constants.

we now see that the experimental radiation patterns for both polarizations are very well

represented by the theory across all wavelengths (Fig. 5.3a). The resulting decomposed

spectra are presented in Fig. 5.3b. The ED and MD peaks resolved in Fig. 5.3b are

observed as genuinely distinct transitions. Though the MD (dashed red) contribution is

notably more broad than the ED (black) contribution, both exhibit similar asymmetric

lineshapes characteristic of luminescence from quantum wells, suggesting that the MD

transition also originates from an exciton-like excited state.

Although multipolar emission is usually orders of magnitude weaker than ED

emission, the multipolar contribution in BA2PbI4 exhibits an integrated magnitude

[
∫
AMD(λ)dλ] comparable to that of the ED, i.e.,

∫
AMD(λ)dλ∫

AED(λ)dλ+
∫
AMD(λ)dλ

≈ 0.16. (5.4)

As described below, such a strong multipolar PL contribution is highly unusual and
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Figure 5.3: Multipolar decomposition of energy-momentum spectra. (a)
Comparison of (dashed filled) theoretical and (solid) experimental momentum-space
radiation profiles at λ=520 nm (blue) and λ=540 nm (orange) including both oriented
ED and MD transitions. s-(p-)Polarized spectra are shown on the left (right). All
traces show excellent agreement with theory once multipolar components are included
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Normalized intrinsic multipole radiation rates, CexpA(λ), determined from multipolar
decompositions of energy-momentum spectra: IP EDs (black solid); OP EDs (black
dot-dashed); OP MDs (red dashed).
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particularly unexpected when we consider the overall fast dynamics of the system. In

lanthanide ions, for instance, multipolar PL is observed due to long-lived (∼100 µs)

excited states associated with ED-forbidden recombination channels [154, 127]. Here,

however, we observe sub-ns PL lifetimes for the main excitonic feature at 520 nm (Fig.

5.4a, blue circles).These PL decay traces were measured at reduced temperature (250

K) to try to better isolate any differences in the excited state dynamics [139]. Still, PL

traces of the isolated 540 nm feature (Fig. 4a, red squares) show no discernible differences;

both traces are well represented by a bi-exponential decay with a primary component

lifetime of τ≈296 ps, consistent with values obtained for the primary exciton in previous

reports [144, 155]. Just below 250K, BA2PbI4 shows a structural phase transition [82]

accompanied by an abrupt change in the PL spectrum. Nonetheless, distinct ED and

MD PL features can be identified at low temperatures by comparing spectra from highly

oriented and randomly oriented film morphologies (e.g., Fig. 5.7), further supporting

the generality of MD emission over a large temperature range. These two emission

features also show nearly identical behavior under intensity-dependent PL. Throughout

a very broad range of excitation intensities (Iexc=1-750 mW/cm2) the spectral shape is

observed to be nearly invariant (Fig. 4b; darker colored lines). Only at extremely high

excitation intensities (Iexc>103 mW/cm2; lighter colored lines) does the spectrum begin

to vary, with the low-energy feature growing in relative strength. Power-law fits of the

decomposed spectra (IPL∝Iαexc) (Fig. 5.4c) reveal that both the ED contribution (black;

αED=1.17±0.05) and the multipolar contribution (red; αMD=1.15±0.04) grow in parallel.

Note that the data presented in Fig. 5.4 was measured from poly-crystalline samples with

random crystallite orientations in order to enhance the visibility of the 540 nm emission

feature with conventional spectroscopy techniques, but similar conclusions are made from

analogous measurements on spin-cast thin films. This intensity dependence excludes bi-

excitons (α=2) or excitons bound to extrinsic defects (α<1) as a likely origin. In light
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of recent reports highlighting the prevalence of low-energy “white-light emitting” states

in 2D HOIPs [137], we note that this pump dependence is consistent with an (intrinsic)

self-trapping mechanism. The red-shift between MD and ED features is expected from

such a mechanism, but the 90 meV energy difference observed here is significantly smaller

than that of previously observed white-light emitting states.

The absolute radiative lifetimes can be estimated from the measured PL lifetime,

quantum yield (PLQY), and normalized multipolar emission rates. Assuming that the

measured PLQY of 0.4% is representative of both emission features, our data implies

radiative rates of 1.4×107 s−1 and 1.9×106 s−1 for the ED and MD respectively, assuming

the emission arises from identical exciton densities. (Note that this PLQY is comparable

to previously reported values for this material [135].) However, considering the 90 meV

energy splitting, the observed low-energy (MD) transition rate could be enhanced relative

to the high-energy (ED) transition due to the thermal occupation of excited states. If we

assume two distinct emissive channels in thermal equilibrium, the intrinsic MD radiative

rate is reduced by a factor of exp(90 meV/26 meV)≈30, yielding an intrinsic radiative

rate of 6.0×104 s−1. Even with this more conservative estimate, the inferred multipolar

radiative rate is three orders of magnitude larger than any MD emission rate reported

from atomic systems [127], and is curiously close to that predicted from the discussion

surrounding Eqns. 5.1-5.2. There is, to our knowledge, no crystalline system to which this

may yet be compared. The multipolar emission observed in BA2PbI4 is extraordinarily

bright and challenges conventional understanding of multipolar light-matter interactions.

We now consider the electronic band structure as it relates to the origins of the

multipolar PL signature. Density functional theory (DFT) calculations of the BA2PbI4

electronic structure are summarized in Fig. 5.5. At each wave vector, k, along the Γ-X

and Γ-U directions of the reciprocal lattice, we project the ground-state eigenfunctions

onto a basis consisting of I (Fig. 5.5b) and Pb (Fig. 5.5c) orbitals with symmetries cor-
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Figure 5.4: Dynamics and pump-dependence of emission features: (a)
Time-resolved photoluminescence traces of the 520 nm (blue) and 540 nm (red)
emission features from drop-cast films at 250 K. Data at both wavelengths is well
represented by a bi-exponential decay (black) with a τ=296 ps primary component.
Reduced temperature increases the relative strength of the 540 nm emission feature.
250 K was chosen to reduce thermally assisted energy transfer between states. (b)
Pump intensity-dependence of PL spectra from a drop-cast film at T≈300 K. Data
has been normalized to the PL at 520 nm. (c) Log-log plot of integrated PL strength
(IPL=

∫
A(λ)dλ) from ED (black) and MD (brown) contributions as a function of ex-

citation intensity, Iexc. Lines are power law fits: IPL ∝ Iαexc with nearly identical
exponents for the ED (α=1.17±0.05; black) and MD (α=1.15±0.04; red) emission.
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responding to s, px, py, and pz orbitals. The weight of the projection is represented by

the size of the circle at each k. The VBM (set to 0 eV in the band diagrams) comprises

roughly equal contributions from I (5)p orbitals and Pb (6)s orbitals, in agreement with

previous reports [141]. (I and Pb py contributions are not shown since they are nearly

identical to px, due to the system’s approximate C4 symmetry.) Note, however, that

the I pz contribution is significantly suppressed relative to the IP contributions. The

CBM comprises nearly equal contributions of Pb (6)px and (6)py orbitals with an absent

pz contribution. The symmetries of the CBM and VBM states participating in optical

transitions, however, are governed by the bonding character of the constituent atoms.

Previous studies have assigned Γ−6 (‘p-like’) and Γ+
6 (‘s-like’) symmetries to the CBM and

VBM wavefunctions, |ψCBM〉 and |ψVBM〉, respectively [140, 141]. In analogy with con-

ventional semiconductors, these states may be qualitatively represented by |X〉 and |Y 〉

(CBM), and |S〉 (VBM); a predominantly IP ED transition is described by a symmetry

analysis of the ED matrix elements between CBM and VBM states: 〈S|x |X〉≈〈S| y |Y 〉

and 〈S| z |ψCBM〉≈0 [141]. The non-zero EDz contribution observed here and in previous

experiments [20, 21, 17] likely arises from a non-negligible I pz contribution at the VBM

and an I (5)s contribution at the CBM. Electron-hole correlations yield three distinct

(1s) exciton levels with odd parity, corresponding to the direct product of Γ−6 ⊗Γ+
6 , and

an even parity crystal ground state [140]. However, selection rules still reflect the under-

lying VBM and CBM states and these conclusions are thus unaltered. Such treatments

have been used with apparent success to describe the low-temperature exciton spectrum

observed in previous reports [20, 140, 142].

In contrast to the ED term, the MD term connects states with equivalent parity

[154, 156]. Symmetry based analyses of multipolar matrix elements are outlined in Sup-

plementary Information section 5.4.1. Qualitatively, in the electron-electron picture,

MDz connects CBM and VBM states with IP extended orbitals; the necessary Bloch
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Figure 5.5: Calculated band structure and band character of BA2PbI4. (a)
The BA2PbI4 unit cell used in DFT calculations comprises two distinct layers. Pb
atoms are shown in black and I atoms are shown in purple. (b-c) Computed band
structures along the Γ-X and Γ-U directions of the reciprocal lattice, projected onto
Pb and I orbitals with symmetries of s, px, py, and pz. The relative weights are
represented by the size of the circles at each momentum. (b) I px (left) and pz
(right) contributions to the band structure. I (5)p orbitals contribute primarily to the
valence bands. The valence band maximum (VBM; energy set to 0 eV) predominantly
derives from in-plane I (5)p orbitals (px and py). (c) Pb s (left), px (center) and pz
(right) contributions to the band structure. The conduction band minimum (CBM)
predominantly derives from in-plane Pb (6)p orbitals (px and py). The VBM also
shows significant contributions from Pb (6)s orbitals. In all cases, py contributions
are identical to px contributions and are thus are not shown.
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states are absent in the VBM and thus these multipolar transitions are strictly forbidden

within the aforementioned treatment for 1s excitons (Eqn. S43). While this selection

rule is reversed for a p-like exciton envelope function (Eqn. S47), the hydrogenic 2p

exciton state lies at energies ≈300 meV higher than than the 1s exciton state [140] and

is thus excluded as a likely candidate. Our experimental results thus suggest the pres-

ence of structural distortions that generate a low-energy excited state (e.g., exciton or

exciton-polaron) with distinct (i.e., even) parity. Indeed, a surge of recent reports high-

light the importance of dynamic symmetry-breaking mechanisms, e.g., thermally-induced

lattice distortions [146, 148, 149, 139] and a strong polaronic character of excited states

[157, 145, 158, 159], both reflecting the relatively “soft” ionic lattice. Though numerous

DFT studies have explored the role of typical static asymmetries [147] and thermal fluc-

tuations in HOIPs [149], none have established a significant change in electronic state

symmetries or optical selection rules. The MD feature observed here appears as a spec-

trally distinct excited state, favoring polaronic effects — namely, exciton self-trapping —

as a potential origin, especially in light of potential parity-breaking polaron phenomena

[160, 158, 159]. For example, a p-like electron-hole configuration with lower energy —

the “off-site” self-trapped exciton in some references — may be induced and stabilized

by interactions with antisymmetric lattice distortions [160, 159]. Indeed, the pump de-

pendence (Fig. 5.4c) is consistent with a self-trapping mechanism. This hypothesis is

bolstered by a dramatic thermal red-shift of the MD feature (Fig. 5.7), mirroring similar

thermal shifts observed for self-trapped exciton-polaron states in lithium niobate due to

significant “lattice softening” with increasing temperatures [161].
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5.3 Discussion

Exploiting the highly-oriented structure of 2D HOIPs, and taking into account

polarization-, wavelength-, and angle-dependent collection effects, we identify an

oriented, exceptionally fast magnetic dipole optical transition that appears as a PL

sideband at room temperature. The unconventional radiation properties of the sideband

luminescence have not yet been acknowledged. Consequently, the magnitude of these

transitions has been largely underestimated. Similar directional effects are expected

to afflict optical studies of other 2D materials [151]. The presence of a multipolar

transition in 2D HOIPs is evidently inherent to the material system. Accounting for

extrinsic collection effects, we show that the MD radiative rate is at least three orders of

magnitude larger than multipolar emission rates previously identified in atomic systems;

there is yet no other crystalline system to which these rates may be compared.

This observation of bright MD luminescence, coupled with first-principles considera-

tions of radiation rates (Eqns. 1-2), suggests that multipolar phenomena may be more

prevalent than previously thought and challenges a long-standing assumption that may

limit further understanding and development of novel materials, especially for optoelec-

tronic devices such as LEDs and lasers. Though the precise role of spin-orbit coupling and

quantum-confinement remains unresolved, the physics demonstrated here may impact the

development of quantum information applications based on “dark” (ED-forbidden) exci-

tons in 2D materials [162]. Metamaterials communities regularly exploit classical electric

dipolar and multipolar resonances [128, 163] to engineer directional radiation patterns,

but assume that multipolar effects are negligible at the quantum level. The distinct elec-

tric field symmetries associated with the spectrally separated ED and MD radiation in

2D HOIPs thus point toward the possibility of engineering unique light-matter interac-

tions in nanoscale resonators constructed from 2D HOIPs, as has recently been explored
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in WSe2 [164].

5.4 Supporting Information

5.4.1 Analysis of transition matrix elements

Here we discuss the multipolar optical transition selection rules by describing the

initial (CBM) and final (VBM) states in terms of Bloch functions at k=0, with with p-

and s-like symmetries, respectively. We refer to this as the “conventional treatment”, in

analogy with the formalism developed for III-V semiconductors [111], as used in several

recent reports [141, 142]. We show that within this treatment MD and EQ transitions

are strictly forbidden.

In the presence of spin-orbit coupling (SOC), neither orbital (L) nor spin (S) angular

momentum are good quantum numbers, and one instead takes eigenstates of total angular

momentum (squared), Ĵ2 = Ĵ2 = (L̂ + Ŝ)2, and its projection, Ĵz, along a particular

quantization axis: |J, Jz〉 [111, 141, 142]. The quantization axis, ẑ, is conveniently taken

to be the dimension in which carriers are most strongly confined (e.g., the c-axis in 2D

HOIPs or the out-of-plane direction for nanoplatelets of 3D HOIPs). In HOIPs, the

CBM is associated with the spin-split band with J=1/2 (and L=1). In previous studies,

the VBM is treated with an overall s symmetry, and is thus represented by the Bloch

function |S〉 (L=0, and thus J=1/2) [140, 141, 142]. The orthonormal CBM and VBM
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states within this description are:

|ψc,+〉 =

∣∣∣∣12 ,+1

2

〉
c

=
1√
2

(|X〉c + i |Y 〉c) |↓〉 (5.5)

|ψc,−〉 =

∣∣∣∣12 ,−1

2

〉
c

= − 1√
2

(|X〉c − i |Y 〉c) |↑〉 (5.6)

|ψv,+〉 =

∣∣∣∣12 ,+1

2

〉
v

= |S〉v |↑〉 (5.7)

|ψv,−〉 =

∣∣∣∣12 ,+1

2

〉
v

= |S〉v |↓〉 (5.8)

in which v (c) denotes valence (conduction) band states, and |↑〉 (|↓〉) is the

eigenstate of Ŝ with eigenvalue +1/2 (-1/2). |X〉 and |Y 〉 correspond to real p-like

orbitals (analogous to atomic L=1 orbitals) with symmetry axes along the Cartesian

x and y directions, respectively. We have here assumed that the |Z〉 contribution at

the CBM is negligible, in accordance with the 2D nature of the orbitals [141]. By

symmetry considerations, it is immediately apparent that the ED matrix elements,

MED ∝ 〈1/2,±1/2| x̂i |1/2,±1/2〉 (i=1,2,3), are in general non-zero since the individual

terms 〈S|v x̂ |X〉c=〈S|v ŷ |Y 〉c 6=0, thus driving in-plane electric dipole band-to-band

transitions in HOIPs. Accounting for electron-hole exchange (i.e., excitons), specific

singlet/triplet combinations may become ED-allowed or ED-forbidden, as determined

by considering the proper product combinations of states as presented in Eqns. 5.5-5.8;

e.g., |ψc,i〉 |ψc,j〉 with i and j independently taking the ‘values’ ‘+’(=sign(+1)) and

‘−’(=sign(−1)) [140, 142] (which we henceforth write as i, j=+,−). (Equivalently, there

are four distinct matrix elements to consider for the states in Eqns. 5.5-5.8, some of

which are zero.)
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5.4.2 Magnetic dipole transitions: orbital and spin wavefunc-

tion considerations

The MD vector operator is given by m̂=(e/2mc)(L̂ + 2Ŝ) where e and m are the

charge and mass of the particle in question, respectively [156]. Our experimental results

motivate us, in particular, to inspect m̂z∝L̂z+2Ŝz, and thus we analyze matrix elements

of the form 〈ψv,i| m̂z |ψc,j〉∝〈ψv,i| (L̂z + 2Ŝz) |ψc,j〉 with i, j=+,−. Notice that the orbital

components in |ψv,i〉 and |ψc,j〉, as written in Eqns. 5.5-5.8, are L̂z eigenstates, all terms

in which are associated with a single specific value of L (i.e., L=0 for VBM states and

L=1, Lz=±1 for CBM states). (More generally, all orbital terms exist within a subspace

associated with a single specific parity of L; e.g., L=0,2,4,... for VBM states. Terms with

L>1, however, are small contributions and rigorously do not affect the conclusions of our

following symmetry arguments.) Therefore, all terms 〈ψv,i| m̂z |ψc,j〉 are immediately

seen to be zero. Specifically, restraining our attention to L=0 and L=1 leading terms for

the VBM and CBM, respectively, Eqns. 5.5-5.6 can be rewritten in terms of spherical

harmonics (|l,ml〉):

|ψc,+〉 ≈ |L = 1,ml = +1〉c |↓〉 (5.9)

|ψc,−〉 ≈ − |L = 1,ml = −1〉c |↑〉 (5.10)

and |S〉v≈|L = 0,ml = 0〉v. (The symbol ≈ is used to indicate that we have chosen to

ignore contributions with L>1.) With these we analyze the terms in the matrix elements

of interest:

〈ψv,i| (L̂z + 2Ŝz) |ψc,j〉 = 〈ψv,i| L̂z |ψc,j〉+ 2 〈ψv,i| Ŝz |ψc,j〉

= j 〈ψv,i〉ψc,j + 2(−j × 1

2
) 〈ψv,i〉ψc,j = 0 (5.11)
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where j=+1,−1 and in the final equality we have utilized the orthogonality of the

terms with differing L. However, an odd-parity term in the VBM is necessary to generate

a non-zero m̂z matrix element. In particular, since L̂z |S〉=0, we conclude that odd-

parity terms must be included in the VBM in this picture. The preceding arguments

remains true even when accounting for excitonic correlations of the electron and hole

states, specifically for the 1s exciton state, as this can only introduce a spherically (or,

in 2D, circularly) symmetric envelope function to the analysis. That is, the multipolar

character of the transition is determined from the underlying electron and hole Bloch

states comprising the exciton [140]. Note, however, that this selection rule on the Bloch

states is reversed for a p-like exciton envelope state. While hydrogenic p-like (e.g., 2p)

exciton states typically lie at energies ≈300 meV higher than than the 1s exciton state

[140], a p-like exciton configuration with lower energy — in some references referred to

as “off-site” self-trapped exciton — may be induced by interactions with antisymmetric

lattice distortion, e.g., as in refs. [160, 159].

5.4.3 Magnetic dipole transitions: Group theoretical consider-

ations

Approximating the crystal point group as D4h [140] and restraining our attention

to the Γ-point (~k=0), the MDz operator (∼Rz) transforms according to the irreducible

representation A2g. The in-plane electric dipole operator (∼x, y) transforms as Eu.

Electron (at the CBM) and hole states (at the VBM) transform as Eu and A1g,

respectively. The corresponding s-like envelope function transforms also as A1g and

an in-plane p-like envelope function transforms as Eu. The crystal ground state also

transforms as A1g.
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Electric dipole transitions w/ s-like exciton envelope: We consider the direct

product

A1g︸︷︷︸
final state

⊗ Eu︸︷︷︸
IP ED

⊗ (A1g ⊗ Eu ⊗ A1g)︸ ︷︷ ︸
initial state

= Eu ⊗ Eu = A1g ⊕ A2g ⊕B1g ⊕B2g ⊃ A1g (5.12)

Since the result contains the totally symmetric representation A1g of D4h, the

transition is allowed, which agrees with the discussion above.

Electric dipole transitions w/ p-like exciton envelope:

A1g ⊗ Eu ⊗ (Eu ⊗ Eu ⊗ A1g) = Eu ⊗ (Eu ⊗ Eu) = Eu ⊗ (A1g ⊕ A2g ⊕B1g ⊕B2g) 6⊃ A1g

(5.13)

in which the final relation follows simply from the result that the product representa-

tion of two irreducible representations, e.g., Γm and Γn, contains the totally symmetric

representation, Γ1(=A1g), once if m=n, otherwise the product does not contain Γ1 [156].

Therefore, electric dipole transitions from the p-like exciton state are forbidden.

Magnetic dipole transitions w/ s-like exciton envelope:

A1g ⊗ A2g ⊗ (A1g ⊗ Eu ⊗ A1g) = A2g ⊗ Eu 6⊃ A1g (5.14)

Magnetic dipole transitions w/ p-like exciton envelope:

A1g ⊗ A2g ⊗ (Eu ⊗ Eu ⊗ A1g) = A2g ⊗ (Eu ⊗ Eu)

= A2g ⊗ (A1g ⊕ A2g ⊕B1g ⊕B2g) ⊃ A1g (5.15)
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Figure 5.6: Multipolar emission in exfoliated single crystals of
(C4)2(C1)N−1PbNI3N+1 with n=1-2. Polarization- and momentum-dependent PL
spectra of exfoliated single crystals of (C4)2(C1)N−1PbN I3N+1 with (a-c) n=1 and
(d-f) n=2. (a) s-Polarized energy-momentum PL spectra. (b) s-Polarized and (c)
p-polarized spectra collected at |k|||<0.5k0 (NA=0.5; solid) and |k|||>k0 (dashed). (d)
Same as (a), but for single crystals with n=2. (e) Same as (b), but for single crys-
tals with n=2. (f) Same as (c), but for single crystals with n=2. In both cases, a
secondary strong emission peak at high momenta (|k|||>k0) arises in the s-polarized
spectrum at an energy ≈90 meV below the primary ED-mediated exciton emission
peak.

in which we have again used the result stated after Eqn. 5.13. In agreement with the

discussion in the previous section, we find that that the magnetic dipole transition from

the exciton state with p-like envelope is allowed. We also find that the electric dipole

transition from this state is forbidden, which may account for the distinct pure-MD

character of the 540 nm emission.
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Figure 5.7: Temperature-dependent PL of ED and MD emission features
in 2D HOIPs. (a-b) Schematic of experimental geometry for measuring ED and
MD PL with varying temperature using a low-NA (NA=0.3) objective. (a) The ED
emission feature is observed by collecting light near normal exitance (i.e., along the
z-axis) from single crystals. (b) Both ED and MD emission features can be observed
with a low-NA objective by positioning crystals with random orientations on the
substrate. (c-d) 2D images of PL as a function of temperature. The white dashed
arrows highlight the two distinct PL peaks as a function of temperature. Notably, the
peak wavelength and width of the MD emission feature, attributed to lattice dynamics,
is strongly dependent on temperature. In contrast, the ED emission feature, associated
with the static structure, is remarkably stable with temperature. This particular data
was measured from crystals of (C8H9NH3)2PbI4 (phenethylammonium lead iodide)
due to its enhanced stability with temperature and lack of structural phase transitions
in the temperature range of interest.
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Conclusions and Outlook

We have demonstrated that Fourier imaging principles can be applied to the excita-

tion process, allowing for quantification of linear absorption dipole moments in thin-film

systems. Analyzing polarized reflection over in-plane momenta (and at a single wave-

length), rather than over wavelength (and at a single in-plane momentum), obviates

modeling uncertainties inherent to state-of-the-art techniques, e.g., VASE. A universal

“Fresnel model” is used, which thus introduces only two free parameters (per polariza-

tion state) which are the sole parameters of interest for material characterization. In

comparison, in a typical VASE analysis, dozens of free parameters must be refined simul-

taneously. Specifically — and of particular interest for fundamental materials science —

these momentum-resolved spectroscopies performed with a high-NA imaging system pro-

vide unique sensitivity to distinct out-of-plane excitations. In Chap. 3, we demonstrated

the ability to resolve subtle variations in the optical absorption anisotropies in organic

thin films with two distinct morphologies, but comprised of the same polymer species.

Previous reports have used the basic Fourier imaging technique to study near-field

coupling of localized excitations to plasmonic dipole antennas [165] and nano-scale Yagi-

Uda arrays [166], luminescence of extended emitters through photonic-crystal modes of

81



Conclusions and Outlook Chapter 6

uniform dielectric arrays [167], exciton-polariton condensation [168, 169], emission dipole

orientations in 2D transition metal dichalcogenides [99], and magnetic dipole emission

from lanthanide [116] and transition metal atoms [150]. The results demonstrated here

further extend these capabilities; Fourier imaging principles, in combination with tradi-

tional spectroscopy methods, applied to now to both emission and excitation processes

leads to an incredibly versatile suite of optical spectroscopy techniques that can be per-

formed with a single experimental setup. These techniques may be immediately gener-

alized to study two-photon polarization-dependent optical selection rules [170], Raman

scattering tensor elements [171], and momentum-dependent non-linear mixing processes.

In Chap. 4, we used the unique capabilities of momentum-resolved reflectometry

to resolve a long-standing conflict about variations of optical anisotropies in 2D HOIPs.

Namely, while quantum-mechanical calculations suggest the semiconductor polarizability

is invariant to the organic barrier length [103, 104], several experimental reports reveal

variations that are seemingly in direct conflict with these calculations [20, 21]. This

conflict is resolved by taking into account the significant dielectric inhomogeneity of

these systems. Namely, by applying a layered effective-medium model, we showed that

the variations arise predominantly through classical electromagnetics effects, enforced by

polarization-dependent matching conditions between the semiconducting and insulating

layers of the material.

Chap. 5 described the discovery of first-ever fast multipolar emission from a bulk

crystal, i.e., 2D HOIPs. Specifically, by exploiting the highly-oriented thin-film structure

of butylammonium lead iodide, we identified the origins of the emission as an out-of-

plane oriented magnetic dipole transition. Quantum-mechanical considerations suggest

that the highly oriented nature of this magnetic dipole transition arises from the two-

dimensional nature of the electronic states. First-principles considerations suggest that

the magnetic dipole transition rates in semiconductors may be ∼ 103 times greater than
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those for atoms in free-space. This new realization may have profound consequences in the

interpretation of optical spectroscopy data, which is currently assumed to be completely

governed by electric dipole processes. Although this process was observed in emission,

the reciprocity principle suggests that absorption may also be mediated via magnetic

dipole interactions at a similar rate. This could potentially be resolved, for example, by

exciting the sample with azimuthally polarized vector vortex beams [172] or by searching

for systematic deviations in the high-momentum s-polarized reflectance. If observed

in these systems, 2D perovskites may thus provide many interesting avenues for future

studies of strong magnetic light-matter interactions, e.g., by placing thin exfoliated flakes

in high-quality optical cavities to generate polaritons driven by the magnetic component

of light.
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Appendix A

Detailed instructions for the mR

technique

This Appendix is primarily intended as a practical guide for researchers to measure and

analyze momentum-resolved reflectometry data.

A.1 Measurement procedure

A.1.1 Preliminary considerations

The purpose of the mR technique is to quantify uniaxial optical constants of a thin

film sample without the need for dispersion models. We therefore should begin with a

sample we suspect is uniaxial. The technique may be used for a sample that is suspected

to be optically isotropic, but it is likely not necessary and ellipsometry might be just fine.

Regardless, for practical purposes, the sample geometry should approximate that of an

ideal two interface system with planar parallel interfaces, so that we can utilize Fresnel’s

reflection equations. To this end, the sample substrate should be a high-quality, well-

known material. For practical purposes, the thin film should be very thin, such that
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its thickness, t, is much shorter than the wavelength, λ, of light in the material with

refractive index, n: t << λ/n. Further, to be approximately represented by an ideal

two-interface system, the surface roughness should be minimal. There is no problem

fundamentally with the measurement or the analysis in the case of a very rough film,

or even one with pin-holes. However, in this case, the model becomes less applicable

and the results thus don’t contain the physical meaning we are hoping to extract. In a

common “good” scenario for a spin-cast film, we might have total surface roughness layer

of ≈5-10nm (i.e., the z distance between the maxima and minima of the film thickness).

This is fine, unavoidable, and I have developed my analysis code to account for this type

of roughness. This will all be discussed in more detail later.

A.1.2 Set up the excitation sources

For efficiency, we want to “flood” the BFP with light of all wavelengths. This allows

us to measure all k|| and wavelengths, λ, simultaneously. (This is in contrast to the point-

by-point procedure described in [16].) The light source can in principle be anything. It

should be broadband. For example, to cover approx. 500-750nm almost uniformly, I

typically use the “Cool-white” ThorLabs LED (see Fig. A.1) for the blue end of the

spectrum and the table-top white-light source for the red end of the spectrum (will be

demonstrated later). Ideally, we’ll have a single very broadband source with uniform

intensity over all wavelengths in the visible, into the UV.

The basic setup is illustrated in Fig. A.1. A lens with a focal length f (‘Lens 1’,

typically f=25mm in our case, but may generally differ if needed) images the BFP of the

objective to a distance f from the lens.1 (All BFPs and focal planes (FPs) are specified as

a dashed line in the schematic aerial view.) This BFP is labeled ‘BFP 1’ in the schematic.

1Alternatively, one can conceive of this as follows: Lens 1 performs a Fourier transform of the sample
image plane (at a distance f ‘behind’ the lens, ideally at the microscope exit port; see dashed lines in
Fig. A.1) to another plane at a distance f ‘in front’ of the lens.
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This is the plane where we would put a point source (e.g., optical fiber tip) if we wanted

to do plane-wave illumination of the sample with a particular k|| (e.g., as in ref. [16]). In

the current case, we want to illuminate over all momenta simultaneously and uniformly.

For this purpose, we put a diffuser film at ‘BFP 1’, i.e., a distance f from a ‘Lens 1’.2

Ultimately, we want polarized reflectance data. A linear polarizer (LP) is thus placed an

arbitrary distance between the microscope and ‘Lens 1’.

Because of the light is spread out over all momenta (due to the diffuser film), the

light intensity at the CCD/spectrometer will be relatively weak. For example, I typically

run the Thorlabs LEDs at 0.15A to get a visible signal of 500 counts per pixel with

an integration time of 2s in LightField (to be discussed further later). See Fig. A.1 for

an example of the illumination setup with the Thorlabs ‘Cool-white’ LED on. For a

broader range of wavelengths, I add additional sources. (See the note two paragraphs

above about additional sources.)

To continue, we need a sample oil-coupled to the 100x oil-immersion objective. Bring

the upper interface of this sample into visual focus, as usual, using the eyepiece.3 For

the rest of this document, I’ll use a quartz substrate (SPI Supplies, 0.18 mm thick, 1 in2

area) as a reference.

A.1.3 Balancing the k distribution of excitation light

Turn the filter wheel to ‘R’ (for ‘reflection’) so that we’re using the 50/50 beam

splitter. Put the output to ‘L’ so that the collected light is projected out the left side of

the microscope to the spectrometer. Open the spectrometer aperture so that the slit is

2I believe the precise distance from lens to diffuser film is not critical in this case. It should be close
to f , but variation will likely only cause differences in the k-space distribution of excitation light which
we normalize out during the data analysis anyway. What’s most important is that the BFP image, e.g.,
Fig. A.2, looks like the polarized Fresnel reflection functions along the vertical and horizontal linecuts.

3I highly suggest starting with a clean quartz substrate, since this is an ‘ideal’ reference. This is what
I’ve used since day 1, but it does have it’s caveats (described later). Some day, a high-quality silver film
might be used as a good reference sample.
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Figure A.1: Setup for momentum-resolved reflectometry. Top left is an aerial-view
schematic. Bottom left is a real side-view image. Right side is a real skewed rear view
image. In the schematic, two light sources are shown. Incident light is represented
by colored arrows. BFPs (‘conjugate BFPs’) and real-space focal planes (‘FP’) are
represented by dashed lines.
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Figure A.2: Screenshot of LightField after much illumination alignment. This image
was captured with 2s integration time, the 800nm blaze grating and a center wave-
length of 0 nm. The spectrometer slit is not in place (duh). This image was taken with
two linear polarizers in place — one near the source, and one immediately in front of
the spectrometer entrance (see Fig. A.1); the one near the spectrometer entrance is
y-oriented. The polarizer near the source is in the corresponding x orientation.

not in place. In LightField, set the ‘center wavelength’ to 0 nm (i.e., reflection-

mode) and the exposure time to 1s. Start exposing repeated exposures with the

‘Run’ command. You should see an image like that in Fig. A.2. Click on the center of

the image to view both horizontal and vertical linecuts of the image. Your image will

likely not be as nice as the one in Fig. A.2... yet. Your image will likely be asymmetric

both in the horizontal and vertical linecuts.

We will now balance the k-space distribution of excitation light. This is done by

moving the source to change the distribution of light on the diffuser film (e.g., see Fig.

A.1, lower right). For this purpose, I have put the LED on an manual xyz translation

stage (Fig. A.1). I stand near the source while running continuous 1-2s exposures in

LightField. I translate the source in x and y until the the horizontal and vertical linecuts

look balanced to the best of my ability. ‘Good alignment’ is exemplified in Fig. A.2. The
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image in Fig. A.2 was captured with an y-oriented LP at the entrance of the spectrometer.

(The LP near the source is in the corresponding x orientation.) Notice that the vertical

and horizontal linecuts thus strongly resemble the p- and s-polarized Fresnel reflection

coefficients from a quartz/air interface. Good! If you are using multiple light sources,

make sure ALL of them are balanced independently.

A.1.4 Make sure BFP is in focus

Though your image may be ‘balanced’, it may not yet be in prime focus. Ensure your

sample/air interface is still in focus through the eyepiece.4 We’ll move the lens at the

output of the microscope (‘Lens 2’ in Fig. A.1) in the z dimension to get the features

as sharp as possible. The lens is on a z translation stage to make this easy. Don’t be

afraid to scan the z position over the whole range of the translation stage (about 5-10

mm) to ensure the best focus. Similar to balancing the light intensity, I run continuous

1-2 s exposures in LightField, pay close attention to the screen, and rotate the knob on

the translation stage until the optimal focus is reached.

The p-polarized linecut is a very good feature for focusing; it should have a null (i.e.,

ideally zero counts) at the Brewster angle, a sharp maximum at the critical angle of total

internal reflection (TIR; approx. 268 pixels above the center5), and a nearly vertical

transition between these two points. (In reality, you’ll see ∼20 counts at the Brewster

angle with the current setup. At best, I’ve had about a 0.5-1.0% ratio between counts

at the Brewster angle vs. counts at the critical angle maximum.) Simultaneously, the

numerical aperture (NA) edge should be sharp (should span no more than 2-3 pixels).6

4I have noticed that changing temperatures and/or time lead to the system going out of focus over
the course of several minutes. This seems to happen until everything is in equilibrium. I tend to keep
the excitation sources illuminating the sample the whole time to keep things in this equilibrium.

5when using the 100x NA=1.3 objective and the 400 nm Bertrand lens between the spectrometer and
the left port of the microscope

6The NA edge will likely look sharper on one side than it does on the other. In our setup, it typically
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E.g., see Fig. A.2. Note that there is always a bright spot in the center (which we believe

to be from internal reflections in the microscope); this is not a major problem for us.

A.1.5 Align the BFP to the entrance slit of the spectrometer

Now that the light source is set up and the system is focused, we will proceed to the

crux of the measurement; collecting energy-momentum spectra. Ultimately we will be

using the imaging spectrometer to separate the incoming light into its constituent wave-

length components. To collect meaningful spectra, the entrance slit of the spectrometer

must be “in position”.7 I will call this “up” since, for our Princeton IsoPlane spectrom-

eter, we must pull the knob (at the entrance slit) up to put the aperture in place. In

particular, we ultimately want an image such that the y-coordinate represents the ky

momentum (kx=0) and the x-coordinate represents wavelength.

The aperture is a vertical slit. It is centered at some well-defined x-position with

respect to the CCD camera. This x-position (basically) cannot be changed (unless by

some delicate repositioning that should only be done by Princeton technician). The

width of this slit, however, can be changed easily by rotating the Vernier dial/knob.

We’ll discuss this more a bit later.

We will now align the BFP to the center of this aperture slit. Without changing

anything further from the previous setup, run short exposures (∼1-2 seconds) so that you

can see a nice circular BFP image like in Fig. A.2. While running, pull the aperture up

(into position). Now, on the monitor you should see only a vertical slit of light entering

the spectrometer; see Fig. A.3. Make a mental note of the x-coordinate of this line. (It is

typically not at the x-center of the CCD. Also likely, the up-down intensity distribution

looks sharper on the right side than on the left. In any case, up-down balance is more important than
left-right balance, as ultimately the spectrometer aperture takes only a narrow vertical linecut about the
center of the image.

7Please note that this is a common, if not essential, feature of all optical spectrometers!!!
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will no longer be balanced; this is because the slit is not perfectly even in width from

top to bottom. Later, we’ll reposition the source to re-balance this.) Better yet, click

on the screen and leave the cross-hairs at this x-position. We will now left/right center

the 2D circular BFP over this slit. To do this, push the slit back down to see the whole

circular 2D BFP. Use the upper periscope mirror knobs (see Fig. A.1 and Fig. A.4) to

move the periscope mirror. This ultimately moves the BFP with respect to the CCD;

one knob moves the BFP up/down, one knob moves the BFP left/right. Don’t worry so

much about up/down alignment, as long as the whole NA is visible on the CCD. What

is critical is the left/right alignment of the BFP relative to the slit x-position; get the

x-center of the BFP precisely over the x-center of the slit.

A.1.6 Measuring energy-momentum spectra

The system should now be in focus, aligned, and almost intensity-balanced. Put the

entrance slit back up to see the vertical linecut once again. In the software, change the

center wavelength to some range appropriate for the intended measurement. It is best

to choose some center wavelength such that we can see the entire range of wavelengths

used to illuminate the sample. For example, with the Thorlabs “cool-white” LED and

the tabletop white light source, I use the 800nm grating with a center wavelength of

630 nm. With such settings, an energy-momentum reflection spectra should be visible.

This energy-momentum spectrum should look something like that in Fig. A.5. In Fig.

A.5, the two aforementioned light sources are being used, and the up/down intensity

distribution has been re-balanced. Figs. A.6-A.7 show the contributions from each light

source independently. For this illumination setup, I have the tabletop white-light source

output connected to a fiber collimator; it is illuminating the diffuser film from just below

the output of the “cool-white” LED. See schematic in Fig. A.1. Run repeated ∼2s
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Figure A.3: Screenshot of LightField with spec-
trometer entrance slit in position. Notice that the
up/down intensity distribution (see vertical line-
cut, on left of screen) is no longer balanced. We
believe this is because the slit is not quite perfectly
even in width from top to bottom.

Figure A.4: Knobs on
periscope mirrors. These can
be used to carefully change
the position of the BFP with
respect to the CCD camera.
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Figure A.5: Screenshot of a well-aligned p-polarized energy-momentum spectrum.
This image was recorded with a 2s integration time. Two light sources were used:
the “cool-white” LED (at ∼0.1A driving current) and the tabletop white-light source
(intensity controlled to get the intensity balanced across all wavelengths). E.g., see
Figs. A.6-A.7.

exposures and re-balance the up/down distribution of counts for all sources independently

by moving the sources as you did the first time. Then get the intensity balanced across

all wavelengths by varying the incident powers of each source carefully. For both of these

processes, I tend to average over all columns and over all rows by dragging a box over the

whole region of interest (see Fig. A.5).

The system is ready to acquire good mR spectra. Two images will be captured for the

reference (and analogously for all samples) — one for s-polarization (x-oriented polar-

izer) and one for p-polarization (y-oriented polarizer). For good spectra, the integration

time must be chosen wisely; the maximum counts at any single pixel must be large, but

must never exceed ≈60,000. E.g., ≈30,000 counts is fine. To determine the integration

time, I typically run a 10 second exposure for both polarizations. Open these images

and find the maximum count rate in the image (it could in principle be at any pixel,
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Figure A.6: Same as Fig. A.5, but us-
ing only the “cool-white” LED.

Figure A.7: Same as Fig. A.5, but
using only the tabletop white light
source.

and is likely somewhere along the row representing the critical angle of TIR for both

polarizations). Use this count rate and the known integration time to estimate how long

you must integrate to get ≈30,000 max counts at the same pixel. (This is not complicated

math, just do it in your head; you’re better to undershoot than get too close.) I often

find that I need several hundred seconds of integration (∼5-10 minutes) for a good image

with ≈30,000-50,000 counts. Acquire the spectra, one for each polarization. Make sure

the computer monitor is off during this exposure.8

Now that you have two good mR spectra for the reference with two unique polar-

izations, without moving or changing anything else whatsoever (this part is

extremely important!!) remove the reference, put the sample in place, and

perform the identical process for the sample. For such long exposures, it is important

to use preventative measures against sample degradation under ambient conditions. Use

N2 gas flow over the sample. At the current time, the lab has a cute little N2 purge

box for this purpose. When used properly, I will see no obvious signs of light-induced

degradation over the course of ≈10 min. exposures. As a sanity check after any given

measurement, you should check the mR image of the sample; at y-coordinates within

8It’s a very good idea to collect an up-to-date good background reference file for the particular setup.
That is, with no excitation light entering the spectrometer (by whatever means necessary), collect and
apply a background reference file in the software. For this, there is no need to do a very long exposure;
keep it to several seconds long. The system apparently scales with longer/shorter integration times
accordingly.
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the region of TIR, the maximum counts for the sample should never exceed that of the

reference, anywhere!9 If you find something weird in this regard, you probably have no

choice but to re-measure both the reference and sample again, taking greater precaution

to keep things in focus and to not change anything else in the system. Do this again

for any other samples you have; no need for a new reference unless you change anything

about the illumination or collection conditions.

There you go, your measurements are complete! Next we’ll discuss how to analyze

this data using a Python script that I have written, using the package spe2py.10 I won’t

describe how to implement spe2py since this is well documented on the web and/or

requires some finesse and/or personal preference re. where to install, etc...

A.2 Analyzing the data to extract optical constants

A.2.1 Film thickness

To analyze this data, we need to know the film thicknesses. The analysis code also

takes into account some degree of surface roughness (to be described later), so it is ideal

to have an estimate of the thickness of the “surface roughness layer”. For both purposes,

I use atomic force microscopy (AFM) with a “needle-scratch” method; I use a needle

and literally scratch a line into the film with a medical-quality needle (delicately, but

firmly and controllably). Assuming the sample is on a good substrate (e.g., Si, fused

silica, sapphire) and that you aren’t completely reckless, this should not damage the

substrate. These scratches are typically ∼20-40 µm across, and are easily seen under

AFM camera (or any microscope). I then measure directly over the step created by the

9This is because TIR with a non-absorbing reference defines R=1, and no reflection can ever be larger
than 1. In practice, you might find a few pixels with several hundred excess counts over the reference,
but this excess should be very very small, like ∼100/30,000≈0.3%.

10https://pypi.org/project/spe2py/#description
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Figure A.8: AFM data and summary analysis. Film thickness is defined as the z-dis-
tance from the substrate (z=0 nm) to the average film height (center of gray band at
43 nm). The max. and min. film thicknesses over the scanned range are ≈43+6.3nm
and ≈43-6.3nm, respectively. From ref. [17].

scratch so that I can see the very flat substrate and the film surface in a single image.

Beyond these details, getting this information is into AFM skill territory and thus won’t

be described much more in this document. The critical point is you need to know the

film thickness and the surface roughness. AFM data and typical thickness/roughness

analysis of a perovskite thin film is shown in Fig. A.8.

A.2.2 Using the Python code

The analysis code (available as thesis Supplemental Files; please note that it requires

the spe2py package, available on GitHub) has been written for Python 3 (it has been

successfully running in IPython 5.3.0 with Python 3.5.3). This code has been developed

using a Mac, and I cannot say how to use it on Windows. In principle is should work,

but there are almost always issues with syntax when using across platforms. The code

is not particularly pretty, but it gives good results and has a little bit of interactive user

functionality to it. Here, we’ll go over the most basic operation on the “user’s” end, and

not worry much about the inner workings of the code.

Overview of the logic flow of the code

Here’s a basic workflow of the code:

1. We start with 2D images that represents reflected counts, C(x, y), as a function of
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pixel coordinates, (x, y).

2. These data are pushed into a function called ‘do()’. (This ‘does’ everything we

need to have done.)

3. By analyzing vertical (i.e., y- or, ultimately, ky dimension) linecuts from both the

reference and sample data, the user identifies the y-coordinate of certain physical

features (specifically, the critical angles of TIR) that are used to scale from y

(pixels) to ky (the in-plane momentum of the collected light). The wavelengths

corresponding the various x-values are already known from the .spe image data.

C(x, y) is thus converted to C(λ, ky). We have one such function for each file (one

for each polarization for the reference, one for each polarization for the sample).

4. C(λ, ky) is vertically scaled by a constant according to the reference data. For s-

polarization, the scaling is defined to set the maximum counts (around the critical

angle of total internal reflection) to a value of 1.0. E.g., let the maximum value

of C(λ, ky) be called v. A new scaled function c(λ, ky) is defined by c(λ, ky) =

C(λ, ky)/v. This is appropriate for the reference data only, since at (and beyond)

the critical angle of TIR, the reflectance is formally equal to 1.0. For p-polarization

and using a dielectric single-interface reference (e.g., a quartz coverslip as used

in all of the data presented in this document), it is convenient to define the con-

stant scaling factor for some specific k|| near normal. This is because “corrections”

(discussed below) around the Brewster angle are, practically speaking, not well-

defined since the reference data formally goes to zero there. In this way, the data

is not corrected around the Brewster angle, yet the measured reflectance is still the

best representation of the theoretical reflectance. (Empirically, experimenting with

various scaling methods indicates that this is indeed the best way.)
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5. By comparing c(λ, ky) of the reference to theoretical curves for the reference,11

c(λ, ky) is converted into an experimental reflectance function, R(λ, ky). Values of

R lie within the range {0,1}. This is performed individually for each polarization.

6. The relationship between C and R defines a “scaling function” (or “correction

function”), s(λ, ky), defined by s(λ, ky) = c(λ, ky)/R(λ, ky). One such function

exists for each polarization. These scaling functions are then applied to the sample’s

c(λ, ky) (again, one for each polarization) in order to get the sample’s reflectance

R(λ, ky) (again, one for each polarization). Let us call these Rs
sample(λ, ky) and

Rp
sample(λ, ky). Again, this correction is not applied around the Brewster angle in

p-polarization because the theoretical reflectance goes to zero there.

7. Rs
sample(λ, ky) is compared to theoretical reflectance lineshapes for the thin-film

(two-interface) geometry.12 Because the user inputs thickness information,

and because the measurement uses purely s-polarized light, the only two free

parameters in this problem are the two components of the in-plane (IP) complex

refractive index (equivalently, permittivity): ño = no + iko. Using (currently)

scipy.optimize.curve fit, the best fit is found by numerical minimization with

respect to the two parameters (no, ko). The Python-savvy user should feel free

to try other fitting algorithms. Confidence intervals are determined from the

covariance matrix of the fits.

8. Rp
sample(λ, ky) is then compared to theoretical reflectance lineshapes for the thin-film

11The theoretical reflection functions are “smeared” in the ky dimension to account for finite imaging
resolution. Practically speaking, what this means is the that R(λ, ky) is convoluted with a gaussian in
the ky coordinate, corresponding to approximately three pixels at the level of the sensor. This three-pixel
value is an estimate from years of experience with the system, from which I’ve convinced myself that no
features are ever resolved within three pixels.

12Again, these lineshapes are “smeared”. As before, they’re smeared in the ky dimension. The sample
reflectance function is also “smeared” across thicknesses to account for the surface roughness in an
incoherent manner; this again amounts to a convolution with a gaussian in thickness, with a width
according to user input from the surface RMS measurements.
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(two-interface) geometry. IP optical constants are input13, and the remaining two

free parameters — the OP optical constants, ñe = ne + ike — are fit. Confidence

intervals are determined from the covariance matrix of the fits.14

9. The results are saved in both tabulated form (a .csv file with fits and confidence

intervals for all wavelengths included in the fit routine) and visual form (.eps images

of the individual fits as well as dispersion plots).

Comments re. fitting

The IP fits from s-polarized reflectance are quite robust at any wavelength, even

outside absorption bands. However, OP fits from p-polarized reflectance sometimes still

struggle, especially outside of absorptive regions. However, the most recent developments

of this analysis suggest that more robust OP fits can be obtained by re-defining the

scaling function (described as point #4 above) and fitting both IP and OP constants

simultaneously (described in point #8 above). This is presumably because the only

unique feature is Brewster’s angle, fits around which (I suppose) are quite sensitive

to inevitable experimental errors. Further, there is a bit of a fundamental “problem”

with the function s(λ, ky) around the Brewster’s angle, since counts theoretically go to

zero there. Because of this, the current implementation does not correct the function

cp(λ, ky) in that region for p-polarization. It would be ideal to someday have a better

reference, e.g., high-quality Ag thick film that does not have these issues. In general,

the p-polarized reflectance is maximally sensitive to ñe in some region around the critical

13This is performed automatically — the user does not need to manually do this.
14I will note that there may be some “theoretical” issues with determining confidence intervals via

the covariance matrix for the case at hand, since there seems to be some parameter correlation between
ne and ke. See Appendix C of ref. [16]. All of the work presented in this document were performed
in this manner. More recent developments of this technique show that better fits may be obtained by
simultaneously fitting p-polarized data for both IP and OP optical constants simultaneously. In this
case, one may put in the s-polarized IP fits as initialization values. It is interesting to see how the two
results compare.
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angle of TIR, and weakly sensitive outside this region. When fitting for p-polarized data

for OP permittivities only, fits of Rp(λ, ky) should thus only be performed at angles

around TIR, e.g., k||/k0 ∈ [0.85, 1.05]. When fitting p-polarized data for both IP and OP

permittivities simultaneously, one may include the entire NA for robust fits. One final

subtlety — counts in the immediate vicinity of TIR are excluded for both polarizations

because the theoretical function becomes infinitely steep at k||/k0 = 1. The specific

ranges that are excluded/included can be found in the dictionary exp params and in the

function norm and truncate single dataset(), and can, of course, be varied for the case

at hand at the user’s desire. I have found that the current values work well under most

circumstances.

Detailed overview of code from a user’s perspective

For this guide, I’ll be using a code that is used to analyze HA2PbI4 thin film optical

constants. I always begin by making a new full directory with all working code within.

I.e., copy and paste a working example, and rename the new directory with something

specific to the project/material/etc. In a terminal, go into the directory with the analysis

code. Start Python. In the script, all of the sample-specific variables are included

in the dictionary exp params. The most important sample-specific inputs here are the

data file names (“spol ref file”, “spol sample file”, “ppol ref file”, and “ppol sample file”),

the sample thickness (“thickness”) and rms thickness (“rms thickness”). Specify the

latter two according to AFM measurements; “thickness” is defined as the average sample

thickness; rm thickness is defined to be the +/ − 3σ range (e.g., Fig. A.8). Optional,

but beneficial, input the x-coordinates corresponding to the min. and max. wavelengths

of the data you’d like to analyze in the definition “cols”. E.g., using Fig. A.5 as an

example, I would use the full horizontal range and set “cols”=(0,1023). For a narrower

illumination range, just to save time and later processing, I would specify these differently.
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The user can also choose the number of wavelengths to subsample in the definition

“num wavelengths”.

Upon first use of the code for any given sample, comment out the definitions “crits s”

and “crits p”. In Python, run the analysis script:

In [ 1 ] : run a n a l y z e r e f l e c t i o n s p e c t r a l . py

If all is fine, this should return no errors and offer a new input line ‘In [2]’. Run the

‘do()’ method to begin the analysis:

In [ 3 ] : do ( )

If there are no problems, you should see in the terminal a message confirming the

loading of the four files, followed by a prompt to begin data scaling:

x−coord inate (min , max ) : (45 , 1023)

I d e n t i f y the RIGHT c r i t i c a l ang le . . .

Simultaneously, a Python interface should pop up with a plot that looks like a vertical

linecut of the s-polarized reflectance, e.g., Fig. A.9. As the instructions suggest, identify

the x-coordinate of the right critical angle (i.e., the critical angle on the right half of the

image). From experience (just trust me here for now), the critical angle is not necessarily

the obvious peak.15 To this end, the upper horizontal black dashed line is intended to

approx intersect the curve at the critical angle. (This is not a hard rule, but a guide.) I

typically zoom in to find this coordinate (Fig. A.10); for example, in the example data,

it is at x=793. Once you have made a mental note of this coordinate, close the window

and the terminal will prompt:

Spec i f y the RIGHT c r i t i c a l ang le :

15This can be understood by the convolution effect mentioned earlier; an infinitely sharp feature with
R=1 on the right side and R very small on the left side is will be pushed to smaller values.
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Figure A.9: Figure A.10:

Type in the x-coordinate, e.g., 793, and press enter. You will then be prompted to

do the same for the left side, and then for both sides of the sample data. This needs no

further instruction. Note that in the sample data, your choice of x-coordinates may (but

need not necessarily) vary from the reference data. (Often, it is a bit closer to the peak

than in the reference case.) An alternative good option — just input the same coordinates

from the reference. If the measurement was performed properly, the coordinates should

be the same. For this example, I input 793 and 239 for the right and left side, respectively,

for both sample and reference.

Immediately after this, you’ll have to do the same for p-polarized data. Follow the

same instructions; however, in this case, the lower dashed black line is intended as the

guide. (Based upon arguments in the footnote, can you explain why it’s lower in this

case?) In principle, x-coordinates from the s-polarized analysis can be used, however, I

often notice non-negligible differences between the two. I’d suggest uniquely picking out

the x-coordinates for the p-polarized data. For this example, I input 673.8 and 239.1 for

the right and left side, respectively, for both sample and reference.

After entering this information, the code will print some information into the terminal

based upon user input. Of particular interest are the lines that read:
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Center and Averaged c r i t i c a l ang le : c r i t s = (516 , 277)

When I’m done with this initialization, I copy and paste these coordinates into the

Python script under the dictionary definitions “crits s” and “crits p” as such (and after

refining a bit):

‘ ‘ c r i t s s ” : ( ( 5 1 6 . 0 0 7 , 277 .075 ) , ( 515 .700 , 27 7 . 0 7 5 ) ) ,

‘ ‘ c r i t s p ” : ( ( 5 1 6 . 5 0 7 , 277 .375 ) , ( 515 .957 , 2 7 6 . 8 7 5 ) ) ,

You’ll notice this form of ‘crits*’ is different than what you input; these are in the

form (center, critical angle in pixels). This copy-and-paste step is for record-keeping, as

well as ease later if I need to re-run the code. These values can, of course, be modified

as needed if something in the fits looks obvious wrong.

The code should begin to run and will not need any more input from the user. There

is some verbose output to inform the user about the current status. You will see that the

process roughly follows the steps outlined above. On my computer, the normalization

steps take a few (≈3-4) minutes and the fitting takes ≈1-5 seconds per wavelength (and

varies significantly amongst different wavelengths). If all goes well, the code should chug

along until all wavelengths have been fit, and then produce a bunch of plots and a .csv

file, all saved into the working directory. The .csv file is called ‘perms fits.csv’; it contain

many columns corresponding to, e.g., film thicknesses (nm), wavelengths (nm), Re. and

Im. parts of optical constants (both in terms of refractive index and permittivity), and

confidence intervals. This files can/should be renamed with a unique label appropriate

for the particular sample/analysis. There you have it! Optical constants!
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Figure A.11:

A.3 Incorporating mR fits into VASE

This section describes how to combine mR results with variable-angle spectroscopic

ellipsometry (VASE) modeling techniques. This will be referred to as the ’joint’ method.

According to VASE analysis techniques, ’Model’ will refer to the layer structure and

specific anisotropies assumed for each layer within, e.g., CompleteEASE; ’Material’ will

refer to the 3-column .mat files used to represent the wavelength- or energy-dependent

optical constants (derived by whatever method). There are a few distinct stages includ-

ing: collecting ellipsometry data; performing infrared Cauchy fits; combining VASE and

mR data; deriving an oscillator model from the combined data; refining the model. (An

alternative outline of this procedure is described in ref. [17] in Supporting Information

Sect. S2, especially around Fig. S2.)
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A.3.1 Fitting deeply sub-bandgap uniaxial optical constants

with ellipsometry

Fit deeply sub-bandgap uniaxial optical constants from films spun on Si substrates

using a Cauchy material for both IP and OP directions. Identical measurements should be

made on both ‘bare’ Si substrates (including native oxide) and identical Si substrates with

films. Films for this particular analysis should be relatively thick (e.g., ≈100-200 nm vs.

≈50 nm used for mR), unless this makes the surface roughness dramatically worse; surface

roughness should still ideally be no greater than ≈10-20 nm total. While thick films are

prohibitive for mR (measurements over the absorptive regions yield very small values

for R), the range of interest for initial ellipsometry fits is deeply sub-bandgap, around

≈1000-1500 nm, where there is very little absorption. Further, the greater optical path

length seems to improve the sensitivity of the ellipsometry technique. Namely, some light

“Fabry-Perot”-like fringes help the fit. E.g., see ref. [21] Fig. S11.16 For each sample,

I will measure at about 4-5 different locations/rotations to ensure consistency, and for

later statistical analyses.

Fit the bare substrate (Si + oxide) data to a two-layer model including both (‘Sub-

strate’) Si and (’Layer #1’) native oxide (typically ≈2.5 nm thick). Refer to the lower

two layers in the schematic structure in Fig. A.12. For this, use built-in Si (e.g., I typ-

ically use Si JAW) and SiO2 models (e.g., SiO2 JAW). (I believe then only the oxide

thickness in this model is fit.) This fit can be performed over an arbitrarily large range

of wavelengths. This removes the one free parameter associated with the substrate.

For thin-film samples, the ellipsometry analysis/model should include an interfacial

(roughness) layer with a non-linear (exponential/gaussian) grade type. I use the Brugge-

man effective medium approximation with an ”Exponent” = 3 for this layer. This model

16Note that with films ≈200 nm thick, you will never see so many reflectance fringes. You might see
just one with a film of 200 nm thickness.
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Figure A.12:

can be loaded from a previously constructed *.SESnap file.17 The essential fit parame-

ters between the interface and film layers must be properly coupled; to couple parameters

unambiguously, layer parameters must be renamed uniquely. This parameters can be cou-

pled by the following: For both layers #2 (film) #3 (roughness), expand the ‘Material’

tab to show both ‘Ordinary OC’ and ‘Extra-ordinary OC’ materials. Right-click on each

of these materials and select “Rename Layer and Fit Parameters”. I typically uncheck

the ‘Rename Layer’ option, so that only the parameters associated with that layer are re-

named. Call them something like ‘* Layer 3 IP’ and ‘* Layer 3 OP’, respectively. Then,

in ‘MODEL Options’, expand the ‘Parameter Coupling’ tab. Click ‘Add’. The goal is

to equate (i.e., using a ratio of 1.0) the Layer #3 and Layer #2 parameters, since they

should represent the same material. An example for Cauchy fits of the thin film with

graded interface layer is shown in Fig. A.13. Select the fit range so that we absolutely

exclude absorptive regions of the film; e.g., for an absorption onset at 500 nm, I would

exclude wavelengths shorter than 750 nm. There’s still plenty of infrared data to fit.

This fitting technique works best when the graded layer thickness is assumed (i.e.,

not fit) to take the value of the roughness as determined by, e.g., AFM. Specifically, the

thickness should be set and locked to the z-distance between max. and min. of the sur-

face roughness.18 To minimize the number of free parameters, thin film samples should

17Note: loading a Snapshot also loads the data associated with that SESnap; manually load new data
after loading the SESnap.

18Keep in mind that Layer #2 thickness in the VASE model should be approx. equivalent to (mean

106



Detailed instructions for the mR technique Chapter A

Figure A.13: Screenshot demonstrating parameter coupling of IP and OP parameters
of a uniaxial Cauchy model fit to a thin film with a surface roughness layer (i.e., ‘graded
interface layer’). Notice in the purple box (‘Layer #3’) that the three parameters are
grayed out with the label ‘(Coupled)’ after the fit value. In contrast, the ones in the
green box (’Layer #2’) are labeled with ‘(fit)’.
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be modeled/fit with input substrate parameters (determined from the above steps). Film

thicknesses should be input (e.g., from AFM), but can then be allowed to vary within a

reasonable range (e.g., 1-3 RMS thickness) during fitting.19 Typically, many such mea-

surements on the same sample at/with different positions/rotations return very similar

IP constants; in contrast, OP constants may vary substantially. (In a few cases, how-

ever, I’ve found some very consistent results.) Fit all such data (e.g., above I suggested

measuring the same film 4-5 times with different rotations) to the same model.

Save these Cauchy optical constants by right-clicking on the material and ’Save Layer

Optical Constants’ as ’Tabulated’. The Ordinary and Extraordinary components can be

saved individually (I typically do this) or as a single uniaxial material. These can/should

be saved into a user-created directory within ’*/CompleteEASE/MAT/’. The resulting

files are by default saved in terms of (Angstrom, E1E2).20 If the IP or OP constants vary

significantly, multiple such files can be saved and one should then perform (as specified

later) parameterized fits using, e.g., max. and min. of these values or as otherwise

deemed statistically appropriate.

A.3.2 Converting mR results into a .mat material file

Save the desired mR results into a tab-delimited 3-column text file with the extension

’.mat’ (e.g., ’nk BAMAPbI-n1 IP mR.mat’) in the directory ’*/CompleteEASE/MAT/’.

THERE ARE SOME IMPORTANT IDIOSYNCRACIES TO MAKE THIS

WORK PROPERLY! Here’s one way that works: Open ’perms fits *.csv’ from the

Python ‘analyze reflection’ script. In the desired ’*/MAT/’ directory, create a new .csv

with the desired 3 columns (e.g., wavelength, re eo, im eo), and save this file as a .csv.

thickness) − (1/2)×(total surface roughness thickness.
19I have found in the best cases that the thicknesses returned from ellipsometry with this technique

agree within +/-5 nm of those measured by AFM, which likely lies within the range of typical variations
of the sample thickness with position.

20I do not know if this can be changed.
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Change the extension to ’.mat’. Open this in a standard text editor and perform a

find/replace operation, converting all ’,’ into ’ ’.21 Note: saving as a tab-delimited straight

from Excel does not seem to work properly! These .mat files allow (require?) various

header formats. The preferred one for my purposes is a 3-row header including: (1)

a basic description of the material that can be literally anything you’d like; (2) units

for horizontal axis (i.e., nm or eV); (3) the quantities associated with the following two

columns (e.g., nk or E1E2). Since CompleteEASE saves the Cauchy material as E1E2,

it is most convenient to use re e and im e columns from ’perms fits.csv’. An example

header is as follows:

RAD input − BA2PbI4 IP 0 .07M 8k RPM on fused s i l i c a 2019/03/03

nm

E1E2

One such file is created for OP constants and one such file is created for OP constants.

A.3.3 Combining mR and ellipsometry into a unified model

For both IP and OP constants, create another .mat that includes both mR and

SE Cauchy fits, e.g., ’nk BAMAPbI-n1 IP mR+Cauchy.mat’. Ensure wavelength units

are the same between both files! CompleteEASE exports optical constants in units of

Angstrom; I don’t yet know how to export material optical constants in units of nm.

Because of this, I only include ∼5-10 data points from the Cauchy material (e.g., every

100 nm), and change the units manually by moving the decimal place. The Cauchy

values won’t align perfectly well with the mR values, but, they should agree reasonably

well if we’re doing our measurements correctly. This doesn’t matter so much, as this file

is primarily intended to later help us construct an oscillator model, which will eventually

21Tab can be used as a replace character by copying/pasting a tab from any window.
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be refined.22

A.3.4 Parameterizing the material into an oscillator model

Load your material into any CompleteEASE model, preferably the one you have

constructed for the Cauchy fitting routine. Load the desired new material (created in

previous steps).23 Visualize (n,k vs. nm) by right-clicking on the material. Both IP

and OP can be visualized simultaneously by using a Uniaxial layer (e.g., the one used

to fit the Cauchy model in the first place) and choosing for ’Ordinary OC’ and ’Extra-

Ordinary OC’ the IP and OP materials, respectively, that you just constructed. Ensure

that these plots make sense, at least approximately. E.g., ensure the range being viewed

includes only the range of the results included in the .mat file. (View range is changed by

changing the ’Limit Wvl. for Fit’ Range in ’FIT Options’ and clicking ’Fit’ to activate

it.) Otherwise, the viewed results will be interpolated and likely will not make sense.) If

desired, save these steps as CompleteEASE Snapshots.

Right click on a specific material (e.g., ’Ordinary OC’ or ’Extra-Ordinary OC’, the

ones you just created and loaded). Select ’Parameterize Layer’. A new window should

pop up, and all of the tools of SE analyses are available to construct a material model

(Fig. A.14). If one is analyzing similar materials, previously parameterized materials may

be loaded and re-fit. E.g., for PEA2PbI4, I load a Tauc-Lorentz parameterized material

previously determined for BA2PbI4 and immediately find a decent representation. In

general, at this point, the user must take full advantage of whatever cunning and artistry

is available to them. Typically, IP constants should be fit first, as they are most accurately

determined a priori (i.e., from mR). Save this new material in both Parameterized and

Tabulated forms in the respective folder. As usual, the tabulated form is in terms of

22Note: Cauchy OP fits usually differ significantly from those of mR. Do not be alarmed.
23This is done by selecting your .mat file to represent one of the layers.

110



Detailed instructions for the mR technique Chapter A

(Angstrom, E1E2).

Perform such a parameterization for both IP and OP materials. Typically (but not

always) OP materials are well described by the same model as the corresponding IP ma-

terials, related simply by changes in amplitudes, broadening, Einf, and UV Pole Amps.24

Unfortunately, the Re. part of the OP constants is typically spurious from mR, and

thus the OP parameterization requires significantly more work. For example, one should

fit the model parameters to only the imaginary part to determine the broadening and

amplitude of the OP oscillator (Fig. A.15). In line with my general philosophy — start

with the fewest fit parameters possible. For this purpose, Einf and other parameters not

directly related to E2 should not be fit at this stage. In Fig. A.15, you can see how to

fit to the imaginary component only. In this example, you can see that the only active

fit parameter is the OP oscillator amplitude. For the time being, manually vary Einf,

etc... to constant values to get E1 to agree with the infrared values of the material (Fig.

A.16). Again, some artistry is needed here. The remaining values can later be “globally”

fit, as described later.

Finally, refine the model. Einf and UV Pole Amps. can be refined by fitting these

parameters to the entire SE dataset. Again, if you desire to go this route, start with the

minimal set of fit parameters. We might consider Einf’s (for both IP and OP materials)

as the “minimal set”; include thickness again if you’re feelin’ a bit energetic; include

oscillator amplitudes if you want to make things really zesty. To fit the whatever free

parameters you choose, ensure parameters are properly coupled between interface and

film layers as described in the previous section. Typically, at this point, Delta and Psi

are reasonably well represented by this model and you might call it a day. Stay simple,

at least to begin.

24UV Pole energies seem to be fairly insignificant and should be left invariant between IP and OP
materials, again just to minimize fit parameters.
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Figure A.14:
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Figure A.15:
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Figure A.16:
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Sure, often the SE quantities in the complicated regions around optical resonances will

not be perfectly well represented by this model. You can try to “correct” this ultimately

by fitting other parameters as needed to the entire SE dataset. Do be aware that things go

crazy with too many fit parameters. To this end, a brutal number of parameter couplings

between the roughness layer and film layer must be defined. Sometimes the resulting fits

are reasonable and lead to only small deviations from the previously determined model

values; often I find this can be unfruitful and even dangerous. While Delta and Psi

often look better after including new parameters, upon closer inspection you’ll find crazy

model parameter values and spurious optical constants. Have fun, but be safe. Intuitive

understanding comes with much experimentation and trial and error. The technique does

have its strengths, as I believe are demonstrated in ref. [17].
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Reflectance functions for uniaxial

thin-film systems

The single-interface polarized reflection coefficients between neighboring media i and j are

derived by applying Maxwell’s matching conditions at the interface, assuming incident,

reflected, and transmitted waves. They take the following form [99]:

s-polarized: rsij =
kzi − kzj
kzi + kzj

(B.1)

p-polarized: rpij =
εixkzj − εjxkzi
εixkzj + εjxkzi

(B.2)

Here, kzi is the z-component of the wave vector in medium i which, in the case of

an anisotropic medium, also depends upon the polarization. These can be derived by

Fourier transforming the fields appearing in the inhomogenous wave equation and solving

the resulting algebraic eigenvalue problem relating the components of the wave vector

~k = kxx̂ + kz ẑ in terms of the frequency ω. In the case of a uniaxial medium (with z

oriented along the optic axis), these take the following simple forms:
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s-polarized: k
(s)
zi =

√
εixk2

0 − k2
x (B.3)

p-polarized: k
(p)
zi =

√
εixk2

0 −
εix
εiz
k2
x, (B.4)

Here, k0 is the free-space wave number k0 = 2π/λ (with free-space wavelength λ) and

εix(z) is the ordinary (extraordinary) component of the electric permittivity of medium

i. The total wave number in medium i is given by ki =
√
k2
x + k2

z . The in-plane wave

number, kx, is always taken to be the conserved quantity in the planar stratified system.

The generic reflection coefficient from an n-layered stratified system can be deter-

mined from well-established transfer-matrix methods. The total polarized reflection co-

efficient for the common three-layer (two-interface) system is given specifically by:

rs,p3-layer =
rs,p12 + e2ihkz2rs,p23

1 + e2ihkz2rs,p12 r
s,p
23

(B.5)

where h is the thickness of the central layer (e.g., thin film). The kzi are implicitly

polarization dependent according to the expressions above.
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Effective-medium model expressions

C.1 Derivation of relevant expressions

Here we develop the effective medium model appropriate for a thin film system

composed of layered crystallites with mixed orientation. In the manuscript, our effective

medium derivation focused upon isotropic material constituents for simplicity. Here, we

provide the generalized treatment for the case of intrinsically uniaxial constituents and

films composed of crystallites with mixed orientation. For related treatments, see refs.

[117, 173].

Let the plane z′=0 define a sharp interface between two distinct uniaxial dielectric

media, ‘medium 1’ and ‘medium 2’ (Fig. C.1a). Let medium 1 exist in the region z′ < 0

and medium 2 exist in the region z′ > 0. Maxwell’s equations applied at this interface

provide a set of expressions relating the (complex) amplitudes of the electric field (E-

field) at two positions infinitesimally close to, but on opposite sides of, the interface. Call

these positions z′=0− and z′=0+. In this coordinate system, the optical response of each

uniaxial medium can be described by a dielectric tensor with distinct elements in the
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perpendicular-to-interface (⊥) and parallel-to-interface (||) directions:

ε1 = diag(ε1,||, ε1,||, ε1,⊥) (C.1)

ε2 = diag(ε2,||, ε2,||, ε2,⊥) (C.2)

For isotropic media, εi,||=εi,||, and the above tensors are described equally well as

scalar values. Here we work the more general case of uniaxial constituent media, with

which the permittivities are given by the tensors in Eqns. C.1-C.2. The permittivities of

the constituent layers (Eqns. C.1-C.2) will be referred to as the “intrinsic” permittivites.

In general, the elements in the above tensors depend on the frequency (ω=2πc/λ) of the

electromagnetic field, and are thus complex.

The || and ⊥ matching conditions are distinct; E|| is continuous immediately across

the interface,

E||(z
′ = 0−) = E||(z

′ = 0+), (C.3)

while E⊥, witnesses a sharp discontinuity depending on the dielectric contrast,

ε1,⊥E⊥(z′ = 0−) = ε2,⊥E⊥(z′ = 0+). (C.4)

By the constitutive relation, D=εE, Eqn. C.4 is equivalent to continuity of D⊥:
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D⊥(z = 0−) = D⊥(z = 0+) (C.5)

For a system comprised of alternating layers of medium 1 and medium 2, each with a

thickness that is deeply subwavelength, as in layered perovskite crystallites (Fig. C.1b),

we can algebraically define average fields, E and D, in each ‘unit cell’ comprised of a single

medium 1 and a single medium 2 layer. Let the thickness of medium 1 (medium 2) be t1

(t2). Volumetric fill fractions of medium 1 (medium 2) can be defined as f1(2)=t1(2)/(t1 +

t2). Because the phase variation of the electric field due to propagation is negligible over

the length scale of the unit cell (t1+t2�λ), the average fields can be easily determined

from Eqns. C.3-C.5. By Eqn. C.3:

E|| =
1

t1 + t2

∫ t2

−t1
E||(z)dz ≈ E||(0) ≡ E|| (C.6)

By Eqn. C.3 and D=εE:

D|| =
1

t1 + t2

∫ t2

−t1
D||(z)dz

=
1

t1 + t2

[∫ 0

−t1
ε1,||E||(z)dz +

∫ t2

0

ε2,||E||(z)dz

]
≈ 1

t1 + t2

[
t1ε1,||E||(0) + t2ε2,||E||(0)

]
≡ (f1ε1,|| + f2ε2,||)E|| (C.7)

Relating Eqns. C.6 and C.7 via a constitutive relation, and using f2=1 − f1, gives a
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definition for the average, or “effective”, || dielectric constant, ε||:

ε|| ≡ D||/E|| = f1ε1,|| + (1− f1)ε2,|| (C.8)

The effective dielectric constant associated with the⊥ direction is derived analogously.

By Eqn. C.5 and D=εE:

E⊥ =
1

t1 + t2

∫ t2

−t1
E⊥(z)dz

=
1

t1 + t2

[∫ 0

−t1

D⊥(z)

ε1,⊥
dz +

∫ t2

0

D⊥(z)

ε2,⊥
dz

]
≈ 1

t1 + t2

[
t1
D⊥(0)

ε1,⊥
+ t2

D⊥(0)

ε2,⊥

]
≡
(
f1

ε1,⊥
+

f2

ε2,⊥

)
D⊥ (C.9)

By Eqn. C.5:

D⊥ =
1

t1 + t2

∫ t2

−t1
D⊥(z)dz ≈ D⊥(0) ≡ D⊥ (C.10)

Relating Eqns. C.9 and C.10 via a constitutive relation, and using f2=1 − f1, gives a

definition for the effective ⊥ dielectric constant, ε⊥:

ε⊥ ≡ D⊥/E⊥ =
1

f1/ε1,⊥ + (1− f1)/ε2,⊥
(C.11)

Each crystallite is thus associated with an effective permittivity tensor, ε=diag(ε||, ε||, ε⊥),
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defined in relation to a local set of coordinates “fixed” to the crystallite. Spin-cast

thin films of (C4)2(C1)N−1PbN I3N+1are comprised of a statistical mixture of oriented

crystallites (Fig. C.1c), each of which is assumed to be described by Eqns. C.8 and

C.11. For a thin film system with crystalline domains (∼500 nm) on the order of the

wavelength of the light (i.e., much larger than the characteristic layer thicknesses, t∼1

nm), the optical response of the thin film is well described as a volumetric average of the

oriented crystallites. Let the z-axis define the direction perpendicular to the plane of

the substrate interface. If we let ηz represent the volume fraction of the film composed

of crystallites with z′||z, the elements of the dielectric tensor describing the thin film

optical response are given by

εx =
1

2
(1− ηz)ε⊥ +

1

2
(1− ηz)ε|| + ηzε|| (C.12)

εy =
1

2
(1− ηz)ε|| +

1

2
(1− ηz)ε⊥ + ηzε|| (C.13)

εz = (1− ηz)ε|| + ηzε⊥ (C.14)

Note that when ηz=1, as in the case of R2PbI4, ε||=εx=εy and ε⊥=εz. The value ηz≈1/3

represents the limit at which the effective medium is optically isotropic. The complex

ordinary (in-plane) (ño) and extraordinary (out-of-plane) (ñe) refractive index of the thin
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film is given by:

ño =
√
εx =

√
εy (C.15)

ñe =
√
εz (C.16)

Definitions C.12-C.16 assume rotational symmetry of the thin-film about the z-axis (in-

plane isotropy), ηx=ηy=(1 − ηz)/2, and is well-justified for spin-cast thin films. Conse-

quently, εx and εy take identical values. Eqns. C.8, C.11-C.16 are the essential expressions

relating the effective medium optical response (εx,y, εz and ño, ñe; those measured di-

rectly in experiment) (Fig. C.1d) to the intrinsic optical response of the constituent

layers (ε1,||, ε1,⊥, ε2,||, ε2,⊥) for a given morphology (f1, ηz). We note that these produce

results very similar to, if not identical to, the results from ref. [173] in the limit when the

volume fraction of inclusions f →∞ (i.e., when there is no “host” material). To obtain

the results presented in Fig. 4.7, we solve, at each wavelength, the equations

εx(λ) = εy(λ) = εx(λ)measured(λ) = εy(λ)measured(λ) (C.17)

εz(λ) = εmeasured
z (λ) (C.18)

for the intrinsic permittivities of the lead iodide layers.

We note that the relationship for the OP components is particularly sensitive

to input parameters (e.g., fPbI, ε2,⊥; see Eqn. C.11). We assume isotropic organic

refractive index values from ref. [103, 104]. Considering the average OP orientation

of the organic cations, the IP permittivity of these layers is likely slightly smaller (by

≈0.1-0.2) than that assumed for our calculations. Consequently, the resulting intrinsic
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Figure C.1: Schematic of effective medium theory for spin-cast thin films
of (C4)2(C1)N−1PbNI3N+1. (a) Electric field matching conditions at the level of a
single interface. (b) A layered crystal adopts a uniaxial permittivity tensor due to
nano-scale dielectric inhomogeneity. This permittivity tensor is defined with respect
to a local set of coordinates “fixed” to the crystallite. (c) Spin-cast thin films are
composed of a statistical mixture of oriented crystallites. (d) Conventional optical
measurements probe only the macroscopic, orientation-averaged optical response.

IP oscillator strength is likely slightly underestimated. Using Eqns. C.8 we estimate

that such errors amount to ≈ 4%. The resulting intrinsic OP:IP ratio is thus likely

somewhat overestimated. The relationship between ε⊥, ε1,2, and the other input system

parameters is more sensitive, and thus errors in the OP permittivity are more significant.

Nonetheless, these considerations tell us that the ⊥ component is always significantly

underestimated in cases in which the barrier layer has a relatively low permittivity.

C.2 Model parameters used for EMM calculations

The EMM expressions derived in the previous section relate the effective (measured)

optical constants (ño, ñe) to the intrinsic optical constants (ε1, ε2), with two additional

parameters describing the internal structure the system: the volumetric fill fraction of
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lead iodide layers, fPbI , and the volume fraction of z-oriented crystallites, ηz. Values

for fPbI were taken from our X-ray diffraction data (see Methods in manuscript) and

compared to previous published reports.[105, 82, 174, 83] ηz was taken from ref. [102].

Input parameters used in our calculations are summarized in Table S1:
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N 1 (C4) 1 (C6) 1 (C8) 1 (PEA) 2 3
fPbI 0.462 0.391 0.341 0.390 0.64 0.73
ηz 1.0 1.0 1.0 1.0 0.76 0.25

norganic 1.5 1.49 1.48 1.6 1.58 1.58

Table S1: Volumetric fill fractions of lead iodide layers (fPbI) and volume fraction of

z-oriented crystallites (ηz) in thin films of (Cm)2PbI4 (N=1, m=4, 6, and 8), PEA2PbI4,

and (C4)2(C1)N−1PbN I3N+1 (m=4, N=2,3).

The refractive index values of the organic spacer layers used in this study were as-

sumed to be isotropic and wavelength-independent in the visible wavelength region of

interest. We take values for norganic inferred from ref. [104] with insight from a number of

other reports [20, ?, 79, 80, 103, 138] We allow slight variation in the organic refractive

index to account for the approach to more bulk-like organic refractive index values as

the length of the molecule increases, motivated by the results of ref. [104].
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Appendix D

Radiation patterns for oriented

electric and magnetic dipoles and

electric quadrupoles

D.1 Calculating normalized intrinsic multipolar

emission rates

In energy-momentum spectroscopy, the s- or p-polarized PL counts, N s,p(ω,k||), mea-

sured at a given frequency (ω=2πc/λ, where λ is the free-space wavelength) and a given

(conserved) in-plane electromagnetic wave momentum, k||=kxx̂+kyŷ, is given by

N s,p(ω,k||) = Cexp

[
Γs,pEDx

(ω,k||) + Γs,pEDy
(ω,k||) + Γs,pEDz

(ω,k||) (D.1)

+Γs,pMDz
(ω,k||) + Γs,pEQxy

(ω,k||) + Γs,pEQx′y′
(ω,k||)

]
(D.2)
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Here, the ΓMo correspond to the photon emission rates of a multipole, M (i.e., ED,

MD, EQ), with an orientation (or “configuration”, for EQs) o, positioned in the thin film

(an inhomogeneous environment), and Cexp is a constant accounting for experimental

collection efficiencies. As in the manuscript, we focus on in-plane (IP) and out-of-plane

(OP) oriented EDs, OP-oriented MDs, and the two degenerate IP transverse EQs (EQxy

and EQx′y′). According to refs [116, 99], the multipolar emission rates, Γs,pMo
(ω,k||), are

related to the intrinsic emission rates, AMo , in a bulk (infinite) homogeneous medium

of refractive index n by the normalized local density of optical states (LDOS), ρs,pMo
,

according to

Γs,pMo
(ω,k||) = AMo(ω)ρ̃s,pMo

(ω,k||) (D.3)

giving

N s,p(ω,k||) = Cexp

[
AEDx(ω)ρ̃s,pEDx

(ω,k||) + AEDy(ω)ρ̃s,pEDy
(ω,k||) + AEDz(ω)ρ̃s,pEDz

(ω,k||)

+AMDz(ω)ρ̃s,pMDz
(ω,k||) + AEQxy(ω)ρ̃s,pEQxy

(ω,k||) + AEQx′y′
(ω)ρ̃s,pEQx′y′

(ω,k||)
]
(D.4)

We allow the intrinsic multipolar emission rates, AMo , to vary with orientation since

it is possible, in general, to have different oriented species [99]. However, we will assume

AEDx=AEDy and AEQxy=AEQx′y′
, as necessary for a rotationally invariant system. By

absorption-emission reciprocity, the enhanced (or suppressed) emission rate into each

mode can be determined by the enhanced (or suppressed) absorption rate for illumination

by that mode:

ρ̃s,pMo,emit ≡
Γs,pMo

AMo

= ρ̃s,pMo,absorb ≡
αs,pMo

BMo

(D.5)
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in which we have defined two multipolar absorption rates analogous to the emission

rates: αs,pMo
(ω,k||) is the absorption rate in the thin film when illuminated by an s- or p-

polarized plane wave of frequency ω and IP wave vector k||; BMo(ω) is the total absorption

rate in a homogeneous environment (i.e., integrated over all electromagnetic modes with

wave vector k=|k|=nω/c). Particularly,

ρ̃s,pEDi
(ω,k||) =

|µED,iEs,p
i (ω,k||)|2∑

s,p

∫
d2k|µED,iEs,p

0,i (ω,k||)|2
=

|Ẽs,p
i (ω,k||)|2∑

s,p

∫
d2k|ês,pi (k||)|2

(D.6)

ρ̃s,pMDi
(ω,k||) =

|µMD,iB̃
s,p
i (ω,k||)|2∑

s,p

∫
d2k|µMD,iB

s,p
0,i (ω,k||)|2

=
|B̃s,p

i (ω,k||)|2∑
s,p

∫
d2k|b̂s,pi (k||)|2

(D.7)

ρ̃s,pEQxy
(ω,k||) =

|Qxy∂xE
s,p
y (ω,k||) +Qyx∂yE

s,p
x (ω,k||)|2∑

s,p

∫
d2k|Qxy∂xE

s,p
y,0(ω,k||) +Qyx∂yE

x,p
x,0(ω,k||)|2

(D.8)

=
|∂xẼs,p

y (ω,k||) + ∂yE
s,p
x (ω,k||)|2∑

s,p

∫
d2k|∂xês,py (k||) + ∂yê

x,p
x (k||)|2

(D.9)

Here, Ẽs,p
i =Es,p

i /E0 (B̃s
z=B

s
z/B0) is the electric (magnetic) field amplitude, projected

along the î direction, at the position of the emitter, normalized by the field amplitude,

E0 (B0), of the incident wave. The fields ês,pi and b̂s,pi are the frequency-independent

unit-amplitude electric and magnetic field vectors projected along the Cartesian î

direction (x̂i): ê
s,p
i =(x̂i · ~Es,p

0 )/E0. The EQ coefficients cancel because Qyx=Qxy. Notice

that s-polarized radiation from ED emitters (ΓsED,i) is uniquely determined by up to a

constant scale factor since only IP EDs contribute to this emission, i.e., ρ̃sED,z=0.

D.1.1 ED LDOS Denominators

The numerators for the ED LDOS are readily available in the literature [99] and can

be expressed by matrix methods [121]. We evaluate the denominators for the three unique
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dipole orientations using cylindrical coordinates in the variable k|| (|k|||=k||). In project-

ing the spherical integration surface (radius k=|k|=nω/c) to the circular integration sur-

face over the variable k|| (0≤|k|||≤k), we must include a factor of 1/cos θ=k/(k2− k2
||)

1/2

in the integrand to ensure that all waves carry equivalent power in ẑ:

i = x : 2

∫∫
k||dk||dφ

cos θ
(|êsx(k||)|2 + |êpx(k||)|2) = 2

∫∫
k||dk||dφ

cos θ
(sin2 φ+ cos2 θ cos2 φ)

=
8πk2

3
(D.10)

i = y : 2

∫∫
k||dk||dφ

cos θ
(|êsy(k||)|2 + |êpy(k||)|2) = 2

∫∫
k||dk||dφ

cos θ
(cos2 φ+ cos2 θ sin2 φ)

=
8πk2

3
(D.11)

i = z : 2

∫∫
k||dk||dφ

cos θ
(|êsz(k||)|2 + |êpz(k||)|2) = 2

∫∫
k||dk||dφ

cos θ
(0 + sin2 θ)

=
8πk2

3
(D.12)

where cosφ=kx/k|| (0<φ<2π), and the factor of 2 is included for integration over

0<θ<π/2 to account for the full 4π steradians. Equality of the three integrals is expected

on the grounds that the reference space is isotropic. Identical results are obtained by

performing integration over spherical coordinates (θ, φ) and eliminating the factor of

1/ cos θ from the integrand.

D.1.2 MD LDOS

The quantities |B̃s,p
i |2 in the slab (thin film) can be calculated analytically [116]. Here

we use S-Matrix methods to directly relate these terms to |Ẽs,p
i |2. Note that, for a plane

wave propagating with a wave vector k, the electric and magnetic fields are related by
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k× E=ωB. Component by component,

Bx =
1

ω
(kyEz − kzEy) (D.13)

By =
1

ω
(−kxEz + kzEx) (D.14)

Bz =
1

ω
(kxEy − kyEx) (D.15)

(D.16)

To express the fields corresponding to s- and p-polarized plane waves, take

k||=kxx̂=k||x̂. With this geometry, Es=Eyŷ (Bs=Bxx̂ + Bz ẑ) and Ep=Exx̂ + Ez ẑ

(Bp=Byŷ). In the slab (thin film), the total field is comprised of both ‘+’ (upward

propagating) and ‘-’ (downward propagating) components. The law of reflection gives

(ks,pz )−=−(ks,pz )+≡−ks,pz .

p-pol. : Bp
x = Bp

z = 0 (D.17)

Bp
y = (Bp

y)
+ + (Bp

y)
−

=
1

ω
{[−kx(Ep

z )+ + kpz(E
p
x)+] + [−kx(Ep

z )− + (kpz)
−(Ep

x)−]}

= − 1

ω
{kx[(Ep

z )+ + (Ep
z )−]− kpz [(Ep

x)+ − (Ep
x)−]}

= − 1

ω
{kxEp

z − kpz [(Ep
x)+ − (Ep

x)−]}

= − 1

ω
{k||Ep

z − kpz [(E
p
||)

+ − (Ep
||)
−]} (D.18)

Bp
z = 0 (D.19)

(D.20)
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s-pol. : Bs
x = (Bs

x)
+ + (Bs

x)
−

=
1

ω
[−(ksz)

+(Es
y)

+ − (ksz)
−(Es

y)
−]

= − 1

ω
ksz[(E

s
y)

+ − (Es
y)
−]

= − 1

ω
ksz[(E

s
||)

+ − (Es
||)
−] (D.21)

Bs
y = 0 (D.22)

Bs
z = (Bs

z)
+ + (Bs

z)
−

=
1

ω
[k||(E

s
||)

+ + k||(E
s
||)
−] (D.23)

=
1

ω
k||E

s
||

where we have defined Es
||=E

s
y and Ep

||=E
p
x as in in-plane component of the s- and p-

polarized fields for the illumination configuration with k||=k||x̂ as a matter of convenience.

Evaluating the normalized field magnitude squared (numerators in Eqn. D.7) with the

relation B0=(k/ω)E0 for each Cartesian component,

|B̃p
x,z|2 = 0 (D.24)

|B̃p
y |2 =

1

k2

∣∣∣k||Ẽp
z − kpz [(Ẽ

p
||)

+ − (Ẽp
||)
−]
∣∣∣2 (D.25)

|B̃s
x|2 =

|ksz|2

k2

∣∣∣(Ẽs
||)

+ − (Ẽs
||)
−
∣∣∣2 (D.26)

|B̃s
y|2 = 0 (D.27)

|B̃s
z |2 =

k2
||

k2
|Ẽs
|||2 (D.28)

The denominators of Eqn. D.7 are simply related to the denominators of Eqn. D.6
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by acknowledging the following relations:

b̂px(k||) = êsx(k||) b̂sx(k||) = −êpx(k||) (D.29)

b̂py(k||) = êsy(k||) b̂sy(k||) = −êpy(k||) (D.30)

b̂pz(k||) = êsz(k||) = 0 b̂sz(k||) = −êpz(k||) (D.31)

Therefore, the denominators of Eqn. D.7 evaluate to the same values as those of Eqn.

D.6:

∑
s,p

∫
d2k|b̂s,pi (k||)|2 =

8πk2

3
for all i (D.32)

which is again just the statement that MDs of all orientations in a homogenous and

isotropic environment emit at equal rates.
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D.1.3 EQ LDOS

Of interest here are the two distinct EQ terms (EQxy and EQx′y′). The denominators

are equivalent in both cases due to the azimuthal symmetry of the reference system:

BEQxy = 2

∫∫
k||dk||dφ

cos θ
(|∂xêsy(k||) + ∂yê

s
x(k||)|2 + |∂xêpy(k||) + ∂yê

p
x(k||)|2)

= 2

∫∫
k||dk||dφ

cos θ
(|ikxêsy(k||) + ikyê

s
x(k||)|2 + |ikxêpy(k||) + ikyê

p
x(k||)|2)

= 2

∫∫
k||dk||dφ

cos θ
k2
||(| cosφêsy(k||) + sinφêsx(k||)|2 + | cosφêpy(k||) + sinφêpx(k||)|2)

= 2

∫∫
k3
||dk||dφ

cos θ
(| − cos2 φ+ sin2 φ|2 + | − cosφ cos θ sinφ− sinφ cos θ cosφ|2)

=
4πk4

3
(D.33)

where we have again evaluated the integral in cylindrical coordinates with the same

angle conventions as in the previous section. Other EQ configurations can be analyzed

analogously.

For EQxy, we work out the numerator with k||=k||x̂, noting that the only x dependence

in the problem is contained in the phase factor exp(ik||x):

|∂xẼs
y(ω, k||)|2 = |ik||Ẽs

y(ω, k||)|2 = k2
|||Ẽs

y(ω, k||)|2 (D.34)

For EQx′y′ , which is equivalent to EQxy rotated by π/4 radians in-plane, we consider

again k||=k||x̂ and define rotated coordinates x′=(x + y)/
√

2 and y′=(x − y)/
√

2 which

134



Radiation patterns for oriented electric and magnetic dipoles and electric quadrupoles Chapter D

are “square” with EQx′y′ and write the driving term:

|∂x′Ẽp
y′(ω, k||) + ∂y′Ẽ

p
x′(ω, k||)|

2

=

∣∣∣∣( 1√
2
∂x +

1√
2
∂y)Ẽ

p
y′(ω, k||) + (− 1√

2
∂y +

1√
2
∂x)Ẽ

p
x′(ω, k||)

∣∣∣∣2
=
k2
||

2
|Ẽp

y′(ω, k||) + Ẽp
x′(ω, k||)|

2

=
k2
||

2

∣∣∣∣ 2√
2
Ẽp
x(ω, k||)

∣∣∣∣2
= k2

|||Ẽp
x(ω, k||)|2 (D.35)

(Note that this calculation is equivalent to considering EQxy with an incident wave

propagating with k||=k||(x̂+ ŷ)/
√

2.) Finally,

ρ̃sEQxy
(ω, k||) =

3

4πk4
k2
|||Ẽs

||(ω, k||)|2 (D.36)

ρ̃pEQx′y′
(ω, k||) =

3

4πk4
k2
|||Ẽ

p
||(ω, k||)|

2 (D.37)

where we have defined Ẽs
||≡Ẽs

y and Ẽp
||≡Ẽp

x as the in-plane component of the s- and p-

polarized fields for the illumination configuration with k||=k||x̂ as a matter of convenience.

Note that ρ̃sEQxy
is functionally equivalent to ρ̃sMDz

.

D.1.4 Producing x- and y-polarized BFP images

With the above expressions, x- and y-polarized 2D BFP radiation profiles for any

emitting species (e.g., ED, MD, EQ) are produced by projecting the s- and p-polarized

expressions onto a Cartesian basis. Explicitly:
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x-pol.: ρx(kx, ky) = sin2 φ ρs(k||) + cos2 φ ρp(k||) (D.38)

=
k2
y

k2
x + k2

y

ρs
(√

k2
x + k2

y

)
+

k2
x

k2
x + k2

y

ρp
(√

k2
x + k2

y

)
(D.39)

y-pol.: ρy(kx, ky) = cos2 φ ρs(k||) + sin2 φ ρp(k||) (D.40)

=
k2
x

k2
x + k2

y

ρs
(√

k2
x + k2

y

)
+

k2
y

k2
x + k2

y

ρp
(√

k2
x + k2

y

)
(D.41)
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