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Abstract

Deep learning has revolutionized problem-solving by leveraging the power of deep neural networks.
AlexNet and ImageNet marked a significant milestone, demonstrating the immense potential of scaling both
data and computational resources to enhance model performance. This trend is particularly evident in neural
language processing, where scaling Transformers has driven the development of the large language mod-

els (LLMs). Ultimately, data and computational power form the core foundations of deep learning’s success.

As models grow more complex, their demand for computational resources increases, leading to higher
costs and energy consumption. These rising expenses are progressively limiting machine learning research
to large industry labs. For instance, while many recent studies are open-sourced, the cost of reproducing
them restricts Al research for most academic institutions. To address this, developing affordable, efficient Al
models that are accessible to academic labs is a crucial step toward democratizing Al research. Achieving

this will require optimizing models for both data efficiency and computational resource usage.

Moreover, Accessibility, affordability, and trustworthiness are crucial factors in the development of Al
models. However, many deep learning models are designed for high-end, expensive hardware, limiting their
broader adoption. Additionally, reliance on centralized computing raises significant privacy concerns, as
user data must be transferred to remote servers for processing, diminishes trust in Al systems. Edge com-
puting offers a promising alternative by processing data locally on devices, making it more cost-effective,
energy-efficient, and enhancing both accessibility and trust. Ideally, Al models should be efficient and opti-

mized for edge devices, reducing dependency on centralized systems.

These motivations inspire me to explore new approaches for enhancing the efficiency of deep learning
models. My research focuses on various aspects of efficiency, including data efficiency, parameter efficiency,
training compute efficiency, and inference efficiency. By prioritizing efficiency, I aim to bridge the gap be-
tween cutting-edge research and deployment of these models in real-world applications, while also fostering
diversity in Al development. Ultimately, my goal is to make Al inclusive and accessible to all. I believe that
meaningful progress builds on the contributions of many past works, making it crucial to expand access to

Al for a broader range of researchers and developers, thereby accelerating advancements in the field.



CHAPTER 1

Introduction

In recent years, a new problem-solving paradigm has emerged, leveraging deep neural networks to ap-
proximate functions that solve specific tasks (e.g., image classification). These models are trained on data
using gradient descent, optimizing their parameters to fit the training set. The key underlying assumption is
that the distribution of the training data closely mirrors that of the test data, allowing the model to generalize

effectively during testing.

The effectiveness of deep learning has been demonstrated across a wide range of tasks, from discrimi-
native tasks like image classification, detection, and segmentation to more recent applications in generative
tasks such as image and language generation. While numerous studies have refined various components of
deep learning models, the primary factors that most significantly influence a model’s performance are the
quantity and quality of data, the scale of model parameters, and the computational resources dedicated to
training. AlexNet [249] marked a major breakthrough as the first large-scale Convolutional Neural Network,
containing 60 million parameters. It demonstrated the ability to learn rich representations on the large-scale
ImageNet dataset [377], which includes 1.2 million images. NVIDIA’s CEO, Jensen Huang, famously re-
ferred to AlexNet as the “First Contact” [6]. Together, AlexNet and ImageNet were pivotal contributions,

highlighting the potential of scaling both data and computational resources in deep learning models.

Since then, it has become evident that increasing both computational power and available data con-
sistently leads to breakthroughs in deep learning. This trend is particularly clear in the advancements of
Natural Language Processing, most notably through the scaling of Transformer models [447], which paved
the way for the development of today’s Large Language Models. Compute and data are the two essential
pillars of intelligence in deep learning models, with increased computational resources and larger datasets
consistently leading to enhanced model performance. However, computational resources continue to pose
a significant bottleneck in both scaling and deployment of these models. As their complexity grows, so
does their demand for computational power, necessitating advanced and expensive hardware and leading to

substantial energy consumption.



1.1. INTELLIGENCE AS A NEW HIGH-DEMAND RESOURCE

ResNet Transformers GPT-2
2015 2017 2019

Ficure 1.1. The Twin Pillars of Deep Learning: Compute and Data: Compute and data form the foun-
dational pillars of intelligence in deep learning models. Scaling computational resources and leveraging
larger datasets have consistently proven to drive significant improvements in model performance, enabling
breakthroughs across a wide range of applications.

1.1 Intelligence as a New High-Demand Resource

Artificial Intelligence (AI) has emerged as one of the most transformative technologies ever created,
with the potential to surpass human capabilities across a wide range of domains. However, as the demand
for Al continues to grow, so does the need for energy and computational power. This demand is closely
tied to advanced and expensive hardware, making computational resources both costly and scarce. The
rising expense of these resources presents a significant barrier to the democratization of Al, restricting its
accessibility to a small subset of individuals and industries. For example, the $20 monthly subscription fee

for OpenAI’s recent models illustrates how Al tools remain financially out of reach for many people globally.

AI must be affordable, accessible, and trustworthy to achieve widespread adoption and maximize its
societal benefits. Making Al financially viable across diverse applications can expand its accessibility,
ultimately improving quality of life for more people. However, many current deep learning models rely on
high-end hardware, such as advanced GPUs, which are prohibitively expensive. This issue is exacerbated
by the dominance of a few companies in the Al hardware market, driving up GPU prices and escalating

computing costs for users.



1.2. THE VITAL ROLE OF DEMOCRATIZING AI RESEARCH

Moreover, reliance on cloud services for training and inference presents additional challenges. Transfer-
ring user data to the cloud raises significant privacy concerns, undermining trust in Al systems. Dependence
on centralized computing infrastructure also creates vulnerabilities, as system failures or outages can disrupt

Al services and compromise reliability.

A promising solution lies in the development of efficient Al models compatible with edge devices, such
as personal computers and smartphones. Edge computing processes data locally on devices rather than rely-
ing on the cloud, offering multiple advantages: it requires less expensive hardware, is more energy-efficient,
and strengthens both accessibility and privacy. Ideally, these efficient models should also support training
on edge devices, further reducing dependence on centralized systems. This shift would not only lower costs

but also enhance data security, build trust, and create more resilient Al systems.

1.2 The Vital Role of Democratizing AI Research

Research is fundamentally about exploration. As efforts within a field grow, they naturally lead to the
development of new branches and diversity of perspectives. However, in the field of Al, the high cost of
computational resources significantly limits these efforts, largely confining state-of-the-art research to well-
funded industry labs. For example, training Meta’s LLAMA 2-70B language model required a staggering
1,720,320 GPU hours (using NVIDIA A100 GPUs) on a dataset of 2 trillion tokens [436]. This immense in-
vestment covers the training of just one instance of the model, and in practice, multiple instances are trained
to fine-tune hyperparameters for optimal performance. Although LLAMA 2 is open-source, the prohibitive
cost of training makes it unfeasible for many academic labs to replicate or build upon. As a result, academia

is often left behind in AI advancements, constrained by a lack of resources.

The following quote is from a recent report by Stanford University [306]: “Until 2014, most signifi-
cant machine learning models were released by academia. Since then, industry has taken over. In 2022,
there were 32 significant industry-produced machine learning models compared to just three produced by
academia. Building state-of-the-art Al systems increasingly requires large amounts of data, computer power,
and money—resources that industry actors inherently possess in greater amounts compared to nonprofits and
academia.”. According to Dr. Fei-Fei Li, a respected professor of computer science at Stanford University,

“The public sector is now significantly lagging in resources and talent compared to that of industry” [13].
3



1.2. THE VITAL ROLE OF DEMOCRATIZING AI RESEARCH

Ficure 1.2. High Cost of AI Research: While some large language models are open-source, the pro-
hibitive cost of training these massive models makes them largely inaccessible to many academic labs.
This financial barrier significantly limits academia’s ability to replicate or advance upon these innova-
tions, leaving researchers constrained by limited resources and often excluded from the forefront of Al
development.

She further emphasizes, “This will have profound consequences because industry is focused on developing
technology that is profit-driven, whereas public-sector Al goals are focused on creating public goods.”

The future of Al is largely shaped by researchers and their discoveries, making their motivation and
participation pivotal in determining the direction of Al development. As Al holds the potential to become
one of humanity’s most transformative tools, it is crucial to engage a diverse range of researchers and
perspectives to prevent the concentration of influence in the hands of a few. With the increasing demand for
Al computing, reducing the overall cost of Al research may be challenging. However, a viable alternative
lies in prioritizing the development of efficient Al models that are both cost-effective and reproducible for
academic labs. Achieving this will require optimizing models for efficiency in both data utilization and
computational resource consumption. By lowering the barriers to entry, we can make advanced Al research

more accessible, inclusive, and reflective of a broader range of perspectives.
4



1.3. EFFICIENCY IN DEEP LEARNING

1.3 Efficiency in Deep Learning

These motivations inspire me to explore innovative methods for enhancing the efficiency of deep learn-
ing models. By prioritizing efficiency, I aim to facilitate the seamless integration of research concepts into
real-world applications while promoting diversity in Al research. My ultimate goal is to make Al inclu-
sive and accessible to all. I believe that meaningful progress is built on the foundation of numerous past
contributions, making it essential to expand access to Al research across a wide range of researchers. This
inclusivity will help accelerate advancements in the field. My research addresses efficiency from multiple
angles, including data efficiency, parameter efficiency, training compute efficiency, inference efficiency, and

the robustness of efficient models.

Efficiency at Inference:

Transformers [447], originally introduced in the field of Natural Language Processing, have become the
main backbone of many deep learning models, extending their influence across various domains including
image recognition [54, , ] and image/video generative models [43, ]. Tokens are unit of data in
transformers. For instance, ViT [111] demonstrates how images can be converted into smaller patches, with
each patch serving as a token in the transformer architecture. Due to widespread adoption of transformers
in various domains, the concept of tokens has become widely recognized as a fundamental unit of data.
Notably, LLAMA [436], a recent family of Large Language Models (LLMs), quantify the size of training
data in terms of tokens, while NVIDIA employs tokens per second as a performance metric to compare their
latest GPU models such as H200 and H100 [10]. Apple has recognized the importance of transformers and
has optimized their efficiency for deployment on the Apple Neural Engine (ANE) [4]. Given the significance

of transformers, we address two efficiency limitations in vision transformers:

ATS: Adaptive Token Sampling in vision transformers. [126] Adaptive Token Sampling (ATS) lever-
ages the insight that not all tokens in an input image are equally important for processing. By assigning
significance scores to tokens at each transformer layer, ATS dynamically drops less important tokens, such
as background tokens, during the forward pass. One can replace the standard attention layer in pre-trained
vision transformers with the ATS attention layer without requiring additional training. ATS achieves com-
parable performance to traditional transformers while significantly reducing computational costs, with an

average reduction of 37% in GFLOPS.
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SimA: Simple Softmax-free Attention for Vision Transformers. [236] Deploying transformers in var-
ious applications can be computationally expensive, partly due to the Softmax layer in the attention block.
To address this challenge, we propose SimA, a Softmax-free attention block that normalizes query and key
matrices using a simple ¢;-norm instead of Softmax. This simplifies the attention mechanism to a straight-
forward multiplication of three matrices. SimA has the capability to dynamically adjust the computation
order at test time, enabling linear computation scaling with respect to the number of tokens or the number of
channels. We demonstrate that integrating SimA into state-of-the-art transformer variants, including DeiT,

XCiT, and CvT, yields comparable accuracy to existing models without the need for a Softmax layer.

CompRess: Self-Supervised Learning by Compressing Representations [239]. An alternative ap-
proach to achieving faster inference times is by deploying a lightweight model with fewer parameters. How-
ever, smaller models often suffer from sub-optimal optimization due to their limited parameter count. This
issue becomes particularly pronounced in Self-Supervised contrastive learning tasks, where lighter models,
such as MobileNet, exhibit significantly lower performance compared to larger counterparts like ResNet50.
To address this limitation, we propose a novel approach for self-supervised learning with lighter models.
Initially, we train a high-capacity model to learn a rich representation. Subsequently, we leverage this larger
model as a teacher and employ our self-supervised distillation framework to transfer its knowledge to the

lighter student model. This method enhances the accuracy of smaller models by at least 20%.

Moreover, in our work SimReg [319], we enhance the CompRess method by introducing regression as
a simple distillation loss. The core concept involves employing a predictor layer (MLP layer) atop the stu-
dent model to predict the teacher’s representation. Later, we discard the predictor layer during the transfer
learning phase. SimReg emerges as a straightforward yet effective self-supervised distillation technique,

achieving state-of-the-art performance.

Model Parameters Efficiency:

The performance of deep learning models scales up with larger models and datasets. However, a sig-
nificant challenge for large-scale deep learning models is the storage of model parameters and intermediate
activations, especially in edge devices with limited GPU memory. It’s important to note that the required

memory is considerably higher during training due to the storage of gradients and states of the optimizer.
6
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To highlight the importance of memory, let’s compare the advancements in GPUs over the last 14 years.
AlexNet [249], for instance, was trained on two NVIDIA GTX 580 GPUs, each with 3GB of memory.
It’s noteworthy that the GTX 580 featured 3GB of memory and 1.58 TFLOPS of FP32 computing power,
whereas the RTX 4090 showcases a substantial upgrade with 24GB of memory and a staggering 82.58
TFLOPS of FP32 computing power. This indicates a 52 times increase in compute power, while memory
capacity only improved by a factor of 8. Thus, we observe that the scaling of memory in these GPUs is
challenging, as advancements occurring slower than those in compute power. Moreover, memory becomes
an even more significant issue in edge devices with limited memory capacity. For example, the NVIDIA
Jetson Nano is equipped with only 4GB of memory [3]. Consequently, the deployment of large deep learn-

ing models poses a considerable challenge in such devices.

In PRANC [322], we introduce a novel reparametrization technique for deep learning models that sig-
nificantly reduces the number of parameters. We demonstrate this reparametrization by expressing a deep
model as a linear combination of multiple randomly initialized and frozen weights, referred to as ‘basis’
networks. The model can be reconstructed using a single scalar ‘seed’, which is used to generate the pseudo-
random ‘basis’ networks, along with the learned linear mixture coefficients. PRANC effectively addresses
the challenge of efficiently storing and communicating deep models, thereby alleviating common bottle-

necks in scenarios such as multi-agent learning, continual learners, federated systems, and edge devices.

With the rise in popularity of Large Language Models (LLMs), we anticipate the emergence of numer-
ous variations of LLMs, tailored to specific tasks. For instance, OpenAl has introduced the GPT Store [5],
allowing users to fine-tune GPT on their own data. It’s conceivable that in the near future, there will be
a personalized GPT model for each individual, customized for specific tasks or preferences. However,
fine-tuning LLMs with billions of parameters poses feasibility challenges on GPUs with limited memory
capacity. Moreover, we aim to keep multiple variations of a single Large Language Model (LLM) in GPU
memory, enabling rapid switching between different variations based on user queries. To address this chal-

lenge, we propose a novel method for parameter-efficient fine-tuning:

NOLA: Compressing LoRA using Linear Combination of Random Basis [235]. Fine-tuning all
parameters of LLMs and maintaining unique models for each downstream task or domain becomes imprac-

tical due to the immense size of checkpoints, such as the 350GB size of GPT-3. Current literature, such
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as LoRA, highlights the potential of low-rank modifications to the original weights of an LLM, facilitating
efficient adaptation and storage for task-specific models. These methods significantly reduce the number
of parameters required for fine-tuning an LLM. However, they encounter two primary limitations: firstly,
the parameter reduction is lower-bounded by the rank one decomposition, and secondly, the degree of re-
duction is heavily influenced by both the model architecture and the selected rank. For instance, in larger
models, even a rank one decomposition might surpass the actual number of parameters needed for adapta-
tion. In this paper, we introduce NOLA, which overcomes the limitations of LoRA. NOLA achieves this
by re-parameterizing the low-rank matrices in LoRA using linear combinations of randomly generated ma-
trices (basis) and optimizing the linear mixture coefficients only. This approach enables us to disentangle
the number of trainable parameters from both the choice of rank and the network architecture. We present
adaptation results using LLAMA 2 and vision transformers in natural language and computer vision tasks.
NOLA performs comparably to, or even better than, models with equivalent parameter counts. Furthermore,
we demonstrate that we can fine-tune LLAMA 2 70-B with fewer than 0.6 M parameters without sacrificing

performance compared to LoRA with rank one.

The pursuit of training efficient parameter models extends beyond deep learning models. For instance,
3D Gaussian Splatting is a new technique for novel view synthesis where properties of 3D Gaussians [228]
(location, shape, color) are optimized to model a 3D scene. The method performs better than SOTA NeRF
approaches, is extremely fast to train and can be rendered in real time during inference. In NeRF, the geome-
try is implicitly modeled within a multi-layer perceptron network (MLP), resulting in a constant-size model
regardless of the geometry complexity. However, unlike NeRFs, the memory requirement of 3D Gaussians

increases with the complexity of the scenes and number of Gaussians.

In CompGS [318], we substantially reduce the size of trained 3D Gaussian Splat models by 10-20 times
through vector quantization of the Gaussian parameters. This involves employing K-Means quantization on
the covariance and color parameters of all Gaussians, replacing each value with the corresponding entry in
the codebook (i.e., the cluster center). Importantly, this quantization process is seamlessly integrated with
the training of parameter values. Remarkably, we find that the models can be compressed by up to 20 times

without a significant drop in performance.
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Training Compute Efficiency:

The annotation process in many applications may be costly, prone to biases, ambiguous, or raise privacy
concerns. Self-supervised learning (SSL) algorithms tackle these challenges by learning rich representations
directly from unlabeled images or videos. These representations can then be used alongside limited anno-
tated data to develop accurate visual recognition models. In SSL, data preparation is typically cheaper since
there is no need for annotation. Therefore, training self-supervised models is usually more cost-effective, as

data can be gathered without the expense of annotation.

A major drawback of recent contrastive self-supervised learning methods is their training inefficiency
compared to supervised learning. For instance, training MoCo requires 800 epochs to achieve a rich rep-
resentation comparable to its supervised counterpart, which typically requires only 100 epochs. This can
restrict research on self-supervised methods to large industry labs. To mitigate training inefficiency, we
address the limitations of recent contrastive learning by introducing three novel self-supervised learning

methods:

ISD: Self-Supervised Learning by Iterative Similarity Distillation [421]. In contrastive learning, the
aim is to pull the representations of two views (augmentations) of an image closer together (positives), while
simultaneously pushing them away from other random images (negatives). However, without labels, some
negatives may inadvertently share the same label as the positives, resulting in false negatives. ISD [421]
addresses this issue by relaxing the hard positive/negative classification to a soft classification, assigning
probabilities to the negatives. Interestingly, we observed that maintaining a moving average of the model
throughout training, effectively creating a temporal ensemble of the model, yields superior performance
compared to the original model. Motivated by this insight, we leverage the moving average of the model as
the teacher to compute soft probability distributions for the negative images. Consequently, we iteratively
distill the knowledge from the teacher (temporal ensemble) to the student (original model). This iterative
distillation process enhances the model’s ability to discriminate between positive and negative samples, ul-
timately improving its performance. By mitigating the false negatives error inherent in contrastive learning,
ISD [421] accelerates the convergence of the learning process. Our experiments demonstrate that ISD sur-

passes the performance of the 800-epoch MoCo V2 [76] model with just 200 epochs of training.
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MSEF: Mean Shift for Self-Supervised Learning [241]. BYOL introduces a simplified framework for
self-supervised learning by eliminating the need for negative samples in contrastive learning. The loss func-
tion simply pulls the query image towards its corresponding target image (positive sample), where the target
image is another augmentation of the query image. However, due to the high degree of augmentation, us-
ing a single positive target view can introduce noise into the learning process. We observed that the nearest
neighbors of the target view are often semantically similar to the query image during training. Therefore, we
maintain a memory bank of random images and expand the positive set to include not only the target but also
its nearest neighbors. The key idea behind this approach is that the average of nearest neighbors provides
a more robust target compared to a single target image. Our method effectively pulls the representation of
one view of an image closer to the representations of its other view and its nearest neighbors. Through our
experiments, we demonstrate that with only 200 epochs of training, our method outperforms BYOL trained
for 800 epochs. This underscores the effectiveness and efficiency of our approach in self-supervised learning

tasks.

CMSF: Constrained Mean Shift Using Distant Yet Related Neighbors [320]. We further enhance
MSF by restricting the nearest neighbor search to an external source of knowledge. The concept in-
volves identifying distant samples with semantically similar images. By incorporating additional sources
of knowledge to constrain the memory bank, we expand the applicability of MSF to semi-supervised and
self-supervised learning scenarios. CMSF represents a generalized version of MSF, surpassing its predeces-

sor in self-supervised learning tasks.

Robustness of Efficient Models:

The reliability of deep learning models is a crucial factor for their adoption in various critical applica-
tions. Extensive research has been conducted on the robustness of deep learning models against different
adversarial attack scenarios. For instance, in [407], we investigate the robustness of Vision Transformers
to Backdoor Attacks. However, most attack threat models primarily focus on compromising the accuracy
of deep learning models. An often overlooked yet intriguing attack scenario involves designing attacks to

target the efficiency of deep learning models.
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In essence, attackers may devise strategies to increase the deployment cost or energy consumption of
deep learning models. For example, in self-supervised learning methods, it’s commonly assumed that data
collection is inexpensive due to the absence of the need for meticulous inspection and annotation. However,
in [382], we demonstrate that self-supervised methods are vulnerable to backdoor attacks. Here, attackers
inject a trigger (an image patch chosen by the attacker) into a small portion of the unlabeled data. Despite the
model performing well on clean test images, the attacker can manipulate the model’s decision by presenting

the trigger during test time.

One potential solution to mitigate this vulnerability is to conduct a comprehensive inspection of large-
scale unlabeled data. However, this strategy may come at a significant cost and could compromise the

efficiency of self-supervised learning, particularly in terms of data collection.

In the preceding discussion, we explored how efficient transformers can dynamically adapt the number
of tokens during inference for each image. Given that the computational load of these models depends on
their input, the following study investigates whether attackers can manipulate the input image to compro-

mise the compute and energy efficiency of efficient transformers.

SlowFormer: Adversarial Attack on Compute of Efficient Vision Transformers [317]. Efficient
transformers are designed to minimize computational requirements and power usage in deep learning mod-
els. However, our research exposes their vulnerability to universal adversarial patch attacks. In these attacks,
adversaries optimize a patch that, when overlaid on any image, substantially increases compute and power
usage. Our experiments, conducted across three different efficient vision transformer methods, unveil sce-
narios where attackers can significantly amplify computation by applying a patch covering just 8% of the
image area. Additionally, we demonstrate that employing a standard adversarial training defense method

can partially mitigate the success of these attacks.

Training Data Efficiency:

Recent vision models demonstrate impressive zero- and few-shot performance across a range of tasks.
However, achieving further improvement in performance on downstream tasks necessitates careful curation
of task-specific data. It is also vital for the training data to encompass the rare and challenging scenarios

encountered in these downstream tasks.
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For example, let’s consider the scenario of self-driving tasks. Unexpected events like sudden pedestrian
crossings present significant challenges. To handle these effectively, the model needs training on similar
instances to learn appropriate responses. However, collecting data for these rare cases is inherently difficult
due to their scarcity in real-world environments. Traditional approaches, such as gathering and annotat-
ing random data followed by fine-tuning, are inefficient for improving model performance on failure cases.

Hence, we are interested in efficient data collection approach aimed at mitigating the model’s failure modes.

It’s worth mentioning that the literature on Few-shot Learning has proposed an alternative solution:
training a model that generalizes well even with scarce training data (e.g., 5-shot scenarios). For instance, in
Contrastive Grad-CAM Consistency [345], we enforce two views (crops) of an image to have similar Grad-
CAM [390] explanations. We demonstrate that applying this form of consistency in explanation serves as

effective regularization for the model in few-shot learning.

An alternative solution lies in leveraging generative models to generate additional data. Multi-Modal
Language Models (MMLMEs) excel in reasoning, while advanced image and video generative models pro-
duce realistic samples. A promising approach involves combining the generative power of these models
with the reasoning capabilities of MMLMs to generate and annotate data specifically designed to address
failure cases. This enables us to efficiently augment datasets using generative models, effectively convert-
ing computational resources into high-quality, task-specific data. Inspired by this, we introduce an efficient

methodology for leveraging generative models to generate difficult samples for classification tasks.

GeNlIe: Generative Hard Negative Images Through Diffusion [238]. We introduce GeNle, a novel
augmentation technique that harnesses a latent diffusion model conditioned on a text prompt to blend con-
trasting data points—an image from the source category and a text prompt from the target category—to
generate challenging samples. Inspired by recent advancements in diffusion-based image editing, we con-
trol the number of diffusion iterations to preserve low-level and background features from the source image
while representing the target category, thereby creating a hard negative sample for the source category. Ad-
ditionally, we enhance our approach by dynamically adapting the noise level for each image (GeNle-Ada),
resulting in improved performance. Through extensive experiments conducted in both few-shot and long-tail
distribution scenarios, we showcase the effectiveness and superior performance of our novel augmentation

method compared to existing techniques.
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1.4. CONTRIBUTIONS

1.4 Contributions
In this dissertation, I explored the efficiency of deep learning models from various perspectives, includ-
ing training compute efficiency, inference compute efficiency, training data efficiency, parameter efficiency,

and the robustness of efficient models. Below is a summary of the key contributions for each chapter:

e Chapter 2.1: A novel adaptive token sampling method was proposed to enhance the inference
efficiency of vision transformers by dynamically selecting the most informative tokens for each
task and input image.

o Chapter 2.2: Introduced a simple and innovative Softmax-free attention block, enabling dynamic
computation of QKV matrix multiplication based on the number of input tokens.

e Chapter 2.3: Developed a novel recipe for training smaller, lightweight self-supervised deep learn-
ing models (e.g., MobileNet) and introduced a new self-supervised knowledge distillation loss.

o Chapter 3: Proposed a novel parameter-efficient fine-tuning (PEFT) method that is more compact
than LoRA models. Unlike other PEFT methods, this approach offers flexibility in the number of
fine-tuned parameters by decoupling them from the architecture choice or the rank of LoRA.

e Chapter 4.1: Introduced a relaxed self-supervised learning framework inspired by contrastive
learning. This approach replaces strict binary negatives with soft negatives, addressing the issue of
false negatives in contrastive loss.

o Chapter 4.2: Proposed a novel self-supervised learning method inspired by the mean-shift algo-
rithm. This method generalizes BYOL by including additional positive samples through the nearest
neighbors of the target samples in the BYOL objective function.

o Chapter 4.3: Further refined the mean-shift-based objective from Chapter 4.2 by clustering far-
away but semantically relevant images. This was achieved by constraining the nearest neighbor
search space using auxiliary knowledge. Demonstrated that this approach extends easily to semi-
supervised and fully supervised settings, improving robustness to label noise.

o Chapter 5: Investigated the robustness of efficient transformers, revealing that dynamic compute
mechanisms may be vulnerable to universal adversarial patch attacks that target their efficiency
and energy consumption. Proposed a simple adversarial training to mitigate these vulnerabilities.

e Chapter 6: Developed a novel data augmentation method using diffusion models to generate hard
negative samples. This approach combines two sources of information: the label of the target class

and the image of a source class, creating challenging scenarios for improved model performance.
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CHAPTER 2

Compute Efficiency at Inference

2.1 ATS: Adaptive Token Sampling For Vision Transformers

While state-of-the-art vision transformer models achieve promising results in image classification, they
are computationally expensive and require many GFLOPs. Although the GFLOPs of a vision transformer
can be decreased by reducing the number of tokens in the network, there is no setting that is optimal for all
input images. In this work, we therefore introduce a differentiable parameter-free Adaptive Token Sampler
(ATS) module, which can be plugged into any existing vision transformer architecture. ATS empowers vi-
sion transformers by scoring and adaptively sampling significant tokens. As a result, the number of tokens is
not constant anymore and varies for each input image. By integrating ATS as an additional layer within the
current transformer blocks, we can convert them into much more efficient vision transformers with an adap-
tive number of tokens. Since ATS is a parameter-free module, it can be added to the off-the-shelf pre-trained
vision transformers as a plug and play module, thus reducing their GFLOPs without any additional training.
Moreover, due to its differentiable design, one can also train a vision transformer equipped with ATS. We
evaluate the efficiency of our module in both image and video classification tasks by adding it to multiple
SOTA vision transformers. Our proposed module improves the SOTA by reducing their computational costs
(GFLOPs) by 2x, while preserving their accuracy on the ImageNet, Kinetics-400, and Kinetics-600 datasets.

The code is available at

2.1.1 Introduction

Over the last ten years, there has been a tremendous progress on image and video understanding in

the light of new and complex deep learning architectures, which are based on the variants of 2D [177,

, ] and 3D [104, , , , , ] Convolutional Neural Networks (CNNs). Recently, vision
transformers have shown promising results in image classification [112,219,430,476] and action recognition
[38, 48, 288] compared to CNNs. Although vision transformers have a superior representation power, the

high computational cost of their transformer blocks make them unsuitable for many edge devices. The

computational cost of a vision transformer grows quadratically with respect to the number of tokens it uses.
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2.1. ATS: ADAPTIVE TOKEN SAMPLING FOR VISION TRANSFORMERS

To reduce the number of tokens and thus the computational cost of a vision transformer, DynamicViT [359]
proposes a token scoring neural network to predict which tokens are redundant. The approach then keeps
a fixed ratio of tokens at each stage. Although DynamicViT reduces the GFLOPs of a given network, its
scoring network introduces an additional computational overhead. Furthermore, the scoring network needs
to be trained together with the vision transformer and it requires to modify the loss function by adding
additional loss terms and hyper-parameters. To alleviate such limitations, EViT [274] employs the attention
weights as the tokens’ importance scores. A further limitation of both EViT and DynamicViT is that they
need to be re-trained if the fixed target ratios need to be changed (e.g. due to deployment on a different
device). This strongly limits their applications.

In this work, we propose a method to efficiently reduce the number of tokens in any given vision trans-
former without the mentioned limitations. Our approach is motivated by the observation that in image/action
classification, all parts of an input image/video do not contribute equally to the final classification scores and
some parts contain irrelevant or redundant information. The amount of relevant information varies depend-
ing on the content of an image or video. For instance, in Fig. 2.7, we can observe examples in which only a
few or many patches are required for correct classification. The same holds for the number of tokens used
at each stage, as illustrated in Fig. 2.2. Therefore, we propose an approach that automatically selects an
adequate number of tokens at each stage based on the image content, i.e. the number of the selected tokens
at all network’s stages varies for different images, as shown in Fig. 2.6. It is in contrast to [274, 359], where
the ratio of the selected tokens needs to be specified for each stage and is constant after training. However,
selecting a static number of tokens will on the one hand discard important information for challenging im-
ages/videos, which leads to a classification accuracy drop. On the other hand, it will use more tokens than
necessary for the easy cases and thus waste computational resources. In this work, we address the question
of how a transformer can dynamically adapt its computational resources in a way that not more resources
than necessary are used for each input image/video.

To this end, we introduce a novel Adaptive Token Sampler (ATS) module. ATS is a differentiable
parameter-free module that adaptively down-samples input tokens. To do so, we first assign significance
scores to the input tokens by employing the attention weights of the classification token in the self-attention
layer and then select a subset of tokens using inverse transform sampling over the scores. Finally, we softly
down-sample the output tokens to remove redundant information with the least amount of information loss.

In contrast to [359], our approach does not add any additional learnable parameters to the network. While
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the ATS module can be added to any off-the-shelf pre-trained vision transformer without any further train-
ing, the network equipped with the differentiable ATS module can also be further fine-tuned. Moreover, one
may train a model only once and then adjust a maximum limit for the ATS module to adapt it to the re-
sources of different edge devices at the inference time. This eliminates the need of training separate models
for different levels of computational resources.

We demonstrate the efficiency of our proposed adaptive token sampler for image classification by in-
tegrating it into the current state-of-the-art vision transformers such as DeiT [431], CvT [476], and PS-
ViT [511]. As shown in Fig. 2.4, our approach significantly reduces the GFLOPs of vision transformers of
various sizes without significant loss of accuracy. We evaluate the effectiveness of our method by comparing
it with other methods designed for reducing the number of tokens, including DynamicViT [359], EViT [274],
and Hierarchical Pooling [330]. Extensive experiments on the ImageNet dataset show that our method out-
performs existing approaches and provides the best trade-off between computational cost and classification
accuracy. We also demonstrate the efficiency of our proposed module for action recognition by adding it to
the state-of-the-art video vision transformers such as XViT [48] and TimeSformer [38]. Extensive exper-
iments on the Kinetics-400 and Kinetics-600 datasets show that our method surpasses the performance of
existing approaches and leads to the best computational cost/accuracy trade-off. In a nutshell, the adaptive
token sampler can significantly scale down the off-the-shelf vision transformers’ computational costs and it

is therefore very useful for real-world vision-based applications.

2.1.2 Related Work

The transformer architecture, which was initially introduced in the NLP community [447], has demon-
strated promising performance on various computer vision tasks [55,80,112,289,361,430,506,534,536,540].
ViT [112] follows the standard transformer architecture to tailor a network that is applicable to images. It
splits an input image into a set of non-overlapping patches and produces patch embeddings of lower di-
mensionality. The network then adds positional embeddings to the patch embeddings and passes them
through a number of transformer blocks. An extra learnable class embedding is also added to the patch
embeddings to perform classification. Although ViT has shown promising results in image classification, it
requires an extensive amount of data to generalize well. DeiT [430] addressed this issue by introducing a
distillation token designed to learn from a teacher network. Additionally, it surpassed the performance of

ViT. LV-ViT [219] proposed a new objective function for training vision transformers and achieved better
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performance. TimeSformer [38] proposed a new architecture for video understanding by extending the self-
attention mechanism of the standard transformer models to video. The complexity of the TimeSformer’s
self-attention is O(T%S + T'S?) where T and S represent temporal and spatial locations respectively. X-
ViT [48] reduced this complexity to O(T'S?) by proposing an efficient video transformer.

Besides the accuracy of neural networks, their efficiency plays an important role in deploying them on
edge devices. A wide range of techniques have been proposed to speed up the inference of these models.
To obtain deep networks that can be deployed on different edge devices, works like [415] proposed more
efficient architectures by carefully scaling the depth, width, and resolution of a baseline network based
on different resource constraints. [194] aims to meet such resource requirements by introducing hyper-
parameters, which can be tuned to build efficient light-weight models. The works [152,459] have adopted
quantization techniques to compress and accelerate deep models. Besides quantization techniques, other
approaches such as channel pruning [181], run-time neural pruning [358], low-rank matrix decomposition
[211,505], and knowledge distillation [188, 283] have been used as well to speed up deep networks.

In addition to the works that aim to accelerate the inference of convolutional neural networks, other
works aim to improve the efficiency of transformer-based models. In the NLP area, Star-Transformer [164]
reduced the number of connections from n? to 2n by changing the fully-connected topology into a star-
shaped structure. TinyBERT [220] improved the network’s efficiency by distilling the knowledge of a large
teacher BERT into a tiny student network. POWER-BERT [156] reduced the inference time of the BERT
model by identifying and removing redundant and less-informative tokens based on their importance scores
estimated from the self-attention weights of the transformer blocks. To reduce the number of FLOPs in
character-level language modeling, a new self-attention mechanism with adaptive attention span is proposed
in [409]. To enable fast performance in unbatched decoding and improve the scalability of the standard trans-
formers, Scaling Transformers [214] are introduced. These novel transformer architectures are equipped
with sparse variants of standard transformer layers.

To improve the efficiency of vision transformers, sparse factorization of the dense attention matrix
has been proposed [83], which reduces its complexity to O(n+/n) for the autoregressive image genera-
tion task. [374] tackled this problem by proposing an approach to sparsify the attention matrix. They first
cluster all the keys and queries and only consider the similarities of the keys and queries that belong to the
same cluster. DynamicViT [359] proposed an additional prediction module that predicts the importance of

tokens and discards uninformative tokens for the image classification task. Hierarchical Visual Transformer
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(HVT) [330] employs token pooling, which is similar to feature map down-sampling in convolutional neu-
ral networks, to remove redundant tokens. PS-ViT [511] incorporates a progressive sampling module that
iteratively learns to sample distinctive input tokens instead of uniformly sampling input tokens from all
over the image. The sampled tokens are then fed into a vision transformer module with fewer transformer
encoder layers compared to ViT. TokenLearner [379] introduces a learnable tokenization module that can
reduce the computational cost by learning few important tokens conditioned on the input. They have demon-
strated that their approach can be applied to both image and video understanding tasks. Token Pooling [305]
down-samples tokens by grouping them into a set of clusters and returning the cluster centers. A concur-
rent work [274] introduces a token reorganization method that first identifies top-k important tokens by
computing token attentiveness between the tokens and the classification token and then fuses less informa-
tive tokens. IA-RED? [328] proposes an interpretability-aware redundancy reduction framework for vision
transformers that discards less informative patches in the input data. Most of the mentioned approaches
improve the efficiency of vision transformers by introducing architectural changes to the original models
or by adding modules that add extra learnable parameters to the networks, while our parameter-free adap-
tive module can be incorporated into off-the-shelf architectures and reduces their computational complexity

without significant accuracy drop and even without requiring any further training.

2.1.3 Adaptive Token Sampler

State-of-the-art vision transformers are computationally expensive since their computational costs grow
quadratically with respect to the number of tokens, which is static at all stages of the network and corre-
sponds to the number of input patches. Convolutional neural networks deal with the computational cost by
reducing the resolution within the network using various pooling operations. It means that the spatial or
temporal resolution decreases at the later stages of the network. However, applying such simple strategies,
i.e. pooling operations with fixed kernels, to vision transformers is not straightforward since the tokens are
permutation invariant. Moreover, such static down-sampling approaches are not optimal. On the one hand,
a fixed down-sampling method discards important information at some locations of the image or video, like
details of the object. On the other hand, it still includes many redundant features that do not contribute to the
classification accuracy, for instance, when dealing with an image with a homogeneous background. There-
fore, we propose an approach that dynamically adapts the number of tokens at each stage of the network
based on the input data such that important information is not discarded and no computational resources are

wasted for processing redundant information.
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Ficure 2.1. The Adaptive Token Sampler (ATS) can be integrated into the self-attention layer of any
transformer block of a vision transformer model (left). The ATS module takes at each stage a set of input
tokens /. The first token is considered as the classification token in each block of the vision transformer.
The attention matrix A is then calculated by the dot product of the queries Q and keys K, scaled by /d.
We use the attention weights Ay ,...,A; y+1 of the classification token as significance scores S ¢ RN for
pruning the attention matrix A. To reflect the effect of values V on the output tokens O, we multiply the Ay ;
by the magnitude of the corresponding value V;. We select the significant tokens using inverse transform
sampling over the cumulative distribution function of the scores §. Having selected the significant tokens,
we then sample the corresponding attention weights (rows of the attention matrix A) to get A®. Finally, we
softly downsample the input tokens / to output tokens O using the dot product of A* and V.

To this end, we propose our novel Adaptive Token Sampler (ATS) module. ATS is a parameter-free
differentiable module to sample significant tokens over the input tokens. In our ATS module, we first assign
significance scores to the N input tokens and then select a subset of these tokens based on their scores. The
upper bound of GFLOPs can be set by defining a maximum limit for the number of tokens sampled, denoted
by K. Since the sampling procedure can sample some input tokens several times, we only keep one instance
of a token. The number of sampled tokens K’ is thus usually lower than K and varies among input images
or videos (Fig. 2.6). Fig. 2.1 gives an overview of our proposed approach.

Token Scoring: Let I € RV*D*? pe the input tokens of a self-attention layer with N + 1 tokens. Before
forwarding the input tokens through the model, ViT concatenates a classification token to the input tokens.
The corresponding output token at the final transformer block is then fed to the classification head to get
the class probabilities. Practically, this token is placed as the first token in each block and it is considered
as a classification token. While we keep the classification token, our goal is to reduce the output tokens

0 € RE*1)xd gych that K is dynamically adapted based on the input image or video and K’ < K < N,
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where K is a parameter that controls the maximum number of sampled tokens. Fig. 2.6 shows how the
number of sampled tokens K’ varies for different input data and stages of a network. We first describe how
each token is scored.

In a standard self-attention layer [447], the queries Q € RN+)xd keys K € RN+Dxd - and values
V e RW+Dxd gre computed from the input tokens [ € R(V+D*d The attention matrix A is then calculated by

the dot product of the queries and keys, scaled by \/d:
@2.1) A = Softmax (QKT/ \/Zl) .

Due to the Softmax function, each row of A € RV+*D*(V*+1) qymg up to 1. The output tokens are then

calculated using a combination of the values weighted by the attention weights:
(2.2) O=AV.

Each row of A contains the attention weights of an output token. The weights indicate the contributions of
all input tokens to the output token. Since A;; contains the attention weights of the classification token, Ay ;
represents the importance of the input token j for the output classification token. Thus, we use the weights
A12,...,A1n+1 as significance scores for pruning the attention matrix A, as illustrated in Fig. 2.1. Note that
A1 is not used since we keep the classification token. As the output tokens O depend on both A and V (2.2),
we also take into account the norm of V; for calculating the j™ token’s significance score. The motivation
is that values having a norm close to zero have a low impact and their corresponding tokens are thus less
significant. In our experiments, we show that multiplying A; ; with the norm of V; improves the results. The
significance score of a token j is thus given by

A x||V;
(23) Sj: Lj || J||
i A < [Vl

where i, j € {2...N}. For a multi-head attention layer, we calculate the scores for each head and then
sum the scores over all heads.

Token Sampling: Having computed the significance scores of all tokens, we can prune their corre-
sponding rows from the attention matrix A. To do so, a naive approach is to select K tokens with the highest
significance scores (top-K selection). However, this approach does not perform well, as we show in our
experiments and it can not adaptively select K’ < K tokens. is that it discards all tokens with lower scores.
Some of these tokens, however, can be useful in particular at the earlier stages when the features are less

discriminative. For instance, having multiple tokens with similar keys, which may occur in the early stages,
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will lower their corresponding attention weights due to the Softmax function. Although one of these tokens
would be beneficial at the later stages, taking the top-K tokens might discard all of them. Therefore, we
suggest sampling tokens based on their significance scores. In this case, the probability of sampling one of
the several similar tokens is equal to the sum of their scores. We also observe that the proposed sampling
procedure selects more tokens at the earlier stages than the later stages as shown in Fig. 2.2.

For the sampling step, we suggest using inverse transform sampling to sample tokens based on their
significance scores S (2.3). Since the scores are normalized, they can be interpreted as probabilities and we

can calculate the cumulative distribution function (CDF) of S':
j=i
(2.4) CDF;=)'S;.
J=2
Note that we start with the second token since we keep the first token. Having the cumulative distribution

function, we obtain the sampling function by taking the inverse of the CDF:

(2.5) ¥ (k) = CDF ! (k)

where k € [0, 1]. In other words, the significance scores are used to calculate the mapping function between
the indices of the original tokens and the sampled tokens. To obtain K samples, we can sample K-times
from the uniform distribution U[0, 1]. While such randomization might be desirable for some applications,

deterministic inference is in most cases preferred. Therefore, we use a fixed sampling scheme for training

3 2K-1

5% --» 51+ Since P(.) € R, we consider the indices of the tokens

and inference by choosing k = {#,
with the nearest significant scores as the sampling indices.

If a token is sampled more than once, we only keep one instance. As a consequence, the number of
unique indices K’ is often lower than K as shown in Fig. 2.6. In fact, K’ < K if there is at least one token
with a score S j > 2/K. In the two extreme cases, either only one dominant token is selected and K’ = 1 or
K’ = K if the scores are more or less balanced. Interestingly, more tokens are selected at the earlier stages,
where the features are less discriminative and the attention weights are more balanced, and less at the later
stages, as shown in Fig. 2.2. The number and locations of tokens also vary for different input images, as
shown in Fig. 2.7. For images with a homogeneous background that covers a large part of the image, only
a few tokens are sampled. In this case, the tokens cover the object in the foreground and are sparsely but

uniformly sampled from the background. In cluttered images, many tokens are required. It illustrates the

importance of making the token sampling procedure adaptive.
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FiGure 2.2. Visualization of the gradual token sampling procedure in the multi-stage DeiT-S+ATS model.
As it can be seen, at each stage, those tokens that are considered to be less significant to the classification
are masked and the ones that have contributed the most to the model’s prediction are sampled. We also
visualize the token sampling results with Top-K selection to have a better comparison to our Inverse
Transform Sampling.

Having indices of the sampled tokens, we refine the attention matrix A € RN+Dx(N+1) by selecting
the rows that correspond to the sampled K’ + 1 tokens. We denote the refined attention matrix by A* €
RK+Dx(N+1) T obtain the output tokens O € RE*D* we thus replace the attention matrix A by the

refined one A® in (2.2) such that:
(2.6) 0=A°V.

These output tokens are then taken as input for the next stage. In our experimental evaluation, we demon-

strate the efficiency of the proposed adaptive token sampler, which can be added to any vision transformer.

2.1.4 Experiments

In this section, we analyze the performance of our ATS module by adding it to different backbone models
and evaluating them on ImageNet [101], Kinetics-400 [226], and Kinetics-600 [60], which are large-scale
image and video classification datasets, respectively. In addition, we perform several ablation studies to

better analyze our method. For the image classification task, we evaluate our proposed method on the
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ImageNet [101] dataset with 1.3M images and 1K classes. For the action classification task, we evaluate our
approach on the Kinetics-400 [226] and Kinetics-600 [60] datasets with 400 and 600 human action classes,
respectively. We use the standard training/testing splits and protocols provided by the ImageNet and Kinetics
datasets. If not otherwise stated, the number of output tokens of the ATS module are limited by the number
of its input tokens. For example, we set K = 197 in case of DeiT-S [431]. For the image classification task,
we follow the fine-tuning setup of [359] if not mentioned otherwise. The fine-tuned models are initialized by
their backbones’ pre-trained weights and trained for 30 epochs using PyTorch AdamW optimizer (Ir= 5Se—4,
batch size = 8§ x 96). We use the cosine scheduler for training the networks. For more implementation details

and also information regarding action classification models, please refer to the supplementary materials.

2.1.4.1 Ablation Experiments

First, we analyze different setups for our ATS module. Then, we investigate the efficiency and effects
of our ATS module when incorporated in different models. If not otherwise stated, we use the pre-trained
DeiT-S [431] model as the backbone and we do not fine-tune the model after adding the ATS module. We
integrate the ATS module into stage 3 of the DeiT-S [431] model. We report the results on the ImageNet-1K
validation set in all of our ablation studies.

Significance Scores. As mentioned in Sec. 2.1.3, we use the attention weights of the classification
token as significance scores for selecting our candidate tokens. In this experiment, we evaluate different
approaches for calculating significance scores. Instead of directly using the attention weights of the classi-
fication token, we sum over the attention weights of all tokens (rows of the attention matrix) to find tokens
with highest significance over other tokens. We show the results of this method in Fig. 2.3 labeled as Self-
Attention score. As it can be seen, using the attention weights of the classification token performs better
specially in lower FLOPs regimes. The results show that the attention weights of the classification token are
a much stronger signal for selecting the candidate tokens. The reason for this is that the classification token
will later be used to predict the class probabilities in the final stage of the model. Thus, its corresponding
attention weights show which tokens have more impact on the output classification token. Whereas sum-
ming over all attention weights only shows us the tokens with highest attention from all other tokens, which
may not necessarily be useful for the classification token. To better investigate this observation, we also
randomly select another token rather than the classification token and use its attention weights for the score

assignment. As shown, this approach performs much worse than the other ones both in high and low FLOPs
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tary material.

regimes. We also investigate the impact of using the L, norm of the values in Equation (2.3). As it can be

seen in Fig. 2.3, it improves the results by about 0.2%.
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Figure 2.5. For the model with Top-K selection (fixed-rate sampling) (2.52a), we set K such that the model
operates at a desired GFLOPs level. In all three plots, we control the GFLOPs level of our adaptive
models as in Fig. 2.3. We use DeiT-S [431] for these experiments. For more details, please refer to the
supplementary material.

Candidate Tokens Selection. As mentioned in Sec. 2.1.3, we employ the inverse transform sampling
approach to softly downsample the input tokens. To better investigate this approach, we also evaluate the
model’s performance when picking the top K tokens with highest significance scores S. As it can be seen
in Fig. 2.5a, our inverse transform sampling approach outperforms the Top-K selection both in high and
low GFLOPs regimes. As discussed earlier, our inverse transform sampling approach based on the CDF
of the scores does not hardly discard all tokens with lower significance scores and hence provides a more

diverse set of tokens for the following layers. Since earlier transformer blocks are more prone to predict
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noisier attention weights for the classification token, such a diversified set of tokens can better contribute
to the output classification token of the final transformer block. Moreover, the Top-K selection method will
result in a fixed token selection rate at every stage that limits the performance of the backbone model. This
is shown by the examples in Fig. 2.2. For a cluttered image (bottom), inverse transform sampling keeps a
higher number of tokens across all transformer blocks compared to the Top-K selection and hence preserves
the accuracy. On the other hand, for a less detailed image (top), inverse transform sampling will retain less
tokens, which results in less computation cost.

Model Scaling. Another common approach for changing the GFLOPs/accuracy trade-oft of networks
is to change the channel dimension. To demonstrate the efficiency of our adaptive token sampling method,
we thus vary the dimensionality. To this end, we first train several DeiT models with different embedding
dimensions. Then, we integrate our ATS module into the stages 3 to 11 of these DeiT backbones and
fine-tune the networks. In Fig. 2.4, we can observe that our approach can reduce GFLOPs by 37% while
maintaining the DeiT-S backbone’s accuracy. We can also observe that the GFLOPs reduction rate gets
higher as we increase the embedding dimensions from 192 (DeiT-Ti) to 384 (DeiT-S). The results show that
our ATS module can reduce the computation cost of the models with larger embedding dimensions to their
variants with smaller embedding dimensions.

Visualizations. To better understand the way our ATS module operates, we visualize our token sampling
procedure (Inverse Transform Sampling) in Fig. 2.2. We have incorporated our ATS module in the stages 3
to 11 of the DeiT-S network. The tokens that are discarded at each stage are represented as a mask over the
input image. We observe that our DeiT-S+ATS model has gradually removed irrelevant tokens and sampled
those tokens which are more significant to the model’s prediction. In both examples, our method identified
the tokens that are related to the target objects as the most informative tokens.

We show more visual results in Fig. 2.8. We select several images of the ImageNet validation set with
various amounts of detail and complexity. We visualize the progressive token sampling procedure of our
multi-stage DeiT-S+ATS model for the selected images. The number of output tokens of each ATS module
in the multi-stage DeiT-S+ATS model is limited by the number of its input tokens, which is 197. Our
adaptive model samples a higher number of tokens when the input images are more cluttered. We can also
observe that the sampled tokens are more scattered in images with more details compared to more plain
images.

Adaptive Sampling. In this experiment, we investigate the adaptivity of our token sampling approach.

We evaluate our multi-stage DeiT-S+ATS model on the ImageNet validation set. In Fig. 2.6, we visualize
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FiGure 2.6. Histogram of the number of sampled  Figure 2.7. ATS samples less tokens for images

tokens at each ATS stage of our multi-stage DeiT- with fewer details (top), and a higher number of
S+ATS model on the ImageNet validation set. tokens for more detailed images (bottom). We
The y-axis corresponds to the number of images show the token downsampling results after all
and the x-axis to the number of sampled tokens. ATS stages. For this experiment, we use a multi-

stage Deit-S+ATS model.

histograms of the number of sampled tokens at each ATS stage. We can observe that the number of selected
tokens varies at all stages and for all images. We also qualitatively analyze this nice property of our ATS
module in Figs. 2.2 and 2.7. We can observe that our ATS module selects a higher number of tokens when it
deals with detailed and complex images while it selects a lower number of tokens for less detailed images.

Fine-tuning. To explore the influence of fine-tuning on the performance of our approach, we fine-tune
a DeiT-S+ATS model on the ImageNet training set. We compare the model with and without fine-tuning.
As shown in Fig. 2.5b, fine-tuning can improve the accuracy of the model. In this experiment, we fine-tune
the model with K = 197 but test it with different K values to reach the desired GFLOPs levels.

ATS Stages. In this experiment, we explore the effect of single-stage and multi-stage integration of the
ATS block into vision transformer models. In the single-stage model, we integrate our ATS module into the
stage 3 of DeiT-S. In the multi-stage model, we integrate our ATS module into the stages 3 to 11 of DeiT-S.
As it can be seen in Fig. 2.5¢, the multi-stage DeiT-S+ATS performs better than the single-stage DeiT-
S+ATS. This is due to the fact that a multi-stage DeiT-S+ATS model can gradually decrease the GFLOPs
by discarding fewer tokens in earlier stages, while a single-stage DeiT-S+ATS model has to discard more

tokens in earlier stages to reach the same GFLOPs level.
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Figure 2.8. Visualization of the gradual token sampling procedure in the multi-stage DeiT-S+ATS model.
We integrate our ATS module into the stages 3 to 11 of the DeiT-S model. The tokens that are sampled at
each stage of the network are shown for images that are ordered by their complexity (from low complexity
to high complexity). We visualize the tokens, which are discarded, as masks over the input images. As it
can be seen, a higher number of tokens are sampled for more cluttered images while a lower number of
tokens are required when the images contain less details. Additionally, we can see that the sampled tokens
are more focused and less scattered in images with less details.

2.1.4.2 Comparison with State-of-The-Art

We compare the performances of our adaptive models, which are equipped with the ATS module,
with state-of-the-art vision transformers for image and video classification on the ImageNet-1K [101] and
Kinetics [60,226] datasets, respectively. Tables 2.1-2.3 show the results of this comparison. For the image
classification task, we incorporate our ATS module into the stages 3 to 11 of the DeiT-S [431] model. We
also integrate our ATS module into the 1* to 9" blocks of the 3" stage of CvT-13 [476] and CvT-21 [476],
and into stages 1-9 of the transformer module of PS-ViT [511]. We fine-tune the models on the ImageNet-
1K training set. We also evaluate our ATS module for action recognition. To this end, we add our module
to the XViT [48] and TimeSformer [38] video vision transformers. For more details, please refer to the

supplementary materials.
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Image Classification. As it can be seen in Table 2.1, our ATS module decreases the GFLOPs of all
vision transformer models without adding any extra parameters to the backbone models. For the DeiT-
S+ATS model, we observe a 37% GFLOPs reduction with only 0.1% reduction of the top-1 accuracy. For
the CvT+ATS models, we can also observe a GFLOPs reduction of about 30% with 0.1 — 0.2% reduction
of the top-1 accuracy. More details on the efficiency of our ATS module can be found in the supplementary
materials (e.g. throughput). Comparing ATS to DynamicViT [359] and HVT [330], which add additional
parameters to the model, our approach achieves a better trade-off between accuracy and GFLOPs. Our
method also outperforms the EViT-DeiT-S [274] model trained for 30 epochs without adding any extra

trainable parameters to the model. We note that the EViT-DeiT-S model can improve its top-1 accuracy by
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around 0.3% when it is trained for much more training epochs (e.g. 100 epochs). For a fair comparison, we
have considered the 30 epochs training setup used by Dynamic-ViT [359]. We have also added our ATS
module to the PS-ViT network [511]. As it can be seen in Table 2.1, although PS-ViT has drastically lower
GFLOPs compared to its counterparts, its GFLOPs can be further decreased by incorporating ATS in it.
Action Recognition. As it can be seen in Tables 2.2 and 2.3, our ATS module drastically decreases the
GFLOPs of all video vision transformers without adding any extra parameters to the backbone models. For
the XViT+ATS model, we observe a 39% GFLOPs reduction with only 0.2% reduction of the top-1 accuracy
on Kinetics-400 and a 38.7% GFLOPs reduction with only 0.1% drop of the top-1 accuracy on Kinetics-
600. We observe that XViT+ATS achieves a similar accuracy as TokenLearner [379] on Kinetics-600 while
requiring 17.6x less GFLOPs. For TimeSformer-L+ATS, we can observe 50.8% GFLOPs reduction with
only 0.2% drop of the top-1 accuracy on Kinetics-400. These results demonstrate the generality of our

approach that can be applied to both image and video representations.

2.1.5 Conclusion

Designing computationally efficient vision transformer models for image and video recognition is a
challenging task. In this work, we proposed a novel differentiable parameter-free module called Adaptive
Token Sampler (ATS) to increase the efficiency of vision transformers for image and video classification.
The new ATS module selects the most informative and distinctive tokens within the stages of a vision
transformer model such that as much tokens as needed but not more than necessary are used for each input
image or video clip. By integrating our ATS module into the attention layers of current vision transformers,
which use a static number of tokens, we can convert them into much more efficient vision transformers with
an adaptive number of tokens. We showed that our ATS module can be added to off-the-shelf pre-trained
vision transformers as a plug and play module, thus reducing their GFLOPs without any additional training,
but it is also possible to train a vision transformer equipped with the ATS module thanks to its differentiable
design. We evaluated our approach on the ImageNet-1K image recognition dataset and incorporated our
ATS module into three different state-of-the-art vision transformers. We also demonstrated the generality
of our approach by incorporating it into different state-of-the-art video vision transformers and evaluating
them on the Kinetics-400 and Kinetics-600 datasets. The results show that the ATS module decreases
the computation cost (GFLOPs) between 27% and 50.8% with a negligible accuracy drop. Although our
experiments are focused on image and video vision transformers, we believe that our approach can also

work in other domains such as audio.
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2.2 SimA: Simple Softmax-free Attention for Vision Transformers

Recently, vision transformers have become very popular. However, deploying them in many applica-
tions is computationally expensive partly due to the Softmax layer in the attention block. We introduce a
simple yet effective, Softmax-free attention block, SimA, which normalizes query and key matrices with
simple £;-norm instead of using Softmax layer. Then, the attention block in SimA is a simple multiplica-
tion of three matrices, so SimA can dynamically change the ordering of the computation at the test time
to achieve linear computation on the number of tokens or the number of channels. We empirically show
that SimA applied to three SOTA variations of transformers, DeiT, XCiT, and CvT, results in on-par ac-
curacy compared to the SOTA models, without any need for Softmax layer. Interestingly, changing SimA
from multi-head to single-head has only a small effect on the accuracy, which further simplifies the atten-
tion block. Moreover, we show that SimA is much faster on small edge devices, e.g., Raspberry Pi, which

we believe is due to higher complexity of Softmax layer on those devices. The code is available here:

2.2.1 Introduction

Recently, vision transformers have become very popular. Compared to CNNs, they achieve better ac-
curacy, however, deploying transformers in devices with smaller computational resources is challenging.
One reason is that a transformer model calls the Softmax layer several times which calls exp(.) opera-
tion consequently. We know that the exp(.) operation is costly particularly in smaller devices with limited
computational resources. For instance, implementing exp(.) on FGPA is much more costly compared to
implementing simple multiplication or addition operations.

As an example observation, Table Al of [209] measures the run-time of each component for a BERT
encoder on V100 GPUs. Softmax consumes more time compared to any other components including query
(Q), key (K), value (V) operation (Softmax: 453 us , QKV projections: 333 us, OKT: 189 us). This
is remarkable since the FLOPS of Softmax is much lower than those other components (Softmax: 0.2
GFLOPS, QKV projections: 25.7 GFLOPS, QK”: 4.3 GFPLOS). Similar observation are made in [405,

1.

We are interested in simplifying the attention mechanism by removing the Softmax layer. We believe
one role of the Softmax layer is to normalize the attention values so that tokens can compete with each other.

Our main idea is to enable this competition by normalizing the query and key matrices with their £;-norm
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Figure 2.9. Comparison on Edge devices: We evaluate performance of a single attention block for each
model on 3 different devices: Raspberry Pi 4 (Quad core Cortex-A72 @ 1.5GHz), NVIDIA Jetson Nano
(Quad-core ARM A57 @ 1.43 GHz), and Apple M1. To measure the effect of exp(.) only, we fix the
order of (QKTV) product so that all models have the same dot product complexity. We set N > D for
left and N < D for the right plots. We repeat average of the execution time over 1000 runs. We observe
that SimA is faster than other methods, which we believe is due to the increased complexity of exp(.)
operation compared to £; normalization on edge devices.

before multiplying them. Then, removing the Softmax layer results in the whole attention mechanism to
boil down to simply multiplying three matrices “query”, “key”, and “value”. While £;-norm has been used
in transformers before [163], the way we are using it to simplify the computational flow of the transformer
is novel.

As a bi-product, due to the associative property of multiplication, there are two possible orderings
of multiplying these three matrices at the test time. Depending on the ordering, the computation can be
quadratic on the number of tokens, N, or that of channels, D. Hence, we can reduce the computation
further by dynamically deciding on the ordering at the test time by comparing N and D without affecting the
training process. Moreover, since we normalize the vectors before multiplying, our method is numerically
more stable so we use half-precision floating point without overflowing.

The attention mechanism deals with the tokens without considering their ordering. This is an interesting
property that opens the door to many applications. For instance, the distribution of the tokens is relatively
robust compared to CNNs when we mask (drop) 75% of the tokens in masking auto-encoder (MAE [174]).
Moreover, the tokens can be seen as a non-ordered set that can come from various sources (e.g., multiple
cameras or non-camera sensors). Note that this permutation equivariance property does not exist in some
other models like MLP-Mixer [428]. Hence, instead of using MLP-Mixer that does not have Softmax by
default, we are interested in removing Softmax from the original transformers to keep this permutation
equivariance property.
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We perform experiments with our simple attention block, denoted SimA, by using it in standard vision
transformers, DeiT, CvT, and XCiT. SimA achieves on-par results with SOTA on ImageNet classification,
MS-COCO object detection and segmentation, and also self-supervised learning.

In summary, our SimA attention block does not use Softmax, which makes it computationally efficient
generally (see Fig. 2.9 and Table 2.6), and on the edge devices specifically. SimA can dynamically choose
to be linear on N or D at the test time depending on the image resolution or the number of tokens. Changing
Multi-head attention to Single-head one or changing GELU activation function to ReLU, has a very small

effect on the accuracy of SimA. This makes SimA simple and effective for various applications.

2.2.2 Method

2.2.2.1 Background on Vision Transformers:

Self-Attention Block: The original vision transformer [110] uses the self-attention block introduced
in [446]. Self-attention block gets X € RV*P as the input where N is the number of tokens and D is the
dimensionality of each token. Then W, € R?*P, Wy € RP*P and W, € R”*? projects X into three N x D
matrices: query (Q = XW,), key (K = XW;) and value (V = XW,). We calculate attention matrix A € RNVN
defined as A = Softmax(QK” | /D) where S oftmax is applied to each row independently, so each row in
A sums to one. Then, we calculate the output O = AV. Each row of O € RV*P corresponds to one token and
since rows of A sum to one, each token in a weighted average of the values of all tokens.

Additionally, Multi-Head Self-Attention (MSA) transformers divide Q, K, and V of each token into
H heads, where each head has its own attention over the corresponding head in all tokens. For example,
Q = [01;05;...; O] where Q; € RY “% is the query matrix for the i’th head. Then, we calculate H self-
attention for all heads in parallel and concatenate the outputs to get O = [Oy; Oz;...; Ogy]. Finally, the self-
attention block has an additional output projection W),,; € RP*P | thus the final output of the self-attention
block is OW,,,; which is of size RN*D,

Cross-covariance Attention Block (XCA): Vanilla self-attention block has a complexity of O(DN?)
which is quadratic on N. [23, ] introduce an attention mechanism that is linear on N. In XCA, we
calculate the attention matrix with A = K7 Q where A is a D x D matrix. Next, we apply Softmax on each
columns, so that columns sum to one. Then we calculate output as O = VA. Note that A is an attention of
channels on each other rather than tokens. Compared to vanilla self-attention (MSA), XCA has complexity

of O(D?N). Since XCA is linear on N, it is more efficient when N > D and it is less efficient when N < D.
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FiGure 2.10. Our Simple Attention (SimA): First, we normalize each channel in Q and K with £;-norm
across the tokens, to get O and K. Next, we can choose either (QKT)V or Q(KTV) depending on the
number of input tokens N. Compared to XCA and MSA, our method has following benefits: (1) It is free
of Softmax, hence it is more efficient. (2) At test time we can dynamically switch between (Qk T)V and
Q(KTV) based on the number of input tokens (e.g., different image resolution).

Vision Transformer Block: Vision transformers architecture contains n consecutive Vision Trans-
former blocks. Each block has MSA block followed by a Feed-Forward Network (FFN) both with skip
connection. FFN is a simple 2-layer MLP which projects tokens from D dimension to 4D and again back to
D dimensions. FFN uses GELU [185] as the activation function. Moreover, we use LayerNorm [30] on each
token before forwarding them through MSA or FEN blocks. The following two updating rules summarize

each block of the vision transformer:

(Stepl) X < X+ MSA(LayerNorm, (X))

(Step2) X « X+ FFN(LayerNorm,(X))

2.2.2.2 Simple Attention (SimA):

Our main goal is to reduce the computation by removing the Softmax (exp(.)) layer. We believe one of

the roles of the Softmax layer is to normalize the attention so that each token is a weighted average of the
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values of all tokens. This ensures that the attention values are bounded. Hence, we introduce an alternative
normalization method that does not need a Softmax layer.

In the regular attention block, if a channel in Q and/or K has large values, that channel may dominate
the dot product QK. This results in other channels being ignored in calculating the attention. We believe
this may be one of the reasons leading to superior performance of the multi-head attention (MSA) compared
to the single-head one. Since in MSA, the dominating channel can dominate a single head only leaving
the other heads still operational. We propose a method to take this solution to the extreme where we can
normalize each channel in Q and K across tokens so that different channels become more comparable. We
do this by simply dividing the values of each channel by the £; norm of that channel across all tokens:

Qi = i and Ki:= Ll

[ K;
where Q' is the i’th column of Q (values of the i’th channel for all tokens) and Q and K are the normalized
query and key matrices. Given this simple normalization method, we remove the Softmax layer, so the

attention block can be written as:

0=0K"v
where O € RV*P Similar to standard transformers, we use this block for each head separately, concatenate
the outputs, and finally apply the output projection OW,,, ;.

One can assume QK7 is the attention matrix that quantifies the effect of a token on another token.
Interestingly, if the query and key vectors have a large angle, the attention values can become negative,
meaning that a token can affect another one negatively. This is in contrast to regular transformers where the
attention is always non-negative. A simple pseudo-code is provided in the appendix.

Due to our normalization, the attention values are bounded between —D and D. The extremes happen
when only a single row of Q and a single row of K are nonzero. In this case, all other tokens will have zero
query and key vectors. One may divide the attention by D to bound it between —1 and 1. This constant
scalar multiplier can be absorbed into W,, the projection matrix for V.

We visualize SimA in Fig 2.10 and the pseudocode of SimA in Algorithm 1.

The cost of Softmax: Both XCA and MSA use Softmax for normalization. Softmax needs running
exp(.) which is costly. MSA uses Softmax on a matrix of size N x N while XCA uses Softmax on a matrix
of size D x D. Hence, the order of exp(.) operations is O(HN?) for MSA and O(HD?) for XCA. Therefore,

Softmax will be bottleneck when increasing the number of tokens (higher image resolutions) in MSA and
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number of channels (higher capacity transformers) in XCA. On the other hand, our attention block does not
use exp(.) operation at all. Moreover, in the last row of Table 2.4, we show that changing GELU to ReLU
in SimA gets comparable accuracy to the main experiment (79.6% vs 79.8%). This version of SimA does
not use any exp(.) operation at the inference time. The reduction in the computation cost of Softmax for
a single attention block is shown in Fig. 2.9-left for N > D and in Fig. 2.9-right for N < D and Table 2.6.
This Figure shows the speed-up due to removing Softmax only and does not include the speed-up due to
changing the order of multiplications. We believe removing the cost of exp(.) operation can have a large

impact particularly in edge devices with limited resources.

Algorithm 1: Pseudocode of SimA (Single Head) in a PyTorch-like style.

# self.gkv: nn.Linear(dim, dim * 3, bias=gkv_bias) ; query, key, value projection
# self.proj: nn.Linear(dim, dim, bias=output_proj_bias) ; output projection

def forward(self, x):
B, N, D = x.shape # B: batch size, N: number of Tokens, D: Dimension of Tokens
gkv = self.qkv(x).reshape(B, N, 3, D).permute(2, 0, 1, 3) # (3 x B x N x D)
q, k, v = qgkv[0], qkv[1], gkv[2] # split into query (B x N x D), key (B x N x D) and value (B x N x D)

k
q

= torch.nn. functional.normalize(k, p=1.0, dim=-2) # Normalized key (B x N x D)
= torch.nn. functional.normalize(q, p=1.0, dim=-2) # Normalized query (B x N x D)
if (N/D) < 1:

x = (q @ k.transpose(-2, -1)) @v # (B x N x D)
else:
x = q @ (k.transpose(-2, -1) @ v) # (B x N x D)

x = self.proj(x) # Output (B x N x D)
return x

2.2.3 Related Work

Vision Transformers: Convolutional Neural Networks (CNNs) have become ubiquitous as the most
commonly used network architecture for computer vision tasks [84, s s ]. Transformers have re-
cently emerged as a promising alternative to CNNs. Transformers [446] rely entirely on self-attention mech-
anism and was originally introduced for NLP tasks. ViT [110] adapts transformers to obtain convolution-
free architecture for computer vision tasks by dividing each image in 16 x 16 patches and considering each
patch as a token input. DeiT [431] improves training efficiency of ViT on smaller dataset. The Scaled
Dot-Product Attention module [446] used by transformers rely on the softmax operation for normalization.
Unlike CNNs/MLP [249, , , ] based architectures, softmax is an important part of transformer
architecture. In this paper, we address replacing the softmax (exp(.)) operation in the self-attention module
of vision transformers.

Efficient Vision Transformers: Transformers have a large memory footprint, so deploying them on

edge devices with limited resources is difficult. Many works study efficiency of transformers [44, 49,227,
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]. LeViT [157] uses down-sampling in stages to improve efficiency. [308, 477] integrate convolution
in transformer. [190, 289] improve the self-attention efficiency by limiting the attention of each token to
subset of tokens. [294] uses distillation to improve the efficiency of the network. [128,304,360] decrease the

number of tokens by token pruning. [285] apply quantization on transformers. Although these works limit
the computation generally, softmax or exp(.) function is still required to calculate the attention. Our idea
is orthogonal to these methods since we can replace attention block in any transformer with our exp(.) free
attention block.

Linear Attention: Vanilla attention has O(N>D) computation and memory complexity, where N is
number of input tokens and D is dimension of each token. Some works target this issue by replacing vanilla
attention with a linear attention with O(ND?) complexity. XCiT [23, 392] uses attention across feature
channels rather than tokens. Some works use similarity kernels to approximate softmax, thus it is possible to
have linear complexity by doing ¢(Q)(¢(K)T¢(V)) instead of (¢(Q)¢(K)T)p(V) where ¢(x) is the kernel
function. [225] uses ¢(x) = 1 + elu(x), whereas [293, ] use Gaussian kernel functions. [488] use SVD
decomposition and [86] use positive random features to approximate softmax. [460] approximate attention
with a low rank matrix. All these methods either use exponential function. For example, SOFT [293]
removes Softmax without reducing the number of exp(.) operations. Our ideas are different since we aim
to remove the costly exp(.) operation. Moreover, the focus of those methods is to have linear attention with
respect to number of tokens which is not the main focus of this paper. A recent work in the NLP community,
CosFormer [350], passes Q and K through a ReLU unit and normalizes their product. It also adds a re-
weighting method that improves the locality of the data using sine(.) and cosine(.) functions. Our idea is
simpler and we apply it to visual recognition rather than NLP. Moreover, cosine re-weighting in CosFormer
requires 4x more FLOPs in K and V dot product compared to ours.

Softmax Approximation: Softmax is an expensive operation on hardware since it requires exp(.)
operation. More specifically, softmax in transformer architecture contributes to major part of computation
when the input is large [405]. [33] approximates softmax with Taylor expansions, whereas [115, 146, 160,

] target designing a hardware architecture to approximate softmax. Softermax [405] uses a low-precision
implementation of 2*. [515] uses lower precision computation. [280, 347] use quantized softmax. While
these works approximate Softmax at the hardware, we replace Softmax completely with £; normalization at

the model architecture.
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2.2.4 Experiments

We evaluate effectiveness of SimA attention block by replacing self-attention in three popular vision
transformer families: DeiT, XCiT and CvT. We evaluate our model on image classification, object detection,

image segmentation, and self-supervised learning.

2.2.4.1 Image Classification

Dataset: We train on ImageNet1K [101] and report Top-1 accuracy on the validation set.

Implementation Details: We use PyTorch [335] and Timm [473] libraries to train our models with a
setup similar to [23,431]. We use AdamW [292] optimizer. We train CvT and DeiT models with 300 epochs
and XCiT models with 400 epochs. We set the batch size to 1024 and weight decay to 0.05. We use cosine
scheduling with an initial learning rate of Se — 4. We use Stochastic depth drop rate [202] of 0.05. Data
augmentations are the same as those in [431] including Rand-Augment [93], CutMix [512] and Mixup [519].
Following [23,435], we train our models with images of resolution 224 and evaluate it using images with a
crop ratio of 1.0. Training DeiT-S or XCiT-S12/16 with 8 RTX 6000 GPUs takes approximately 100 hours.

We use SimA along with the following three transformer architectures to show its generalization:

- DeiT: [431] is a well-known transformer architecture based on ViT [110]. Since we do not use the
distillation token introduced in DeiT, in our setting, DeiT is very similar to ViT except that it converged faster
due to better optimization parameters. We use DeiT-S which has the following settings: patch size= 16,
embedding dimensions= 384, number of heads= 6 and layers= 12. Self-attention in DeiT has complexity of
O(DN?) which is quadratic on the number of tokens N.

- XCiT: [23] is a state-of-the-art vision transformer architecture with a linear attention. XCiT has 2
major differences compared to DeiT: [label=(0)]

XCiT has Local Patch Interaction (LPI) in each block, which consists of one depth-wise 3x3 convolution
followed by Batch Normalization, GELU and another depth-wise 3%x3 convolution.
XCiT has separate class attention layers similar to [435]. The CLS token is added at the end of the initial
self-attention stage and class attention layers are used to aggregate information from image tokens to the
class token. This modification adds extra parameters and computation to the model.

We replace SimA in three variant of XCiT: XCiT-S12/16, XCiT-T12/8 and XCiT-T24/16. XCiT-S12/16
has a patch size of 16, embedding dimension of 384, 8 heads, 12 layers, and 2 class attention layers. XCiT-
T12/8 is similar to XCiT-S12/16 with a patch size of 8, embedding dimension of 192, and 4 heads. XCiT-

T24/16 is similar to XCiT-T12/8 with patch size of 16.
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TaBLE 2.4. ImageNet classification: We denote replacing Softmax attention with SimA by X — SimA.
Softmax column indicates the number of exp(.) operations in the attention block. N is the number of
tokens, D is the token dimension, H is the number of heads, M is the local window size, and R is the
reduction ratio. We also report ResNet50 RA (with RandAug [93]). Models indicated by * use teacher
during training. EfficientNet outperforms our method, but it is a convolutional network and uses more
FLOPs at higher image resolution. SOFT also has exp(.) function in the backbone which is costly. Purple
rows are our method while blue rows are comparable baselines. Our method is a exp(.) free transformer
and has on-par accuracy with SOTA transformers. To simplify SimA even further, we investigate two
more variations in yellow rows: (1) Replacing GELU with ReL.U, (2) Replacing multi-head attention with
single head attention. Interestingly, SimA has comparable performance even with single head attention and
ReLU. Note that the ReLLU version does not need any exp(.) operation at the inference time. Execution
time of SimA and other baselines are shown in Fig. 2.9 and Table 2.6.

Model params FLOPs Resolution Softmax/#exp Topl-Acc
CNN ResNet18 [178] 12M 1.8B 224 0 69.8
Transformer XCiT-T24/16 [23] 12M 2.3B 224 HD? 79.4
Transformer XCiT-T24/16 - SimA 12M 2.3B 224 0 79.8
Transformer XCiT-T12/8 [23] ™ 4.8B 224 HD? 79.7
Transformer XCiT-T12/8 — SimA ™ 4.8B 224 0 79.4
ResNet50 RA [93] 25M 3.9B 224 0 77.6
CNN EfficientNet-B5 RA [93] 30M 9.9B 456 0 83.9
RegNetY-4GF [355] 21M 4.0B 224 0 80.0
ConvNeXt-T [290] 29M 4.5B 224 0 82.1
ResMLP-S24 [429] 30M 6.0B 224 0 79.4
MLP MS-MLP-T [535] 28M 4.9B 224 0 82.1
Hire-MLP-S [162] 33M 4.2B 224 0 82.1
Twin-SVT-S [87] 24M 3.7B 224 HM?N 81.7
Hybrid CvT-13 [478] 20M 4.5B 224 HN? 81.6
CvT-13 - SimA 20M 4.5B 224 0 81.4
Swin-T [289] 29M 4.5B 224 HM*N 81.3
PVT-S [462] 24M 4.0B 224 HNZ/R 79.8
T2T-ViT-14 [509] 21M 5.2B 224 HN? 80.7
CaiT-XS24%* [435] 26M  19.3B 384 HN? 84.1
SOFT-S [293] 24M 3.3B 224 HN? 82.2
Transformer DeiT-S* [431] 2M  4.6B 224 HN? 81.2
XCiT-S12/16* [23] 26M 4.8B 224 HD? 83.3
DeiT-S [431] 2M  4.6B 224 HN? 79.8
XCiT-S12/16 [23] 26M 4.8B 224 HD? 82.0
DeiT-S — SimA 22M 4.6B 224 0 79.8
XCiT-S12/16 —» SimA 26M 4.8B 224 0 82.1
Multi-Head/GELU DeiT-S — SimA 22M 4.6B 224 0 79.8
Multi-Head — Single-Head DeiT-S — SimA 22M 4.6B 224 0 79.4
GELU - ReLU DeiT-S — SimA 22M 4.6B 224 0 79.6

- CvT: We apply SimA to CvT [478], which is a SOTA hybrid convolution/transformer architecture.
CvT has 3 stages. Each stage has a Convolution Token Embedding layer followed by transformer blocks.
We use CvT-13 in our experiments which 13 blocks in total.

Results on ImageNet: We replace MSA and XCA blocks with our SimA block in DeiT, CvT and
XCiT respectively, and train our models on ImageNet. Note that we train our models from scratch without

distillation from a teacher. Results are in Table 2.4. In XCiT models, we get comparable results when
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TaBLE 2.5. Linear Attention Comparison: We compare SimA with previous linear attention methods
introduced in NLP. We report ImageNet Top-1 validation accuracy. Note that the focus of these methods
is to have linear attention with respect to the number of tokens while the main focus of SimA is to remove
exp(.) operation. * CosFormer is originally in NLP. We ran multiple versions of CosFormer with cosine
re-weighting (multiple learning rates and weight decays) for the vision task, however, none of them con-
verged. Moreover, CosFormer with cosine re-weighting requires 4x more FLOPs compared to SimA in
multiplying Q, K, and V matrices. More details are in the appendix. Execution time of SimA and SOFT

is shown in Fig. 2.9 and Table 2.6.

Model params FLOPs Softmax/#exp Topl-Acc
Transformer [446] 13M 3.9B HN? 79.1
Linformer [460] 13M 1.9B HN 78.2
Performer [86] 13M 2.2B ND 76.1
Nystromformer [488] 13M 2.0B HN 78.6
SOFT [293] 13M 1.9B HN? 79.3
XCiT-T20/16 - SimA 12M 1.9B 0 79.2
XCiT w/ Efficient Attention [392] 22M 4.8B ND 80.9
CosFormer w/o re-weighting * [350]  22M 4.8B 0 76.1
XCiT-S12/16 — SimA 22M 4.8B 0 82.1

TasLE 2.6. Execution Time Comparison: We compare execution time of different attention blocks on 3
different edge devices. SimA has faster execution time in edge devices due to removing exp(.) operation.
To measure the effect of exp(.) only, we fix the order of (QK Ty) product so that all models have the same
dot product complexity. We set N > D for top table and N < D for the bottom table. These results are also

shown in Figure 2.9.

\ D=64 N=25 H=8 N>D

‘ Model ‘ Execution Time (ms)

‘ ‘ NVIDIA nano Apple M1 Raspberry Pi 4
Vanilla Attention (DeiT) 177.4 35.8 180.6
ELU [225] 144.5 26.2 160.0
SimA 63.6 204 51.9

\ D=256 N=64 H=8 N<D \

‘ Model ‘ Execution Time (ms) ‘

‘ ‘ NVIDIA nano Apple M1 Raspberry Pi 4 ‘
SOFT [293] 145.9 36.0 177.4
XCA [392] 144.4 36.1 178.7
ELU [225] 105.2 26.4 160.1
SimA 58.0 20.5 53.2

replacing XCA block with SimA block. Compared to DeiT-S, our attention block performs on-par with

DeiT-S. Moreover, our method with no Softmax layer, achieves comparable accuracy (0.2 point lower)

compared to CvT-13. This suggests that one can replace attention block with SimA in these standard SOTA

transformers without degrading their performance. Since SimA is exp(.) free, it has the advantage over

regular attention architectures in terms of efficiency and simplicity.

Comparison to Linear Attention: We compare SimA with other Linear Attention methods in NLP

literature in Table 2.5. We train all methods with ImageNet-1K training set and report Top-1 accuracy on
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TaBLE 2.7. Transfer to MS-COCO dataset: Models with * are pretrained with a teacher on ImageNet.
Swin-T has more parameters and Softmax overhead. XCiT-S12/8 has 4x more tokens. Our method
is exp(.) free, thus it is more efficient for high resolution images and high capacity models (Fig. 2.9).
Execution time of SimA and XCA (XCiT) is shown in Fig. 2.9.

Detection Segmentation
Backbone params exp(.) | AP** AP APS* | AP™F APZEF APhOsk
ResNet50 [178] 44.2M X 41.0 61.7 449 37.1 58.4 40.1
PVT-Small [462] 44.1M v 43.0 653 469 39.9 62.5 42.8
ViL-Small [524] 45.0M v 434 649 47.0 39.6 62.1 42.4
Swin-T [289] 47.8M v 46.0 68.1 503 41.6 65.1 44.9
XCiT-S12/16* 44.3M v 453 67.0 495 40.8 64.0 43.8
XCiT-S12/8* 43.1M v 47.0 689 517 42.3 66.0 45.4
XCiT-S12/16 44 .3M v 450 66.7 489 40.5 63.6 43.2
XCiT-S12/16 — SimA 44.3M X 448 66.5 48.8 40.3 63.2 433

TaBLE 2.8. Self-Supervised Learning: We train SimA attention block with DINO (SSL). Our method
achieves performance comparable to transformer models with Softmax and trained for 100 epochs. Note
that methods with different SSL task and higher number of epochs are not directly comparable. Execution
time of SimA and XCA (XCiT) is shown in Fig. 2.9.

SSL Method Model params epochs exp(.) FLOPs Linear k-NN
ISD [420] ResNet50 25M 200 X 3.9B 69.8  62.0
MoCo v2 [175] ResNet50 25M 200 X 3.9B 69.9 -

MSF [242] ResNet50 25M 200 X 3.9B 724 649
BYOL [160] ResNet50 25M 1000 X 3.9B 743 669
MoBY [486] Swin-T 29M 300 v 4.5B 75.0 -

DINO [59] ResNet-50 23M 300 X 4.1B 745 65.6
DINO [59] ResMLP-S24 30M 300 X 6.0B 72.8 69.4
DINO [59] ViT-S/16 22M 300 v 4.6B 76.1 72.8
DINO [59] XCiT-S12/16 26M 300 v 4.9B 77.8 76.0
DINO [59] ViT-§/16 22M 100 v 4.6B 74.0  69.3
DINO [59] XCiT-S12/16 26M 100 v 4.9B 75.8 71.6
DINO [59] XCiT-S12/16 - SimA  26M 100 X 4.9B 75,5 712

ImageNet-1K validation set. SimA has better or on-par accuracy compared to other methods. Additionally,

SimA is exp(.) free which is the main goal of this work.

2.2.4.2 Transfer To Object Detection and Semantic Segmentation

As shown in Figure 2.9, Table 2.6, and [405], softmax operation represents a large fraction of runtime

in vision transformers, especially when the image resolution is high. In object detection and segmentation
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tasks we usually forward high resolution images. We demonstrate the transferability of SimA to these dense
prediction tasks by fine-tuning our ImageNet pretrained model on them.

Dataset: We use MS-COCO [279] dataset for these tasks. MS-COCO has 118K training images and SK
validation images with 80 categories. Images are annotated with bounding boxes and semantic segmentation
masks.

Implementation Details: We follow [23, 65, 289] for the setup and implementation. We use our pre-
trained model as the backbone of Mask RCNN [176]. Similar to [23], we use FPN [278] to extract features
from layers 4, 6, 8 and 12 of the transformer. We use AdamW [292] optimizer with a learning rate of le — 4
and weight decay 0.05. We train our model for 36 epochs with batch size of 16 on 8 RTX2080Ti GPUs.
Training takes 36 hours.

Results on MS-COCO: We compare our XCiT-S12/16 — SimA model with other vision transformers
and ResNet in Table 2.7. We report the performance on the minival set. For a fair comparison, we limit
the comparison to all models which are initialized with ImageNet1K pretrained backbones and trained with
the same training time budget (3x schedule) on MS-COCO dataset. In comparison to other transformers,
our method gets on-par performance while it is free of Softmax overhead on high resolution images or high

capacity models (refer to Fig. 2.9).

2.2.4.3 Self-Supervised Learning

To show the generalizability of SimA, we train our SimA model on a pretext task for self-supervised
learning (SSL). We use the non-contrastive task called DINO [59] for SSL pre-training. We train our model
on ImageNet train set (1.2M) without the use of ground-truth labels. DINO training is relatively expensive
since it requires forwarding multi-crop augmentation through two models. Due to limited resources, we
train our model and the baselines for 100 epochs. To train our XCiT-S12/16 — SimA model with DINO,
we follow the training configuration of XCiT-S12/16 from the official repository of DINO [58]. Similar
to DINO, we use AdamW optimizer in PyTorch library with initial learning rate of 0.00025 with cosine
scheduling. We use initial weight decay of 0.04 and increase it to 0.4 with cosine scheduling. We train for
100 epochs with minibatches of size 256. The training takes approximately 100 hours on four RTX-3090
GPUs. We use similar settings for training our method and the baseline (XCiT-S12/16).

Results of SSL training: Following [59,240], we report k-NN and Linear evaluation metrics for eval-
uating the SSL models. For k-NN evaluation, we forward images of training and validation set through the

frozen backbone and extract features. We report 20-NN on the validation set. For Linear evaluation, we
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freeze the backbone and train a linear layer on extracted features from the frozen backbone and report Top-1
accuracy on the ImageNet validation set. We adopt a similar approach to DINO [59] for extracting features
from XCiT architecture. We extract the classification tokens of the last two class attention layers and global
average pooling of the last two regular attention layers. Each of those 4 vectors is of size 384. We concate-
nate them and train a linear layer of size 4 x 384 to 1000 classes of ImageNet1K. We use similar training
settings as DINO to train a linear layer for both our method and the baseline (XCiT-S12/16). We train for
100 epochs with SGD optimizer and the following settings: learning rate: 0.001 with cosine scheduling,
batch size: 1024, and weight decay: 0. Results are shown in Table 2.8. Our exp(.) free method performs

comparably with the baselines with 100 epochs of training.

2.2.4.4 Single-head vs Multi-head Attention

In the regular attention block, if a channel in Q and/or K has large values, that channel may dominate the
dot product QKT We believe multi-head attention (MSA) mitigates this issue to some degree by containing
the dominant channel in one head only so that the other heads can have reasonable effect in the final attention.
In SimA, by doing ¢; normalization of each channel in Q and K across tokens, different channels become
more comparable in the dot product QK so multi-head attention may not have a large effect anymore. To
evaluate our hypothesis empirically, we train both DeiT-S — SimA and DeiT-S with single head attention
only. Results are in Table. 2.9. Interestingly, we show that with single-head attention, our method gets
comparable results (0.4 point lower) while the accuracy of DeiT-S drops by 2.8 points. This suggests that
unlike the vanilla attention block, multi-head attention is not critically important in SimA, which leads to
simplicity SimA even further.

TasiLe 2.9. Effect of Removing Multi-Head Attention: In single head variation, our method degrades
much less compared to DeiT probably due to normalization of Q and K.

Model DeiT-S — SimA DeiT-S
Attention Heads 6 (Multi-Head) 1 (Single) | 6 (Multi-Head) 1 (Single)
ImageNet Top-1 acc. | 79.8 79.4 (-0.4) | 79.8 77.0 (-2.8)

2.2.4.5 Replacing GELU with ReLU

Similar to Softmax function, GELU activation function also uses exp(.) operation, which is costly. We
replace all GELU activation functions in DeiT-S — SimA with ReLU. We observe that DeiT-S — SimA with

ReLU gets accuracy of 79.6 which is only 0.2 points lower than DeiT-S — SimA with GELU activation
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SimA DeiT DeiT

FiGURe 2.11. Our method (SimA): Standard attention passes QK through Softmax before multiplying
with V. However, we multiply QKT directly with V. Hence, in our case, the magnitude of QK should
identify which tokens are more important (their information flows to the next layers). We show that this
magnitude is correlated with the importance of tokens. We extract O and K from layer 12 of transformer.
We get £>-norm of each token for O and K, normalize it to range [0,1] and overlay it as a heatmap on the
image. We show the same visualization for DeiT in the supplementary for completeness.

function. Note that SimA with ReLU does not use any exp(.) operation at the inference time, leading to

further efficiency of the model. Results are in Table 2.4 (yellow rows).

2.2.4.6 Effect of ¢{; Normalization

To see the effect of £; normalization, we train our model without normalizing Q and K. We use XCiT-

S12/16 — SimA with the same hyperparameters as our main experiment in Section 2.2.4.1. Note that without
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normalization, the range of QK can be from —oo to +oo. None of our several trials converged as the training
becomes unstable and results in a frequent NaN loss. Moreover, we replace £; with £, normalization, results

in 2.9 points drop in accuracy (82.1% vs 79.2%).

2.2.4.7 Visualization

Since in SimA, we multiply the dot product QK directly with V without any Softmax layer, the Q and
K with larger magnitute will have more effect in the output of the block. Hence, we believe this magnitude
can highlight the important tokens or image regions. This can be seen as a form of explanation or saliency
map. First, we extract O and K in the last layer of transformer (layer 12). Then, we calculate the £>-norm
of Q along the channel dimension to get a single non-negative scalar for each token. We reshape this N x 1
vector to the image shape, up-sample it to original image size, normalize it to range [0, 1], and overlay it on
the image as a heatmap. We repeat the same for K. As shown qualitatively in Fig. 2.11, such a visualization

highlights the important regions of the image.

2.2.5 Conclusion

We introduced SimA, a simple attention block that does not involve exp(.) operation, to reduce the
computational cost of transformers particularly at edge devices. SimA performs normalization on key and
query matrices before multiplying them, enabling dynamically switching between O(DN?) or O(D*N)
depending on the number of tokens (e.g., image resolution). Our extensive experiments show that while
reducing the cost of inference, SimA achieves on-par results compared to SOTA methods on various bench-
marks including ImageNet classification, MS-COCO object detection and segmentation, and self-supervised
learning. Moreover, a single-head variation of SimA, which is even simpler, achieves results on-par with
SOTA multi-head attention models. We believe SimA can encourage research in this direction leading to

easier adoption of transformers on edge devices with limited resources.
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2.3 CompRess: Self-Supervised Learning by Compressing Representations

Self-supervised learning aims to learn good representations with unlabeled data. Recent works have
shown that larger models benefit more from self-supervised learning than smaller models. As a result,
the gap between supervised and self-supervised learning has been greatly reduced for larger models. In
this work, instead of designing a new pseudo task for self-supervised learning, we develop a model com-
pression method to compress an already learned, deep self-supervised model (teacher) to a smaller one
(student). We train the student model so that it mimics the relative similarity between the datapoints in
the teacher’s embedding space. For AlexNet, our method outperforms all previous methods including the
fully supervised model on ImageNet linear evaluation (59.0% compared to 56.5%) and on nearest neigh-
bor evaluation (50.7% compared to 41.4%). To the best of our knowledge, this is the first time a self-
supervised AlexNet has outperformed supervised one on ImageNet classification. Our code is available

here:

2.3.1 Introduction

Supervised deep learning needs lots of annotated data, but the annotation process is particularly expen-
sive in some domains like medical images. Moreover, the process is prone to human bias and may also
result in ambiguous annotations. Hence, we are interested in self-supervised learning (SSL) where we learn
rich representations from unlabeled data. One may use these learned features along with a simple linear
classifier to build a recognition system with small annotated data. It is shown that SSL. models trained on
ImageNet without labels outperform the supervised models when transferred to other tasks [70, 175].

Some recent self-supervised learning algorithms have shown that increasing the capacity of the archi-
tecture results in much better representations. For instance, for SimCLR method [70], the gap between
supervised and self-supervised is much smaller for ResNet-50x4 compared to ResNet-50 (also shown in
Figure 2.12). Given this observation, we are interested in learning better representations for small models
by compressing a deep self-supervised model.

In edge computing applications, we prefer to run the model (e.g., an image classifier) on the device
(e.g., 10T) rather than sending the images to the cloud. During inference, this reduces the privacy concerns,
latency, power usage, and cost. Hence, there is need for rich, small models. Compressing SSL models goes

beyond that and reduces the privacy concerns at the training time as well. For instance, one can download a
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Figure 2.12. ImageNet Evaluation: We compare “Ours-1q” self-supervised model with supervised and
SOTA self-supervised models on ImageNet using linear classification (left), nearest neighbor (middle)
and cluster alignment (right) evaluations. Our AlexNet model outperforms the supervised counterpart
on all evaluations. This model is compressed from ResNet-50x4 trained with SimCLR method using
unlabeled ImageNet. All models have seen ImageNet images only. All SOTA SSL models are MoCo
except ResNet-50x4 that is SimCLR. The teacher for our AlexNet and ResNet-50 is SimCLR ResNet-
50x4 and for ResNet18 and MobileNet-V2 is MoCo ResNet-50.

rich self-supervised MobileNet model that can generalize well to other tasks and finetune it on his/her own
data without sending any data to the cloud for training.

Since we assume our teacher has not seen any labels, its output is an embedding rather than a probability
distribution over some categories. Hence, standard model distillation methods [188] cannot be used directly.
One can employ a nearest neighbor classifier in the teacher space by calculating distances between an input
image (query) and all datapoints (anchor points) and then converting them to probability distribution. Our
idea is to transfer this probability distribution from the teacher to the student so that for any query point, the
student matches the teacher in the ranking of anchor points.

Traditionally, most SSL. methods are evaluated by learning a linear classifier on the features to perform
a downstream task (e.g., ImageNet classification). However, this evaluation process is expensive and has
many hyperparameters (e.g., learning rate schedule) that need to be tuned as one set of parameters may
not be optimal for all SSL methods. We believe a simple nearest neighbor classifier, used in some recent
works [480, 502, 545], is a better alternative as it has no parameters, is much faster to evaluate, and still
measures the quality of features. Hence, we use this evaluation extensively in our experiments. Moreover,
inspired by [216], we use another related evaluation by measuring the alignment between k-means clusters
and image categories.

Our extensive experiments show that our compressed SSL models outperform state-of-the-art compres-

sion methods as well as state-of-the-art SSL. counterparts using the same architecture on most downstream
46



2.3. COMPRESS: SELF-SUPERVISED LEARNING BY COMPRESSING REPRESENTATIONS

tasks. Our AlexNet model, compressed from ResNet-50x4 trained with SimCLR method, outperforms stan-
dard supervised AlexNet model on linear evaluation (by 2 point), in nearest neighbor (by 9 points), and in
cluster alignment evaluation (by 4 points). This is interesting as all parameters of the supervised model are
already trained on the downstream task itself but the SSL model and its teacher have seen only ImageNet
without labels. To the best of our knowledge, this is the first time an SSL model performs better than the

supervised one on the ImageNet task itself instead of transfer learning settings.

2.3.2 Related work

In self-supervised learning for images, we learn rich features by solving a pretext task that needs unla-
beled data only. The pseudo task may be colorization [526], inpainting [336], solving Jigsaw puzzles [323],
counting visual primitives [324], and clustering images [56].

Contrastive learning: Our method is related to contrastive learning [31, , R , s , ,545]
where the model learns to contrast between the positive and lots of negative pairs. The positive pair is from
the same image and model but different augmentations in [70, 175,426] and from the same image and aug-
mentation but different models (teacher and student) in [425]. Our method uses soft probability distribution
instead of positive/negative classification [545], and does not couple the two embeddings (teacher and stu-
dent) directly [425] in “Ours-2q” variant. Contrastive learning is improved with a more robust memory bank
in [175] and with temperature and better image augmentations in [70]. Our ideas are related to exemplar
CNNs [114, ], but used for compression.

Model compression: The task of training a simpler student to mimic the output of a complex teacher is
called model compression in [47] and knowledge distillation in [188]. In [188], the softened class probabili-
ties from the teacher are transferred to the student by reducing KL divergence. The knowledge in the hidden
activations of intermediate layers of the teacher is transferred by regressing linear projections [373], aggre-
gation of feature maps [516], and gram matrices [S00]. Also, knowledge at the final layer can be transferred
in different ways [20,29, 32, , R , , , , R , , , 1. In [20), ] distillation is
formulated as maximization of information between teacher and student.

Similarity-based distilation: Pairwise similarity based knowledge distillation has been used along with
supervised teachers. [332, 340, 444] use supervised loss in distillation. [334] is probably the closest to our
setting which does not use labels in the distillation step. We are different as we use memory bank and
SoftMax along with temperature, and also apply that to compressing self-supervised models in large scale.

We compare with a reproduced variant of [334] in the experiments (subsection 2.3.4.3).
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Model compression for self-supervision: Standard model compression techniques either directly use
the output of supervised training [188] or have a supervised loss term [332, 425] in addition to the com-
pression loss term. Thus, they cannot be directly applied to compress self-supervised models. In [325],
the knowledge from the teacher is transferred to the student by first clustering the embeddings from teacher
and then training the student to predict the cluster assignments. In [495], the method of [325] is applied to

regularize self-supervised models.

2.3.3 Method

Our goal is to train a deep model (e.g. ResNet-50) using an off-the-shelf self-supervised learning algo-
rithm, and then compress it to a less deep model (e.g., AlexNet) while preserving the discriminative power
of the features. Figure 2.13 shows our method.

Assuming a frozen teacher embedding #(x) € RV with parameters 6, that maps an image x into an N-
D feature space, we want to learn the student embedding s(x) € RM with parameters 6 that mimics the
same behavior as 7(x) if used for a downstream supervised task e.g., image classification. Note that the
teacher and student may use architectures from different families, so we do not necessarily want to couple
them together directly. Hence, we transfer the similarity between data points from the teacher to the student
rather than their final prediction.

For simplicity, we use ¢; = ¢(x;) for the embedding of the model #(x) on the input image x; normalized
by ¢, norm. We assume a random set of the training data {x j}’}:l are the anchor points and embed them
using both teacher and student models to get {tjl -1 and {s?}?zl. Given a query image ¢; and its embeddings
tl.q for teacher and siq for student, we calculate the pairwise similarity between tl.q and all anchor embeddings
{t;? 21> and then optimize the student model so that in the student’s embedding space, the query s has the
same relationship with the anchor points {s;‘ 72 1

To measure the relationship between the query and anchor points, we calculate their cosine similarity.
We convert the similarities to the form of a probability distribution over the anchor points using SoftMax

operator. For the teacher, the probability of the i-th query for the j-th anchor point is:

pi(r) = exp(t?Tt?T/T)

| Y exp(t] /1)

where 7 is the temperature hyperparamater. Then, we define the loss for a particular query point as the KL
divergence between the probabilities over all anchor points under the teacher and student models, and we

sum this loss over all query points:
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Figure 2.13. Our compression method: The goal is to transfer the knowledge from the self-supervised
teacher to the student. For each image, we compare it with a random set of data points called anchors
and obtain a set of similarities. These similarities are then converted into a probability distribution over
the anchors. This distribution represents each image in terms of its nearest neighbors. Since we want to
transfer this knowledge to the student, we get the same distribution from the student as well. Finally, we
train the student to minimize the KL divergence between the two distributions. Intuitively, we want each
data point to have the same neighbors in both teacher and student embeddings. This illustrates Ours-2q
method. For Ours-1q, we simply remove the student memory bank and use the teacher’s anchor points for
the student as well.

L(t,5) = 2 KL(P'(D]p'(s))

where p(s) is the probability distribution of query i over all anchor points on the student network. Finally,
since the teacher is frozen, we optimize the student by solving:
arggmin L(t,s) = arggmin > —pz-(t).log(p;(s))
s s i

Memory bank: One may use the same minibatch for both query and anchor points by excluding the
query from each set of anchor points. However, we need a large set of anchor points (ideally the whole
training set) so that they have large variation to cover the neighborhood of any query image. Our experiments
verify that using the minibatch of size 256 for anchor points is not enough for learning rich representations.
This is reasonable as ImageNet has 1000 categories so the query may not be close to any anchor point in a
minibatch of size 256. However, it is computationally expensive to process many images in a single iteration
due to limited computation and memory. Similar to [480], we maintain a memory bank of anchor points from

several most recent iterations. We use momentum contrast [ 175] framework for implementing memory bank
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for the student. However, unlike [175], we find that our method is not affected by the momentum parameter
which requires further investigation. Since the teacher is frozen, we implement its memory bank as a simple
FIFO queue.

Temperature parameter: Since the anchor points have large variation covering the whole dataset,
many of them may be very far from the query image. We use a small temperature value (less than one) since
we want to focus mainly on transferring the relationships from the close neighborhoods of the query rather
than faraway points. Note that this results in sharper probabilities compared to 7 = 1. We show that 7 = 1
degrades the results dramatically. The temperature value acts similarly to the kernel width in kernel density
estimation methods.

Student using teacher’s memory bank: So far, we assumed that the teacher and student embeddings
are decoupled, so used a separate memory bank (queue) for each. We call this method Ours-2q. However,
we may use the teacher’s anchor points in calculating the similarity for the student model. This way, the
model may learn faster and be more stable in the initial stages of learning, since the teacher anchor points
are already mature. We call this variation Qurs-1q in our experiments. Note that in “Ours-1q” method, we
do not use momentum since the teacher is constant.

Caching the teacher embeddings: Since we are interested in using very deep models (e.g., ResNet-
50x4) as the teacher, calculating the embeddings for the teacher is expensive in terms of both computation
and memory. Also, we are not optimizing the teacher model. Hence, for such large models, we can cache the
results of the teacher on all images of the dataset and keep them in the memory. This caching has a drawback
that we cannot augment the images for the teacher, meaning that the teacher sees exact same images in all
epochs. However, since the student still sees augmented images, it is less prone to overfitting. On the other
hand, this caching may actually help the student by encouraging the relationship between the query and
anchor points to be close even under different augmentations, hence, improving the representation in a way
similar to regular contrastive learning [175,480]. In our experiments, we realize that caching degrades the
results by only a small margin while is much faster and efficient in learning. We use caching when we

compress from ResNet-50x4 to AlexNet.

2.3.4 Experiments

We use different combinations of architectures as student-teacher pairs (listed in Table 2.10). We use
three teachers : (a) ResNet-50 model which is trained using MoCo-v2 method for 800 epochs [76], (b)
ResNet-50 trained with SWAV [57] for 800 epochs, and (c) ResNet-50x4 model which is trained using

SimCLR method for 1000 epochs [70]. We use the officially published weights of these models [12, 14,
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]. For supervised models, we use the official PyTorch weights [16]. We use ImageNet (ILSVRC2012)
[378] without labels for all self-supervised and compression methods, and use various datasets (ImageNet,
PASCAL-VOC [121], Places [539], CUB200 [471], and Cars196 [243]) for evaluation.

Here, we report the implementation details for Ours-2q and Ours-1q compression methods. The im-
plementation details for all baselines and transfer experiments are included in the appendix. We use Py-
Torch along with SGD (weight decay=1e—4, learning rate=0.01, momentum=0.9, epochs=130, and batch
size=256). We multiply learning rate by 0.2 at epochs 90 and 120. We use standard ImageNet data augmen-
tation found in PyTorch. Compressing from ResNet-50x4 to ResNet-50 takes ~100 hours on four Titan-RTX
GPUs while compressing from ResNet-50 to ResNet-18 takes ~90 hours on two 2080-T1 GPUs. We adapt
the unofficial implementation of MoCo [175] in [2] to implement memory bank for our method. We use
memory bank size of 128,000 and set moving average weight for key encoder to 0.999. We use the temper-
ature of 0.04 for all experiments involving SimCLR ResNet-50x4 and MoCo ResNet-50 teachers. We pick
these values based on the ablation study done for the temperature parameter in subsection 2.3.5. For SWAV

ResNet-50 teacher, we use a temperature of 0.007 since we find that it works better than 0.04.

2.3.4.1 Evaluation Metrics

Linear classifier (Linear): We treat the student as a frozen feature extractor and train a linear classifier
on the labeled training set of ImageNet and evaluate it on the validation set with Top-1 accuracy. To reduce
the computational overhead of tuning the hyperparameters per experiment, we standardize the Linear eval-
uation as following. We first normalize the features by ¢, norm, then shift and scale each dimension to have
zero mean and unit variance. For all linear layer experiments, we use SGD with 1r=0.01, epochs=40, batch
size=256, weight decay=1e—4, and momentum=0.9. At epochs 15 and 30, the Ir is multiplied by 0.1.

Nearest Neighbor (NN): We also evaluate the student representations using nearest neighbor classifier
with cosine similarity. We use FAISS GPU library [9] to implement it. This method does not need any
parameter tuning and is very fast (~25 minutes for ResNet-50 on a single 2080-TT GPU)

Cluster Alignment (CA): The goal is to measure the alignment between clusters of our SSL repre-
sentations with visual categories, e.g., ImageNet categories. We use k-means (with k=1000) to cluster our
self-supervised features trained on unlabeled ImageNet, map each cluster to an ImageNet category, and then
evaluate on ImageNet validation set. In order to map clusters to categories, we first calculate the alignment
between all (cluster- category) pairs by calculating the number of common images divided by the size of

cluster. Then, we find the best mapping between clusters and categories using Hungarian algorithm [250]
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that maximizes total alignment. This labels the clusters. Then, we report the classification accuracy on the
validation set. This setting is similar to the object discovery setting in [216]. In Figure 2.14 (c), we show

some random images from random clusters where images inside each cluster are semantically related.

2.3.4.2 Baselines:

Contrastive Representation Distillation (CRD): CRD [425] is an information maximization based
SOTA method for distillation that includes a supervised loss term. It directly compares the embeddings of
teacher and student as in a contrastive setting. We remove the supervised loss in our experiments.

Cluster Classification (CC): Cluster Classification [325] is an unsupervised knowledge distillation
method that improves self-supervised learning by quantizing the teacher representations. This is similar to
the recent work of ClusterFit [495].

Regression (Reg): We implement a modified version of [373] that regresses only the embedding layer
features [503]. Similar to [373, ], we add a linear projection head on top of the student to match the
embedding dimension of the teacher. As noted in CRD [425], transferring knowledge from all intermediate
layers does not perform well since the teacher and student may have different architecture styles. Hence, we
use the regression loss only for the embedding layer of the networks.

Regression with BatchNorm (Reg-BN): We realized that Reg does not perform well for model com-
pression. We suspect the reason is the mismatch between the embedding spaces of the teacher and student
networks. Hence, we added a non-parametric Batch Normalization layer for the last layer of both student
and teacher networks to match their statistics. The BN layer uses statistics from the current minibatch only
(element-wise whitening). Interestingly, this simple modified baseline is better than other sophisticated

baselines for model compression.

2.3.4.3 Experiments Comparing Compression Methods

Evaluation on full ImageNet: We train the teacher on unlabeled ImageNet, compress it to the student,
and evaluate the student using ImageNet validation set. As shown in Table 2.10, our method outperforms
other distillation methods on all evaluation benchmarks. For a fair comparison, on ResNet-18, we trained
MoCo for 1,000 epochs and got 54.5% in Linear and 41.1% in NN which does not still match our model.
Also, a variation of our method (MoCo R50 to R18) without SoftMax, temperature, and memory bank

(similar to [334]) results in 53.6% in Linear and 42.3% in NN. To evaluate the effect of the teacher’s SSL
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TasLE 2.10. Comparison of distillation methods on full ImageNet: Our method is better than all com-
pression methods for various teacher-student combinations and evaluation benchmarks. In addition, as
reported in Table 2.14 and Figure 2.12, when we compress ResNet-50x4 to AlexNet, we get 59.0% for
Linear, 50.7% for Nearest Neighbor (NN), and 27.6% for Cluster Alignment (CA) which outperforms
the supervised model. On NN, our ResNet-50 is only 1 point worse than its ResNet-50x4 teacher. Note
that models below the teacher row use the student architecture. Since a forward pass through the teacher
is expensive for ResNet-50x4, we do not compare with CRD, Reg, and Reg-BN.

Teacher MoCo ResNet-50 MoCo ResNet-50 MoCo ResNet-50 ResNet-50x4

Student AlexNet ResNet-18 MobileNet-V2 ResNet-50
Linear NN CA |Linear NN CA |Linear NN CA |Linear NN CA

Teacher 70.8 573 34.2‘ 70.8 573 34.2‘ 70.8 573 34.2‘ 75.6 645 38.7

Random-init 10.7 32 1.0 5.5 1.0 08 54 07 0.7 5.1 02 05
Supervised 56.5 414 229 | 698 630 449| 719 649 460| 762 714 55.6

CC [325] 464 31.6 13.7] 61.1 51.1 252 | 592 502 247| 689 556 264

CRD [425] 544 369 14.1 | 584 4377 174| 541 36.0 12.0 - - -
Reg 499 356 95 | 522 417 256 | 480 38.6 254 - - -
Reg-BN 56.1 428 223 | 582 473 272| 623 487 27.0 - - -
Ours-2q 564 484 333 | 617 534 347| 63.0 544 355| 71.0 63.0 41.1
Ours-1q 575 480 27.0| 62.6 53.5 330| 658 548 328 | 719 633 414

TaBLeE 2.11. Comparison of distillation meth-
ods on full ImageNet for SWAV ResNet-50
(teacher) to ResNet-18 (student):. Note that
SwAV (concurrent work) [57] is different from
MoCo and SimCLR in that it performs contrastive
learning through online clustering.

Method Linear NN CA
Teacher 756  60.7 27.6

Supervised 69.8 63.0 44.9
CRD 582 447 169
CC 60.8 51.0 228
Reg-BN 60.6 47.6 20.8
Ours-2q 624 537 26.7
Ours-1q 65.6 56.0 26.3

TaBLe 2.12. NN evaluation for ImageNet with
fewer labels: We report NN evaluation on val-
idation data using small training data (both Im-
ageNet) for ResNet-18 compressed from MoCo
ResNet-50. For 1-shot, we report the standard de-
viation over 10 runs.

Model 1-shot 1% 10%
Supervised (entire  29.8 (£0.3) 48.5 56.8
labeled ImageNet)

CC [325] 16.3 (£0.3) 31.6 41.9
CRD [425] 11.4 (£0.3) 23.3 33.6
Reg-BN 21.5(+£0.1) 334 40.1
Ours-2q 29.0 (+0.3) 41.2 47.6
Ours-1q 26.5 (+0.3) 39.6 47.2

method, in Table 2.11, we use SWAV ResNet-50 as the teacher and compress it to ResNet-18. We still get

better accuracy compared to other distillation methods.

Evaluation on smaller ImageNet: We evaluate our representations by a NN classifier using only 1%,

10%, and only 1 sample per category of ImageNet. The results are shown in Table 2.12. For 1-shot, “Ours-

2q” model achieves an accuracy close to the supervised model which has seen all labels of ImageNet in

learning the features.

Transfer to CUB200 and Cars196: We transfer AlexNet student models to the task of image retrieval

on CUB200 [471] and Cars196 [

] datasets. We evaluate on these tasks without any fine-tuning. The
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TasLE 2.13. Transfer to CUB200 and Cars196: We train the features on unlabeled ImageNet, freeze the
features, and return top k nearest neighbors based on cosine similarity. We evaluate the recall at different
k values (1, 2, 4, and 8) on the validation set.

Method CUB200 Cars196

AlexNet Teacher R@] R@2 R@4 R@8 |R@l R@2 R@4 R@8
Sup. on ImageNet - 335 455 592 719 ‘ 266 363 459 578
CRD [425] ResNet-50 166 259 363 487|209 282 377 489
Reg-BN ResNet-50 16.8 255 362 480 | 209 29.0 385 497
CcC ResNet-50 23.2 325 451 582 | 237 314 411 524
Ours-2q ResNet-50 23.1 33.0 451 58.0 | 23.6 328 429 549
Ours-1q ResNet-50 227 319 432 558 | 225 30.6 404 523
CcC ResNet-50x4 | 23.6  33.6 449 584 | 254 332 432 543
Ours-2q ResNet-50x4 | 26.5 37.0 494 624 | 284 385 48.7 60.4
Ours-1q ResNet-50x4 | 21.9 324 432 559 | 250 342 451 573

results are shown in Table 2.13. Surprisingly, for the combination of Cars196 dataset and ResNet-50x4
teacher, our model even outperforms the ImageNet supervised model. Since in “Ours-2q”, the student em-
bedding is less restricted and does not follow the teacher closely, the student may generalize better compared
to “Ours-1q” method. Hence, we see better results for “Ours-2q” on almost all transfer experiments. This

effect is similar to [325, ].

2.3.4.4 Experiments Comparing Self-Supervised Methods

Evaluation on ImageNet: We compare our features with SOTA self-supervised learning methods
on Table 2.14 and Figure 2.12. Our method outperforms all baselines on all small capacity architectures
(AlexNet, MobileNet-V2, and ResNet-18). On AlexNet, it outperforms even the supervised model. Table
2.15 shows the results of linear classifier using only 1% and 10% of ImageNet for ResNet-50.

Transferring to Places: We evaluate our intermediate representations learned from unlabeled ImageNet
on Places scene recognition task. We train linear layers on top of intermediate representations similar
to [155]. Details are in the appendix. The results are shown in Table 2.14. We find that our best layer
performance is better than that of a model trained with ImageNet labels.

Transferring to PASCAL-VOC: We evaluate AlexNet compressed from ResNet-50x4 on PASCAL-
VOC classification and detection tasks in Table 2.16. For classification task, we only train a linear classifier
on top of frozen backbone which is in contrast to the baselines that finetune all layers. For object detection,

we use the Fast-RCNN [150] as used in [149, ] to finetune all layers.
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TaBLE 2.14. Linear evaluation on ImageNet and Places: Comparison with SOTA self-supervised meth-
ods. We pick the best layer to report the results that is written in parenthesis: ‘f7’ refers to ‘fc7’ layer
and ‘c4’ refers to ‘conv4’ layer. R50x4 refers to the teacher that is trained with SimCLR and R50 to the
teacher trained with MoCo. On ResNet-50, our model, that is compressed from SimCLR R50x4, is better
than SimCLR itself, but worse than SwAYV, BYOL, and InfoMin which are concurrent works. = refers to
10-crop evaluation. 1 denotes concurrent methods.

ImageNet  Places

Method Ref top-1 top-1 Method Ref Imtz(i)i ell\Iet
AlexNet ResNet-18
Sup. on ImageNet - 56.5 (f7) 39.4 (c4)
Inpainting [336] [502] 21.0(c3) 234(c3) Bl O O 5
BiGAN [109] [325] 299 (c4) 31.8(c3) LA* [545] [545] 52.8 (L5)
Colorization [526] [149] 31.5(c4) 30.3(c4) MoCo - 54.5 (L5)
Context [108] (149 317 (c4)  32.7 (c4) Ours-2q (from R50) - 61.7 (L5)
Jigsaw [323] [149] 34.0(c3) 35.0(c3) Ours-1q (from R50) . 626(L5)
Counting [324] [325] 34.3(c3) 36.3(c3) i
SplitBrain [527] [325] 35.4(c3) 34.1(c4) ResNet-50
InstDisc [480] [480] 35.6(c5) 34.5(c4) Sup. on ImageNet - 762(L5)
CC+Vgg+ligsaw [325]  [325] 37.3(c3) 37.5(c3) InstDisc [480] [480] 54.0 (L5)
RotNet [149] [149] 38.7(c3) 35.1(c3) CF-Jigsaw [495] [495] 55.2 (L4)
Artifact [215] [135] 38.9(c4) 37.3(c4) CF-RotNet [495] [495] 56.1 (L4)
AND [203] [502]  39.7 (c4) - LA * [545] [545] 60.2 (LS)
DeepCluster [56] [56] 39.8(c4) 37.5(c4) SeLa [502] [502] 61.5(L5)
LA* [545] [545] 42.4(c5) 40.3(c4) PIRL [313] [313] 63.6 (L5)
CMC [424] [502] 42.6 (c5) - SimCLR [70] [701  69.3(L5)
AET [523] [502] 44.0(c3) 37.1(c3) MoCo [76] [76] 71.1 (L5)
RFDecouple [135] [135] 44.3(c5) 38.6(c5) InfoMin' [426] [426] 73.0 (L5)
SeLa+Rot+aug [502] [502] 44.7(c5) 379 (c4) i
MoCo - 45T(T) 366(cH) e [[ | : [[ ]] g §E§§
Ours-2q (from R50x4) - 57.6 (f7) 40.4 (c5) Ours-2q (from RSOx4) - 71.0 (L5)
Ours-1q (from R50x4) - 59.0 (f7) 40.3 (c5) :

2.3.5 Ablation Study

To speed up the ablation study, we use 25% of ImageNet (randomly sampled ~320k images) and cached
features of MoCo ResNet-50 as a teacher to train ResNet-18 student. For temperature ablation study, the
memory bank size is 128k and for memory bank ablation study, the temperature is 0.04. All ablations were
performed with “Ours-2q” method.

Temperature: The results of varying temperature between 0.02 and 1.0 are shown in Figure 2.14(a).
We find that the optimal temperature is 0.04, and the student gets worse as the temperature gets closer to
1.0. We believe this happens since a small temperature focuses on close neighborhoods by sharpening the
probability distribution. A similar behavior is also reported in [70]. As opposed to the other similarity based
distillation methods [332, , , ], by using small temperature, we focus on the close neighborhood
of a data point which results in an improved student.

Size of memory bank: Intuitively, larger number of anchor points should capture more details about the

geometry of the teacher’s embedding thus resulting in a student that approximates the teacher more closely.
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TasLE 2.15. Evaluation of ResNet-50 features
on smaller set of ImageNet: ResNet-50x4 is
used as the teacher. Unlike other methods that
fine-tune the whole network, we only train the
last layer. Interestingly, despite fine-tuning fewer
parameters, our method achieves better results
on the 1% dataset. This demonstrates that our

TaBLE 2.16. Transferring to PASCAL-VOC
classification and detection tasks: All mod-
els use AlexNet and ours is compressed from
ResNet-50x4. Our model is on par with Ima-
geNet supervised model. For classification, we
denote the fine-tuned layers in the parenthesis.
For detection, all layers are fine-tuned. * denotes

method can produce more data-efficient models. bigger AlexNet [502].

* denotes concurrent methods.

Method Cls. Det.
mAP mAP
Method Top-1 Top-5 :

1% 10% 1% 10% Supervised on ImageNet  79.9 (all) 59.1
S sod 754 564 434 804 Random Rescaled [502] 56.6 (all) 45.6
upervise ) : . . Context* [108] 65.3 (all) 51.1
InstDisc [ ] - - 392 774 Jigsaw [323] 67.6 (all) 53.2
_ - Counting [324] 67.7 (all) 51.4

PIRL [ ] 57.2 83.8 :
SimCLR [70] 483 65.6 755 87.8 gg;;ggglgs"ﬂ;w” [325] ;gg EZ:B gji
BYOL* [ 1 532 68.8 784 89.0 DeepCluster* [56] 73:7 (all) 55:4
SwAV*[57] 539 702 785 89.9 RFDecouple* [135] 747 (all)  58.0
Only the linear layer is trained. i;()Lé‘ZIFOt*][ ] 771732 ((;‘CI;)) 2 2;
Ours-2q 57.8 66.3 804 87.0 Ours-2q 79:7 (fc8) 58:1
Ours-1q 59.7 67.0 823 87.5 Ours-1q 76.2 (fc8) 59.3

We validate this in Figure 2.14(b) where a larger memory bank results in a more accurate student. When
coupled with a small temperature, the large memory bank can help find anchor points that are closer to a
query point, thus accurately depicting its close neighborhood.

Effect of momentum parameter: We evaluate various momentum parameters [175] in range (0.999,
0.7, 0.5, 0) and got NN accuracy of (47.35%, 47.45%, 47.40%, 47.34%) respectively. It is interesting that
unlike [175], we do not see any reduction in accuracy by removing the momentum. The cause deserves
further investigation. Note that momentum is only applicable in case of “ours-2q” method.

Effect of caching the teacher features: We study the effect of caching the feature of the whole training
data in compressing ResNet-50 to ResNet-18 using all ImageNet training data. We realize that caching
reduces the accuracy by only a small margin 53.4% to 53.0% on NN and 61.7% to 61.2% on linear evaluation
while reducing the running time by a factor of almost 3. Hence, for all experiments using ResNet-50x4, we

cache the teacher as we cannot afford not doing so.
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Effect of varying Tempreture
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Ficure 2.14. Ablation and qualitative results: We show the effect of varying the temperature in (a) and
memory bank size in (b) using ResNet-18 distilled from cached features of MoCo ResNet-50. In (c), we
show randomly selected images from randomly selected clusters for our best AlexNet model. Each row is
a cluster. This is done without cherry-picking or manual inspection. Note that most rows are aligned with
semantic categories. We have more of these examples in the Appendix.

2.3.6 Conclusion

We introduce a simple compression method to train SSL models using deeper SSL teacher models.
Our model outperforms the supervised counterpart in the same task of ImageNet classification. This is
interesting as the supervised model has access to strictly more information (labels). Obviously, we do not
conclude that our SSL method works better than supervised models “in general”. We simply compare with
the supervised AlexNet that is trained with cross-entropy loss, which is standard in the SSL literature. One
can use a more advanced supervised training e.g., compressing supervised ResNet-50x4 to AlexNet, to get

much better performance for the supervised model.
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CHAPTER 3

Model Parameters Efficiency

3.1 NOLA: Compressing LoRA using Linear Combination of Random Basis

Fine-tuning Large Language Models (LLMs) and storing them for each downstream task or domain is
impractical because of the massive model size (e.g., 350GB in GPT-3). Current literature, such as LoRA,
showcases the potential of low-rank modifications to the original weights of an LLM, enabling efficient
adaptation and storage for task-specific models. These methods can reduce the number of parameters needed
to fine-tune an LLM by several orders of magnitude. Yet, these methods face two primary limitations: (1) the
parameter count is lower-bounded by the rank one decomposition, and (2) the extent of reduction is heavily
influenced by both the model architecture and the chosen rank. We introduce NOLA, which overcomes
the rank one lower bound present in LoRA. It achieves this by re-parameterizing the low-rank matrices in
LoRA using linear combinations of randomly generated matrices (basis) and optimizing the linear mixture
coeflicients only. This approach allows us to decouple the number of trainable parameters from both the
choice of rank and the network architecture. We present adaptation results using GPT-2, LLaMA-2, and
ViT in natural language and computer vision tasks. NOLA performs as well as LoRA models with much
fewer number of parameters compared to LoRA with rank one, the best compression LoRA can archive.
Particularly, on LLaMA-2 70B, our method is almost 20 times more compact than the most compressed

LoRA without degradation in accuracy. Our code is available here:

3.1.1 Introduction

Large pre-trained neural networks have exhibited remarkable generalization abilities across a diverse
range of downstream tasks in both natural language processing and computer vision, achieving unprece-
dented data efficiency. For instance, large language models have demonstrated the capability for few-shot
generalization [46] across a variety of tasks, including translation, question-answering, cloze tasks, and rea-
soning. Similarly, in DINOv2, [327] showcase how a large pre-trained ViT model [110] with more than 1B
parameters yields superior all-purpose visual features for a variety of downstream benchmark tasks at both

image and pixel levels. Typically, these pre-trained large models are adapted to downstream tasks through
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fine-tuning of their parameters. However, fine-tuning and storing the entire set of model parameters for each
task incurs a significant storage cost (e.g., 350GB for GPT-3). This challenge has spurred a considerable
body of recent works focusing on parameter-efficient fine-tuning of large models [67, 102, 197,412,492].
Inspired by the low intrinsic dimensionality of over-parameterized networks’ optimal parameters [19,
1, [197] proposed a seminal hypothesis that the change in weights during model adaptation/finetuning
has a low “intrinsic rank”, leading to the development of Low-Rank Adaptation (LoRA). In essence, LoORA
enables the indirect training of a linear layer in a neural network by optimizing the rank-decomposition ma-
trices for the weight change in these layers, resulting in a significant reduction in the number of parameters
required for adaptation (e.g., 10,000x parameter reduction for GPT-3). Notably, LoRA has gained popu-
larity, and various extensions of this method have been proposed since its inception [102,492]. However,
LoRA and its derivatives have three inherent limitations: (1) the parameter count is lower-bounded by the
rank one decomposition of linear layers, and (2) the number of parameters is quantized since rank is an
integer number, and (3) the number of parameters inherently depends on the model’s architecture, i.e., the
dimensions of the linear matrix, and the choice of rank. In this paper, we introduce a method, denoted as
NOLA, that offers the same benefits as LoORA while addressing its limitations. NOLA allows one to decou-
ple the number of trainable parameters from both the choice of rank and the network architecture, and it

breaks the rank-one decomposition limit of LoRA.

NOLA is inspired by the recent work by [322], titled PRANC. In this work, we reparameterize a neural
network using a linear combination of pseudo-randomly generated weights. Then, we indirectly train the
network parameters by optimizing the linear mixture coefficients. This approach results in a significant
reduction in the total number of parameters needed to represent the network. Unlike PRANC, our focus in
NOLA is on reparameterizing the change of neural weights for fine-tuning large models. More critically,
unlike PRANC, NOLA incorporates the invaluable insight from [197], which posits that the weight change
during fine-tuning is intrinsically low-rank. In essence, we utilize the rank-decomposition presented in
LoRA but assemble the rank-decomposition matrices as a linear combination of pseudo-random matrices
(i.e., the ‘basis’). Optimizing the rank-decomposition matrices in NOLA is akin to determining the linear
mixture coefficients for the random matrices. This design allows us to decouple the number of parameters
from the shape of the linear layer and also from the rank choice. Furthermore, the low-rank constraints offer
substantial advantages in compute and memory footprint over the methodology proposed in PRANC. Figure

3.1 illustrates the fundamental concept of NOLA.
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Figure 3.1. Our Method (NOLA): After constraining the rank of AW by decomposing it to A x B, we
reparametrize A and B to be a linear combination of several random basis matrices. We freeze the basis
and W and learn the combination coefficients. To reconstruct the model, we store the coefficients and the
seed of the random generator which is a single scalar. NOLA results in more compression compared to
LoRA and more importantly decouples the compression ratio from the rank and dimensions of W. One
can reduce the number of parameters to 4 times smaller than rank=1 of LoRA which is not possible with
LoRA due to rank being an integer number.

Why Fewer Parameters Matter?

We envision a future where we must efficiently manage and transition between multiple Large Language
Models (LLMs), each tailored for specific tasks. This vision arises from the necessity for LLMs customized
with private data and/or the concept of crafting a universal LLM that can summon customized LLMs as a
versatile toolbox to tackle diverse tasks [388]. However, currently, customized LL.Ms demand substantial
storage, and the process of switching between them lacks efficiency due to large I/O operations. NOLA
offers a more compact reparameterization solution that can be stored effectively in GPU memory, allowing
for on-demand reconstruction directly on the GPU itself when a new task arises.

Note that while storing parameters in CPU memory is a cost-effective option, the process of transfer-
ring them from CPU to GPU incurs substantial time and power consumption. Moreover, this data transfer
relies on a shared resource (e.g., PCle bus), which may experience congestion in busy server environments.
Therefore, optimizing model compactness to fit several of them within the limited GPU memory proves
advantageous in these scenarios. As an example, 1,000 customized GPT-3 models using LoRA need almost
35GB of memory (assuming LoRA compresses it by a factor of 10,000x), which may not fit in the GPU
memory along with the LLM model itself. Hence, compacting it by an additional factor of 5 reduces it to

7GB, which can fit in the GPU memory, leading to very efficient switching between the tasks.
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Contributions. Our specific contributions in this paper are: 1) A novel reparameterization for com-
pressing task-specific large language models, denoted as NOLA. 2) NOLA decouples the compression ratio
from the rank and dimension of the weight matrix, unlocking higher compression ratios while keeping most
benefits of LoRA, including reduced memory and computation at training time. 3) NOLA can be further
improved by quantizing the coefficients and can be applied to other architectures like CNNs. 4) Applied to

PRANC, NOLA speeds it up and reduces its memory footprint.

3.1.1.1 Proposed Method: NOLA

LoRA, short for Low-Rank Adaptation, is a widely embraced method for customizing a pre-trained
model, such as GPT, for a specific task. Instead of changing all parameters denoted as W within a given
layer, LoORA maintains the original pre-trained parameters W as a constant and learns a residual adjustment
AW to fine-tune the model for the new task. The resulting updated layer parameters are then computed as
W + AW. The core concept behind LoRA is to minimize the size of AW by constraining its rank. In a
more formal context, considering W € R™" and AW € R™", LoRA accomplishes this by reparameterizing
AW as the product of two matrices, AW = A x B, where A € R™" and B € R™", with r representing the
rank—a hyperparameter. By selecting a relatively small rank (r << min(m,n)), LoRA efficiently reduces
memory usage. This optimization is achieved by storing A and B, which exhibit a significantly more compact
representation than the full AW. The resulting compression ratio is quantified as % Unfortunately, this
compression ratio is: (1) tied to the shape of the parameters m and n, and hence the model architecture and
(2) is upper-bounded by ;" i.e., for r = 1.

In this paper, we introduce a novel reparameterization technique for AW that effectively decouples the
rank from the compression ratio, allowing for a compression ratio higher than ", which corresponds to
r =1 in the LoRA framework. To achieve this, we draw inspiration from PRANC [322] and reparameterize
matrices A and B to exist within a lower-dimensional space defined by a set of randomly generated basis

matrices. Formally, we express this as:

~

k
(31) AZZG’,'A,' , B:Zﬁij

i=1 =1
where, A; € R™*" and B; € R™" are random matrices generated by a Pseudo Random Number Generator
with a fixed seed. We subsequently learn A and B as linear combinations of these predefined and frozen
random matrices. Importantly, the random matrices themselves remain constant, and we optimize only the

coefficient vectors @ and . Then:
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In practical terms, to store AW for a specific task, we only need to retain the seed (a single scalar) and the
coeflicient vectors @ and 5. Remarkably, this approach allows for a small number of basis matrices (k + /)
to be chosen, irrespective of the rank of the A x B factorization and the shape of AW, thereby enhancing the
compression ratio to go beyond -

Quantization of coefficients @ and §: We are mainly interested in reducing the storage for a new task,
assuming the pre-trained LLM is already available. Hence, to further reduce the storage, we quantize the «
and S coefficients to lower precision (e.g., 4 bits) while the random basis and the pre-trained LLM weights
have standard FP16 floating point precision. Note that one can also quantize A and B matrices in LoRA;
however, our method does not force A and B themselves to be of low precision. One can quantize a and 8
after the optimization (post-training quantization) or while optimizing them (quantization-aware training).
We expect the latter to perform better. For quantization-aware learning, we use the method in [210, 363]
where we use the quantized « and 8 in the forward pass and update the FP16 versions of @ and 8 in the
backward pass. Moreover, we use the Straight-Through Estimator (STE) trick [37] to estimate the gradient.

A few recent works have shown that it is possible to quantize the weights of LLMs for each task, which
reduces both computation and storage. However, these methods are not suitable for a large number of tasks
since the quantized LLM is still task-specific and large.

Memory Efficiency: Note that depending on the number of basis matrices, the random basis may be
large, requiring a large memory. Interestingly, generating random matrices in the GPU itself is very fast,
so similar to PRANC, at each iteration, we generate chunks of the basis matrices at a time, multiply them
by the corresponding coeficents, and discard them. Generating a basis on the fly at the inference time can
drastically reduce the communication cost between CPU and GPU since a and 8 vectors for several tasks
can be stored in the GPU memory.

Efficiency of NOLA compared to PRANC: PRANC [322] reshapes the whole model parameters or
each layer of it into a long vector and reparameterizes that by a linear combination of random vectors.
However, as mentioned in [322], this method involves multiplication of the coefficients with the big random
matrix twice at each iteration (once in forward and once in backward passes), which is very expensive.
For instance, the size of the random matrix for ResNet18 with 1000 coefficients will be almost 11M x 1K.
NOLA reduces this computation while keeping the same number of parameters by reshaping the long vector

to be a 2D matrix and constraining its rank. Assuming d> weights and k random basis, the basis matrix
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size for PRANC will be kd? while NOLA with rank r reduces that to kdr assuming that each component in
A x B has ’% basis matrices to keep the number of parameters equal to PRANC. Then, the total compute for
PRANC will be kd? + d* ~ kd*> while for NOLA, it will be kdr + 2dr ~ kdr. Hence, assuming a small rank r,
NOLA can reduce the training time of PRANC by a large factor % due to the reduction of the computation
at forward and backward passes. Moreover, in the appendix, we empirically show that NOLA offers a better
coverage of the weight space compared to PRANC.

Structure of the parameters: Note that one can apply NOLA to model architectures other than trans-
former by simply reshaping the weight tensor to be a 2D matrix (preferably close to square) and then
compressing it. We do this in our ResNet experiments in the Appendix, where the weight matrices are 4D

tensors of convolutional filters.

3.1.2 Experiments
Here, we evaluate NOLA in transfer learning tasks in both NLP and vision. Moreover, in the appendix,

we evaluate NOLA in training from scratch.

3.1.2.1 NOLA on GPT-2:

We adapt the parameters of pre-trained GPT-2 to three different Natural Language Generation (NLG)
datasets by finetuning the parameters using NOLA. We use GPT-2-Large and GPT-2-Medium in our exper-
iments. We follow the [197, ] for our adaptation setup.

Datasets: We utilize the following datasets for our Natural Language Generation (NLG) task: E2E
NLG Challenge [326] serves as a commonly used benchmark for evaluating NLG models. It encompasses
of 51,200 samples, distributed as follows: 42,200 for training, 4,600 for validation, and an additional 4,600
for testing. DART [316] is yet another significant dataset employed for evaluating text-to-data generation.
This dataset is rich with 82,191 examples drawn from various domains. WebNLG [147] is a text-to-data
dataset, boasting 22,000 examples spanning 14 distinct categories. Notably, the WebNLG test set introduces
five new categories, prompting us to present results across all categories within this dataset. These datasets
collectively provide a comprehensive foundation for our NLG evaluation and experimentation.

LoRA: In our experiments, we apply LoRA on both query and value projection layer in each attention
block. Since number of parameters is tied to the rank, we adjust the rank to reduce number of parameters.
We compare to LoRA with both rank four and rank one.

Other Baselines: Moreover, we compared NOLA to a few other baselines, including finetuning all

parameters, Adapters [193,281, 343, 380], and Prefix-layer tuning (PreLayer) [270].
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TasiLe 3.1. E2E NLG Challenge: We compare NOLA to LoRA with two different architectures: GPT-2
medium (M) and large (L). QV refers to Query and Value projection, while MLP denotes the MLP layer
within transformers. Adapter™ and Adapter™! are two Adapter baselines reported in [197]. The best and
second best performing methods are in bold. To reduce number of parameters in LoRA, we use lower rank
(LoRA rank=1). We don’t see drop in performance by reducing number of trainable parameters to % of
LoRA with rank 4 in GPT-L. Note that in LoRA, one cannot reduce the number of parameters below rank
one.

GPT-2M
Method Adapted Adapter | # Trainable E2E NLG Challenge
Layers Rank | Parameters | BLEU NIST MET ROUGE-L CIDEr
Finetune All Layers - 354920M | 682 8.62 462 71.0 2.47
Adapter® Extra Layers - 0.370M 66.3 841 450 69.8 240
Adapter™ Extra Layers - 11.090M 689 871 46.1 71.3 247
Adapter'! Extra Layers - 11.090M 673 850 46.0 70.7 244
Finetune™P? | Last 2 Layers - 25.190M | 68.1 8.59 46.0 70.8 2.41
PreLayer Extra Tokens - 0.350M 69.7 881 46.1 71.4 249
LoRA Qv 4 0.350M 704 885 46.8 71.8 2.53
LoRA Qv 1 0.098M 68.7 872 456 70.5 243
NOLA (Ours) QV 8 0.350M 70.1 8.80 46.8 71.7 2.53
NOLA (Ours) QV 8 0.096M 70.0 882 46.7 71.6 2.51
NOLA (Ours) MLP 8 0.096M 70.2 879 46.7 71.8 2.51
NOLA (Ours) QV 8 0.048M 70.1 882 464 71.4 2.52
NOLA (Ours) MLP 8 0.048M 694 871 465 71.5 2.47
GPT-2L

Finetune All Layers - 774.030M | 685 8.78 46.0 69.9 2.45
Adapter® Extra Layers - 0.880M 69.1 8.68 463 71.4 249
Adapter” Extra Layers - 23.000M 689 870 46.1 71.3 245
PreLayer Extra Tokens - 0.770M 703 885 46.2 71.7 247
LoRA Qv 4 0.770M 704 8.89 46.8 72.0 2.47
LoRA Qv 1 0.184M 69.9 881 46.7 71.6 2.53
NOLA (Ours) QV 8 0.144M 70.5 885 46.8 71.7 2.54
NOLA (Ours) MLP 8 0.144M 70.1 880 465 71.2 2.52
NOLA (Ours) Qv 8 0.072M 69.8 880 464 71.3 2.51
NOLA (Ours) MLP 8 0.072M 69.4 871 46.6 71.5 2.48
NOLA (Ours) Qv 8 0.036M 70.1 880 46.7 71.7 2.53
NOLA (Ours) MLP 8 0.036M 70.0 881 464 71.5 2.53

NOLA: We evaluate NOLA with two different variations: 1. Adapting MLP layers. 2. Adapting query
and value projection matrices. Note that, unlike LoRA, we can use any number of parameters while applying
NOLA to any weight structure since the number of parameters is not tied to the shape of the weight tensor.
We allocate an equal number of parameters to A and B in each NOLA layer (i.e., k = [). Using k = [ = 1000
results in 0.096M parameters in GPT-M and 0.144M parameters in GPT-L. Also, we use half (k = [ = 500)
and quarter (k = [ = 250) number of parameters per layer to get smaller checkpoints.

Implementation Details: We trained our models using a single NVIDIA RTX 6000 Ada Generation
GPU. For all hyperparameters except learning rate, we use the same values as LoRA for training and evalu-

ation of GPT-2. We train our models for 5 epochs with a learning rate of 0.1 and no weight decay. We use a
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TaBLE 3.2. Training time and memory: We compare the training memory and running time of NOLA
to LoRA. Since generating a random basis on each layer has a small overhead, we can generate random
basis once and share the basis across layers to save time. This version of NOLA has a similar runtime to
LoRA and on-par accuracy to NOLA with a non-shared basis.

Model & Method Random Basis | Training Training Time # Trainable E2E NLG Challenge

Memory (ms/batch) Parameters BLEU NIST MET ROUGE-L CIDEr
GPT-2 L (LoRA r=1) 33.35GB 776 184K 69.89 8.81 46.70 71.64 2.53
GPT-2L (NOLA QV) | Non-shared | 33.37GB 834 144K 70.46  8.85 46.77 71.68 2.54
GPT-2 L (NOLA QV) Shared 33.40GB 779 144K 70.32  8.85 46.74 71.71 2.54

batch size of 8. We use a rank of 8 for NOLA in our experiments. Like LoRA, we scale A x B with %, where
c is a hyperparameter and r is the rank. We use the default value of ¢ = 1.

Results: We compare to LoRA and other baselines in Table 3.1 and Table A.10 in the Appendix. NOLA
is on par or better compared to other methods with the same number of parameters. In the E2E task, NOLA
with 0.036M parameters archives a BLEU score of 70.12, which is 20 times more compact compared to
LoRA with rank 4 that has 0.77M parameters and archives a BLEU score of 70.4. This NOLA model uses
a rank of 8, which does not affect the number of parameters and increases the run time slightly (negligible
compared to that of the actual LLM model). Note that our goal is to reduce the number of parameters without
reducing the accuracy, which is shown in Tables 3.1 and A.10. We are not claiming that NOLA improves
the accuracy compared to baselines. We show various variants of NOLA (MLP, QV, etc) to emphasize that
NOLA is not very sensitive to the choice of the variation.

Training Time and Memory of NOLA: Similar to LoRA, in the inference time, we can calculate A x B
offline and merge it with W. Therefore, NOLA does not have any overhead compared to the original model.
In training time, NOLA has a small overhead due to the multiplication of coefficients to basis weights.
We measure the running time and memory footprint of NOLA during training and compare it to LoRA in
Table 3.2. Since generating a random basis for each layer adds a small overhead, we can share the random
basis across all layers and generate and store them only once to improve the running time. We measure time
and memory with a batch size of 8. NOLA, with a unique random basis for each layer, is slightly slower
than LoRA. However, NOLA with a shared random basis has on-par accuracy with the unique random basis
and has a similar running time to LoRA.

Ablation Study on the rank of NOLA: Since the number of parameters is decoupled from the rank of
the matrix, we can solely evaluate the effect of rank without changing the number of parameters. We report
the effect of rank in Table 3.3. We vary the rank from 1 to 8 and use ¢ = 1.0 for ranks 4 and 8, and ¢ = 0.5 for
lower ranks. As also noted by [197], understanding the effect of rank needs more rigorous study as future

work.
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TasLe 3.3. Effect of rank in NOLA: We vary the ~ TasLe 3.4. Quantization of coefficients: Post-
rank from 1 to 8. Note that we can use the same training quantization of parameters does not de-

number of parameters in all ranks since the num- grade the performance up to the 4 bit quantization.
ber of parameters is not tied to the rank in NOLA. In quantization-aware training, NOLA is more ro-
bust to quantization compared to LoRA.

# Train | Rank E2E NLG Challenge
Params BLEU NIST MET ROUGE-L CIDEr Model ¥ Quant F2E NLG Challenge

& Method Bits BLEU NIST MET ROUGE-L CIDEr

GPT-2 M (NOLA QV)
Post Training Quantization
96K 8 | 7003 882 4674 7164 251 :
96K 4 | 69.69 876 4656 7144 251 16bit | 6989 881 4670 7164 253
GPT-2L | 8bit | 6991 881 4669 7175 253

96K 2 | 7047 886 4671 7179 253 - .

(LoRAT=1) | 4-bit | 69.63 875 4632 7124 248
96K 1 | 6909 878 4587 7015 245 abit | 6201 802 4201 6193 207
96K 8 | 7003 882 4674 7164 251 Tobit | 7046 885 4677 7168 254
48K 8 | 7009 882 4644 7136 2.52 GPT-2L | 8bit | 7043 884 4678 7172  2.54
24K 8 68.30 8.67 45.13 68.91 2.40 (NOLAQV) | 4-bit | 70.29 882 46.74 71.82 2.52
12K 8 | 67.18 860 43.99 6838 226 3-bit | 65.14 858 4438 6756  2.23

GPT-2 L (NOLA QV) Quantization Aware Training

144K | 8 | 7046 885 4677 71.68 254 GPT:2L | 3-bit | 67.08 886 4467 6876 236
144K 4 7025 885 46.84 71.81 254 (LoRAT=1) | 2-bit | 56.13 4.70 3538  63.68 1.40
144K 2 16969 878 4655  71.25 2.51 GPT-2L | 3-bit | 70.14 882 4658  71.61 2.53
144K 1 | 6971 882 4647 7096 251 (NOLAQV) | 2bit | 68.69 872 4606 7061 248

3.1.2.2 NOLA with Quantized Coefficients, o and 5:

We evaluate the performance of NOLA with rank 4 with quantized @ and 5 parameters on the E2E
dataset in Table 3.4 in two different setups. First, we do Post Training Quantization (PTQ) by quantizing
the parameters to g bits after the training. We observe no significant drop in both LoRA and NOLA in 4 bits
PTQ experiments. Second, we evaluate models with Quantization Aware Training (QAT) where we quantize
the coefficients in the forward pass and update them in the non-quantized form. In QAT with 3 bits, NOLA
has a slight drop of 0.3 points while LoRA has a drop of 2.8 points in the BLEU metric. Note that in NOLA,
although « and g are quantized, A and B in Eq 3.1 are not quantized since the basis matrices, A; and B, are

non-quantized. This is in contrast to LoRA where A and B are quantized.

3.1.2.3 NOLA on LLaMA-2:

Finetuning with LoRA for larger LLMs is challenging due to compute demand, so we need to resort to
QLoRA where the base model is quantized. Our NOLA framework is agnostic to the quantization of base
model, so for LLaMA-2 [436] experiments, we use NOLA with base model quantized to 8-bits while the
NOLA coefficients still use 16-bit. We fine-tune the pretrained LLaMA-2 model using 8-bit QLoRA on
the Alpaca dataset [417], reporting both training and validation loss metrics specific to the Alpaca dataset.
Additionally, we employ the MMLU (Massively Multitask Language Understanding) benchmark [184] to

assess performance across a diverse set of language understanding tasks. This benchmark comprises 57
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TasLE 3.5. Instruction finetuning for quantized LLaMA-2: NOLA fine-tunes LLaMA-2 70B (8-bit)
with 0.57M parameters, a 95% reduction compared to rank-one LoRA. We use quantized version of
LLaMA-2 for both LoRA and NOLA, so our LoRA baseline is equivalent to QLoRA.

LLaMA-2 - 7B (8-bit) LLaMA-2 - 13B (8-bit) LLaMA-2 - 70B (8-bit)
w/o Finetuning LoRA NOLA | w/o Finetuning LoRA NOLA | w/o Finetuning LoRA NOLA

Adapter Rank
Trainable Parameters

1 16 - 1 16 - 1 16
2.50M 0.06M (197%) 39IM  0.14M (196%) 12.94M  0.57M (195%)

Train Loss 1.53 0.97 1.05 1.43 0.94 0.95 1.42 0.87 0.90
Val Loss 1.74 1.04 1.01 1.59 0.96 0.97 1.53 0.92 0.90
MMLU Acc 453 46.5 46.5 54.8 553 55.3 68.9 69.5 69.4

tasks spanning areas such as mathematics, history, computer science, and law. On MMLU, we focus on
5-shot evaluation (providing 5 examples in the context), following the standard practice.

Implementation Details: We apply LoRA and NOLA across all layers (Query, Key, Value and Output
projections and MLP layers) of the transformer on three different model sizes of LLaMA-2: 7B, 13B, and
70B. For our LoRA experiments, we set the rank r = 1 since LoRA paper (its Table 15) shows that rank one
model performs as well as higher ranks for larger LLMs (e.g., GPT-3). For NOLA, we use r = 16 and adjust
the number of optimized parameters for each LLaMA-2 model size using the following settings: k =/ = 128
for LLaMA-2 7B, k = [ = 256 for LLaMA-2 13B, and k = [ = 512 for LLaMA-2 70B. During fine-tuning
LoRA or NOLA, we adhere to the hyperparameters reported in QLoRA, [102]. We optimize for one epoch
on the Alpaca dataset with a batch size of 256 using four RTX 3090 GPUs. The learning rate is 0.0002 for
LoRA and 0.001 for NOLA. Similar to LoRA, we scale A x B with <, where c is a hyperparameter and r is
the rank. We use ¢ = 16 for LoRA and ¢ = 4 for NOLA.

Results: Results are presented in Table 3.5. Remarkably, NOLA is capable of fine-tuning LLaMA-2
70B with fewer than 0.6 M parameters, representing an average reduction of parameters by 95% compared

to LoRA with rank one.

3.1.2.4 NOLA on Vision Transformers

We perform experiments on the image classification task on ViT-B and ViT-L architectures with both
supervised and self-supervised (MAE) initializations.
Implementation details: All pre-trained networks are obtained from Timm library [472]. All approaches
are trained for 50 epochs, and the top-1 accuracy at the final epoch is reported. We use a batch-size of 64
and tune the initial learning rate for each dataset and architecture for all approaches. Since our focus is on
finetuning on small datasets, we use 5 and 10 labeled examples per class for finetuning. Since there is a

high variance in performance due to the small training sets, we sample four different sets of training samples
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per k-shot and three different initializations for LORA/NOLA and report the mean accuracy and standard
deviation. All approaches are trained with cross-entropy loss. Additional details are in the appendix.
Datasets: ImageNet-21k and ImageNet-1k are used to pretrain the backbone models. We use CIFAR10 [248],
CIFAR100 [247], CUB-200-2011 [471], Caltech-101 [130], Aircraft [301], Food101 [41], Pets [333] and
SUN397 [481] datasets for finetuning.

Baselines: We compare NOLA with three baseline approaches: Linear, Full-FT (full fine-tuning) and
LoRA [197]. In Linear, only the final classifier head is optimized, while in Full-FT, the entire backbone
network is optimized too. No additional parameters are used during finetuning for either of these ap-
proaches. We apply LoRA on Query, Key, and Value projection matrices with rank set 4 for ViT-B to 1
or 4 for ViT-L. In our preliminary experiments, LoORA with rank one sees a big drop in accuracy. This is
aligned with our GPT-2 M experiments where smaller models require higher rank. We apply NOLA on the
MLP layers and use rank of 4 for ViT-B and 1 for ViT-L. We report the number of trainable parameters for
each approach excluding the classifier head parameter count which is common to all approaches. We also
report nearest-neighbor (1-NN) evaluation for zero-shot classification on downstream tasks using ImageNet
pretrained features.

Results: Results on finetuning on image classification tasks are presented in Table 3.6. A naive Near-
est Neighbor approach performs competitively on the CUB and Caltech datasets. LoRA and NOLA are
significantly better than Linear and Full-FT on several settings (e.g. CIFAR-100 5 shot on ViT-B-MAE).
This might be due to the overfitting of the Linear and Full-FT approaches on the limited number of train
samples. When using a similar number of training parameters, NOLA outperforms LoRA in most of the
settings across architectures and datasets. It also achieves comparable performance to LoRA with just half
or one-third of the training parameters of LoRA. This is consistent with our observations on the NLG tasks.
The difference between the two methods is particularly noticeable when the number of training examples is
small - either in 5 shot setup or when the number of classes is small, as in CIFAR-10. This suggests that
the improvement obtained by NOLA could be due to the reduction in the number of training parameters.
Both LoRA and NOLA consistently and significantly outperform Linear and Full-FT approaches. NOLA
can easily be employed in MLP layers since the number of training parameters is decoupled from the weight
matrix dimensions. A similar application of LoRA would require 8x more training parameters due to the
large hidden layer dimensionality of the MLP module. We empirically observe that NOLA-MLP slightly
outperforms NOLA on attention block (see Table A.9 in appendix). We provide results on four additional

datasets used for benchmarking transfer learning in Table 3.7. Aircraft, Food101 and Pets are finegrained
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TaBLE 3.6. Results on vision transformers. We finetune ImageNet pre-trained ViT models on multiple
small datasets with 5 and 10 training samples. The mean accuracy and standard deviation across 12 runs
are reported. The number of train parameters for Linear classifier depends on the number of classes in
the dataset (0.01, 0.1, 0.2, 0.1M parameters for CIFAR-10, CIFAR-100, CUB and Caltech respectively).
We do not count the linear layer in trainable parameters. The best performing method is in bold while
all methods within one point of the best are underlined. NOLA outperforms LoRA with comparable
parameters across datasets and architectures, particularly in the low training data regime. The performance
of NOLA with half or one-third of the training parameters is comparable to that of LoRA. Note that LoORA
with rank one is the most compact LoRA.

Base # Train CIFAR-10 CIFAR-100 CUB-200-2011 Caltech-101
Model Params 5 o | s 0 | s o | s 10
Nearest Neighbor 79.6 80.8 52.4 59.2 71.9 78.0 84.1 87.5
VITB Linear 0 |80.8(L1) 851(10)| 589(0.9) 64.5(0.7) |72.7(04) 79.2(0.2) | 85.8(0.8) 88.5(0.4)
Full-FT 53M |73.9(6.5) 87.6(27) | 61.4(24) 782(I.1) |59.7(1.9) 76.6(0.2) | 87.9 (0.8) 91.1(0.5)
LoRA (r=4) | 141K |87.3(2.3) 93.1(0.5)| 76.3(0.5) 81.6(0.9) | 75.7(0.5) 82.4(0.3) | 88.4(1.1) 90.8(0.5)
NOLA-MLP | 47K |87.9(1.3) 92.2(05)| 75.1(0.6) 81.3(0.8) |75.5(0.6) 81.7(04) |88.0(1.2) 90.6(0.5)
Nearest Neighbor 182 19.8 5.8 9.8 132 253 28.2 40.7
VIT-B-MAE Linear 0 [274(19) 345(14)| 157(0.7) 222(0.2) | 12.7(0.3) 18.4(0.3) | 66.9 (1.1) 76.9 (0.6)
Full-FT 53M |41.1(44) 584(3.6)| 197(48) 242(11.1)|23.0(3.8) 51.9(2.8)| 76.4(2.3) 86.5(0.5)
LoRA (r=4) | 141K |547(1.6) 70.1(22)| 39.3(3.1) 524(1.3) |357(15) 54.0(0.6) | 82.4(0.6) 87.7(0.5)
NOLA-MLP | 47K |551(26) 721(27)| 421(14) 53.5(1.0) |358(1.5) 53.9(0.6) | 88.0 (1.2) 90.6(0.5)
Nearest Neighbor 88.7 89.9 68.9 74.0 77.4 82.3 88.4 90.1
Linear 0 |841(1.8) 88.4(l.1)| 63.7(1.3) 70.6(0.9) | 73.7(0.6) 79.2(0.3) | 87.6(0.9) 89.9 (0.4)
VITL Full-FT 289M | 77.2(2.7) 902(2.8) | 740(2.3) 86.2(0.6) | 73.3(0.9) 83.9(0.2) | 88.7(1.0) 91.3(0.7)
LoRA (r=4) | 375K |86.5(2.0) 93.8(1.0) | 82.9(0.9) 87.6(0.6) | 81.2(04) 85.3(0.3)|89.3(0.7) 91.3(0.3)
LoRA (r=1) 94K | 86.3(1.3) 92.8(0.8)| 82.2(0.8) 85.6(0.9) | 80.6(0.3) 85.2(0.3)|89.9(1.0) 916 (04)
NOLA-MLP | 94K |89.0(3.6) 96.0(0.5)| 83.6(0.9) 87.8(0.6) |80.8(0.6) 85.2(0.2) | 90.0(0.7) 91.7(0.3)
NOLA-MLP | 47K |83.9(1.8) 93.0(17)| 81.2(1.0) 87.1(0.6) |80.7(0.5 85.0(0.3) | 89.8(0.8) 91.5(0.4)
Nearest Neighbor 33.5 39.2 15.2 21.9 16.9 29.2 57.4 67.6
Linear 0 |402(23) 492(26)| 226(0.9) 31.3(05) | 152(0.3) 21.9(04)|752(0.5) 83.2(0.6)
S Full-FT 280M | 60.6 (4.5) 68.3(4.0) | 37.9 (11.1) 52.0(16.1) | 42.2(2.3) 67.1(1.1) | 87.2(0.8) 90.8(0.7)
LoRA (r=4) | 375K | 63.5(3.0) 824(23)| 50.2(6.8) 62.6(52) |352(29) 60.8(1.2)|87.0(0.9) 90.7(0.4)
LoRA (r=1) 94K | 67.7(3.8) 83.8(1.2)| 50.4(1.0) 62.5(0.6) | 32.9(1.8) 56.6(1.7) | 87.0(0.6) 90.8 (0.4)
NOLA-MLP | 94K |70.6(3.8) 86.0(1.4)| 51.7(1.1) 63.8(0.8) | 36.9(5.6) 61.6(1.0) | 87.4(0.4) 90.9 (0.5
NOLA-MLP | 47K |69.6(3.8) 84.8(1.1)| 49.9(0.8) 62.8(0.7) | 36.1(0.8) 58.8(1.2) | 87.1(0.6) 90.9 (0.4)

TaBLE 3.7. More results on vision tasks. Using ViT-B, NOLA achieves comparable performance as
LoRA (r=4) with just one-third the number of parameters on four challenging datasets. The linear layer
sizes are: 0.03M, 0.2M, 0.1M, 0.3M for Aircraft, Food101, Pets and SUN397 respectively.

Method # Train Aircraft Food101 Pets SUN397

‘ Params | 5 Shot 10 Shot | 5 Shot 10 Shot | 5 Shot 10 Shot | 5 Shot 10 Shot
Nearest Neighbor 24.6 27.1 48.4 542 82.3 86.2 444 51.5
Linear 0 29.7 (2.3) 36.9(2.1) | 53.2(0.3) 61.5(0.1) | 88.4 (0.4) 91.3(0.3) | 38.0 (0.8) 42.7(0.4)
Full-FT 82M 314 (24) 43.2(2.0) | 48.6(5.1) 65.8(2.7) | 82.7(1.1) 91.1(0.5) | 45.0(3.3) 52.6(0.3)
LoRA (r=4) 0.141M | 324 (1.4) 43.8(1.5) | 60.8 (1.6) 73.1(0.6) | 85.5(0.8) 91.6(0.5) | 51.6 (0.4) 55.6 (0.3)

NOLA-MLP 0.047M | 33.7 (2.2) 43.3(1.4) | 64.5(0.8) 72.6(0.4) 88.0(0.6) 92.2(0.3) | 50.5(0.4) 55.5(0.3)

datasets while SUN397 is a large dataset with 397 classes. There is a bigger difference in the performance
of Nearest Neighbor and Linear approaches on most of these datasets compared to those in Table 3.6, sug-
gesting that it is harder to adapt to these datasets. In line with our prior observations in Table 3.6, NOLA

with just one-third the number of parameters performs comparably to LoRA.
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3.1.3 Related Works

Vision and Language Transformer Models: Transformer networks, introduced by [446], emerged as
a sequence-to-sequence model in Natural Language Processing (NLP). Their success soon extended to the
computer vision community, with subsequent works [113,433] introducing the Vision Transformer (ViT)
network as a strong alternative to the Convolutional Neural Network (CNN) backbones. Transformers ac-
cept a sequence of tokens as input. These tokens can be, for instance, word embeddings in language or
image patches in vision. BERT [103] and GPT-2 [354] in NLP, and MAE [174] and DINO [59] in computer
vision train transformer networks via self-supervision on large amounts of unlabeled data. These studies
demonstrate that large transformer networks when trained on massive corpora, generalize well to down-
stream tasks even when finetuning on very few task-specific examples. For example, [46] show that GPT-3
with 175B parameters is a good few-shot learner. Lastly, the scaling law presented by [224] indicates that a
simultaneous increase in training data and model parameters can lead to significant performance gains and
emergent capabilities previously unavailable to smaller models.

Parameter Efficient Fine-Tuning: Owing to their unprecedented few-shot generalization performance,
large neural networks, such as foundation models and LLMs have gained immense popularity in recent years.
An increasing number of users are customizing these models to adapt them to their specific tasks. However,
given the colossal size of these models, fine-tuning and storing the entire set of model parameters [103,354]
for each task is impractical. This challenge is exacerbated as the number of tasks increases. In addition
to storage concerns, the overhead involved in loading task-specific models and transferring weights from
CPU to GPU often becomes a computational bottleneck in many applications. Parameter Efficient Fine-
Tuning (PEFT) approaches aim to address these issues by identifying the minimum number of parameters
needed to adapt a large model. Adapters [193,281,299,366] are PEFT approaches that achieve adaptation
by adding small modules to the intermediate layers of the model. A major drawback of Adapters is the
extra latency they introduce in inference. BitFit [517] only adapt bias of the network. Ladder tuning [411]
reduce memory footprint in training by avoiding back-propagation through the main backbone. IA3 [284]
trains extra parameters in the attention module. Another widely adopted PEFT approach is prompt-tuning
for LLLMs that involves optimizing a new set of input tokens, or prompts, for each task [167,257,270,286].
While reminiscent of prompt engineering, the distinction lies in training a specific set of prompt tokens in
prompt-tuning which might also increase inference latency.

[197] introduced LoRA, demonstrating that a low-rank modification of the original weights is sufficient

to adapt an LLLM to a new task. Unlike adapters and prompt-tuning, these low-rank modifications can be
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integrated into the original weights, thus avoiding additional overhead during inference. However, LoORA has
two main limitations: 1) the rank-one decomposition sets a lower bound on the parameters needed for fine-
tuning, and 2) the number of required parameters is contingent upon the architecture and the rank choice.
Our work, termed NOLA, addresses these challenges by decoupling the trainable parameters from both the
rank choice and the network architecture. Several recent studies have sought to enhance LoRA by quantizing
its parameters [102,153,253,492], optimizing the design choice of LoRA through neural architecture search
[531], or dynamically allocating parameters based on the required rank for each weight matrix [525]. Most
of these enhancements are also compatible with our proposed method. In fact, we demonstrate that NOLA
can be quantized to 4-bit without any performance degradation, thereby emphasizing that the concept of
quantization is distinct from and complementary to, NOLA.

Compact Deep Learning Models: A closely related area to PEFT is model compression. Prun-
ing [172, , , s , , ] and quantization [255, ] stand as the principal methods for com-
pressing neural networks. Techniques such as those in [208,252] can achieve a high pruning rate, leading to

significant compression.
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CHAPTER 4

Training Time Compute Efficiency

4.1 ISD: Self-Supervised Learning by Iterative Similarity Distillation

Recently, contrastive learning has achieved great results in self-supervised learning, where the main idea
is to pull two augmentations of an image (positive pairs) closer compared to other random images (negative
pairs). We argue that not all negative images are equally negative. Hence, we introduce a self-supervised
learning algorithm where we use a soft similarity for the negative images rather than a binary distinction
between positive and negative pairs. We iteratively distill a slowly evolving teacher model to the student
model by capturing the similarity of a query image to some random images and transferring that knowledge
to the student. Specifically, our method should handle unbalanced and unlabeled data better than existing
contrastive learning methods, because the randomly chosen negative set might include many samples that
are semantically similar to the query image. In this case, our method labels them as highly similar while
standard contrastive methods label them as negatives. Our method achieves comparable results to the state-

of-the-art models. Our code is available here:

4.1.1 Introduction

We can view the recent crop of SSL methods as iterative self-distillation where there is a teacher and
a student. Both teacher and student improve simultaneously while the teacher is evolving more slowly
(running average) compared to the student: (1) In the case of contrastive methods e.g. MoCo [175], we
classify images to positive and negative pairs in the binary form. (2) In the case of clustering methods
(DC-v2 [57], SWAV [57], SeLA [502]), the student predicts the quantized representations from the teacher.
(3) In the case of BYOL [160], the student simply regresses the teacher’s embeddings vector. Here, we
introduce a novel method using similarity based distillation to transfer the knowledge from the teacher to
the student. We argue that our method is more regularized compared to prior work and improves the quality
of the features in transfer learning.

In the standard contrastive setting, e.g. MoCo [175], there is a binary distinction between positive and

negative pairs, but in practice, many negative pairs may be from the same category as the positive one.
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Thus, forcing the model to classify them as negative is misleading. This can be more important when the
unlabeled training data is unbalanced, for example, when a large portion of images are from a small number
of categories. Such scenario can happen in applications like self-driving cars, where most of the data is
just repetitive data captured from a high-way scene with a couple of cars in it. In such cases, the standard
contrastive learning methods will try to learn features to distinguish two instances of the most frequent
category that are in a negative pair, which may not be helpful for the down-stream task of understanding rare
cases.

We are interested in relaxing the binary classification of contrastive learning with soft labeling, where
the teacher network calculates the similarity of the query image with respect to a set of anchor points in the
memory bank, converts that into a probability distribution over neighboring examples, and then transfers
that knowledge to the student, so that the student also mimics the same neighborhood similarity. In the
experiments, we show that our method is competitive with SOTA self-supervised methods on ImageNet
and show an improved accuracy when trained on unbalanced, unlabeled data (for which we use a subset of
ImageNet).

Our method is different from BYOL [160] in that we are comparing the query image with other random
images rather than only with a different augmentation of the same query image. We believe our method can
be seen as a more relaxed version of BYOL. Instead of imposing that the embedding of the query image
should not change at all due to an augmentation (as done in BYOL), we are allowing the embedding to vary
as long as its neighborhood similarity does not change. In other words, the augmentation should not change
the similarity of the image compared to its neighboring images. This relaxation lets self-supervised learning
focus on what matters most in learning rich features rather than forcing an unnecessary constraint of no
change at all, which is difficult to achieve.

Our distillation method is inspired by the CompRess method [240], which introduces an analogous
similarity-based distillation method to compress a deeper self-supervised model to a smaller one and get
better results compared to training the small model from scratch. Our method is different from [240] in
that in our case, both teacher and student share the same architecture, we do self-supervised learning from
scratch rather than compressing from another deeper model, and also the teacher evolves over time as a

running average of the student rather than being frozen as in [240].
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4.1.2 Related Work

Self-supervised learning: The task of learning representations by solving a pretext task without using
any supervised annotations is called self-supervised learning. Various pretext tasks like solving jigsaw
puzzles [323], predicting rotations [149], counting the visual primitives [324], filling up a missing patch
[336], predicting missing channels of input [526, ], and contrastive learning [165, ] are explored in
the literature. We are proposing a novel pretext task based on iterative similarity based distillation.

Contrastive learning: The task of learning unsupervised representations by contrasting the representa-
tions of an image with other images is called contrastive learning [165]. Contrastive learning is essentially
positive/negative classification where the positive and negative pairs of embeddings can be defined in var-
ious ways. In [70,175,480], the positive pairs are augmented views of the same image while the negative
pairs are those of different images. In [183], the positive pairs are a patch and context embeddings from the
same image while the negatives pairs are a patch and context embedding from different images. In [31,189],
the positives pairs are global and local features from the same image while the negative pairs are global and
local features from different images. In [56, 57, ], the positive pairs are members of the same cluster
while the negative pairs are member of different clusters. We are different from these contrastive methods in
that we do not consider all negatives equally: we calculate a soft labeling for the negatives using similarity
of the data points. Also, we do not consider positive pairs directly: the comparison for the positive pairs
is done through the similarity distillation. A few methods have attempted to fix false negative problem of
contrastive learning by debiasing the loss [89] and by sampling the local neighborhood as positives [453].
We’re different as we simply make the contrastive learning soft. [207] is a concurrent work that identifies
some wrong negatives and cancels them in constrictive leaning.

Knowledge Distillation: The task of transferring the knowledge from one model to the other is called
knowledge distillation [29, 188]. The knowledge from the teacher can be extracted and transferred in various
ways. The knowledge in the activations of intermediate layers can be transferred through regression [373,

, ]. While in most works the teacher is a deeper model and the student is a shallower model, in
[32, 141] both teacher and the student use the same architecture. Techniques from knowledge distillation
can also be used in an unsupervised way to improve self-supervised learning [240, 325, 495]. Instead of
using knowledge distillation for model compression or reducing the generalization gap, we use it iteratively
to evolve the teacher and student together to learn rich representations from scratch.

Similarity based knowledge distillation: While the above methods [29,188,373,500,516] only extract

the information about a single data point from the teacher, similarity based distillation methods [20, 124,
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Ficure 4.1. Our method: We initialize both teacher and student networks from scratch and update the
teacher as running average of the student. We feed some random images to the teacher, and feed two
different augmentations of a query image to both teacher and student. We capture the similarity of the
query to the anchor points in the teacher’s embedding space and transfer that knowledge to the student.
We update the student based on KL divergence loss and update the teacher to be a slow moving average
of the student. This can be seen as a soft version of MoCo [175] which can handle negative images that
are similar to the query image. Note that unlike contrastive learning and BYOL [160], we never compare
two augmentations of the query images directly (positive pair).

, R , , R ] represent the knowledge from the teacher in terms of similarities between data
points. CompRess [240] and SEED [124] are the closest related work to our method that uses similarity
based distillation to compresses a large self-supervised model to a smaller one. Our method is different as
we use similarity based distillation to iteratively distill an evolving teacher to a student.

Consistency regularization: Consistency regularization is a method of regularization that seeks to
make the output of a model consistent across small perturbations in either the input [314] or the model
parameters [418]. Recently, BYOL [160] applied a variant of Mean Teachers [418] for self-supervised
learning. Our method uses a variation of this idea through similarity based loss rather than regression loss
defined on data points individually. [468] is probably the closet to ours that uses a loss similar to our as a
regularizer in addition to the MoCo loss. Our method is different as we optimize our loss from scratch as the
main objective without adding it to another method. Also, our method benefits from different temperatures

for the teacher and student networks which is inspired by [124].
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4.1.3 Method

We are interested in learning rich representations from unlabeled data. We have a teacher network and a
student network. We initialize both models from scratch and update the teacher to be a slower version of the
student: we use the momentum idea from MoCo in updating the teacher so that it is running average of the
student. The method is described in Figure 4.1. Following the notation in [240], at each iteration, we pick
a random query image and a bunch of random other images that we call anchor points. We augment those
images and feed them to the teacher model to get their embeddings. Then, we augment the query again
independent of the earlier augmentation and feed it to the student model only. We calculate the similarity
of the query point compared to the anchor points in the teacher’s embedding space and then optimize the
student to mimic the same similarity for the anchor point at the student’s embedding space. Finally, we
update the teacher with a momentum to be the running average of the student similar to MoCo and BYOL.
Note that our method is closely related to ComPress method [240] which uses the similarity distillation for
compressing a frozen larger model to a smaller one.

More formally, we assume a teacher model ¢ and a student model s. Given a query image g, we augment
it twice independently to get ¢, and g,. We also assume a set of n augmented random images {x;}",. We
feed {x;}}, to the teacher model to get their embeddings {z(x;)}", and call them anchor points. We also
feed g; to the teacher and gy to the student to get #(g;) and s(g) respectively. Then, we calculate the
similarity of the query embedding 7(g;) compared to all anchor points, divide by a temperature, and convert
to a probability distribution using a SoftMax operator to get:
exp(sim(#(q,), #(x:))/7:)

pi(i) = —log Z?zl exp(sim(f(%)’t(xj))/Tt)

where 7, is the teacher’s temperature parameter and sim(., .) refers to the similarity between two vectors. In

our experiments, we use cosine similarity which is standard in most recent contrastive learning methods.

Then, we calculate a similar probability distribution for the student’s query embedding to get:

exp(sim(s(gs).1(x;))/7s)
Yo exp(sim(s(qs), t(xj))/rs)

Where, 7; is the student’s temperature parameter. Finally, we optimize the student only by minimizing

ps(i) = _1Og

the following loss:

L =KL(pi|ps)

and the teacher is updated using the following rule:
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0; < mb, + (1 —m)0

where 6 refers to the parameters of a model and m is a the momentum hyperparameter that is set be close to
one (0.99 in our ResNet50 experiments) as in MoCo. Since the teacher is not optimized by the loss directly,
the loss can be simplified as cross entropy loss instead of KL divergence.

Note that unlike the positive pair in contrastive learning methods and BYOL, the query image is never
compared to its own augmentation as it is not included in the anchor points. We do this since when the
features are mature, the similarity of the query to itself will be very large and will dominate the whole
probability distribution. Note that one can convert our method to MoCo by including the query in anchor
points and replacing the probability of the teacher p; with a one-hot encoding vector in which the positive
pair (query) corresponds to one and all other anchor points correspond to zero. Figure 4.2 shows some
example teacher probabilities for both ISD and MoCo.

Our method can benefit from a large number of anchor points to cover the neighborhood of any query
image, and also the anchor points are fed to the teacher only that evolves slowly. Hence, we use MoCo’s
trick of a large memory bank (queue) for the anchor points. The queue size is 128K in our experiments
which uses only 1.6% of the total memory and less than 1% of the total computation.

Different Temperature for student and teacher: Since the student is learning from the teacher, we can
use a lower temperature for the teacher compared to the student to make the teacher more confident. In the
extreme case, when the teacher uses zero temperature, its output will be a one-hot encoding over the anchor
points which is a very sharp distribution. In the experiments we observe best results when the teacher has

10 times smaller temperature.

4.1.4 Experiments

We describe various experiments and their results in this section. We compare our proposed self-
supervised method with other state-of-the-art methods on ImageNet and transfer learning. We also demon-
strate the advantage of our method compared to MoCo on unbalanced, unlabeled dataset.

Implementation details: For all experiments, we use PyTorch with SGD optimizer (momentum = 0.9,
weight decay = le—4, batch size = 256) except when stated otherwise. Details about the specific architecture,
epochs for training, and learning rate are described for each experiment in its respective section. We follow
the evaluation protocols in [240] for nearest neighbor (NN) and linear layer (Linear) evaluation. We use

the ImageNet labels only in the setting of evaluating the learned features. To evaluate how SSL features
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Ficure 4.2. Positives vs. negatives: We sample some query images randomly (left column), calculate
their teacher probability distribution over all anchor points in the memory bank (size=128K) and rank
them in descending order (right columns). The second left column is another augmented version of the
query image that contrastive learning methods use for the positive pair. Our students learns to mimic
the probability number written below each anchor image while contrastive learning method (e.g., MoCo)
learn to predict the one-hot encoding written below the images. Note that there are lots of images in the
top anchor points that are semantically similar to the query point that MoCo tries to discriminate them
from the query while our method does not.

transfer to new tasks, we perform Linear layer evaluation on different datasets including Food101 [41],
SUN397 [481], CIFAR10 [245], CIFAR100 [245], Cars [244], Flowers [321], Pets [333], Caltech-101 [130]
and DTD [90]. More details about the datasets and training can be found in the appendix. We follow [160]

setting for transfer learning and reproduce BYOL results for fairness.

4.1.4.1 Self-supervised learning

BYOL-asym (baseline). ResNet-50 is recently used as a benchmark in the community. Unfortunately,
we cannot run it for 1000 epochs because of resource constraints. Some methods [57, ] are even slower
as they forward the mini-batch through the model more than once. For instance, BYOL method forwards
the images twice to calculate the symmetric loss, so 100 epochs of symmetric BYOL is equivalent to almost
200 epochs of asymmetric BYOL in terms of running time. As shown in [77], given a constant budget,
there is no big difference between symmetric and asymmetric losses. Thus, for a fair comparison with our

method and MoCo, we use asymmetric loss, a small batch size (256), momentum for the teacher is 0.99, and
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train for 200 epochs. We implement BYOL in PyTorch following [160]. We call this baseline as BYOL-
asym since it’s asymmetric version of BYOL. For ResNet18, hidden units in the MLP for projection and
prediction layers is 1024, and output embedding dimension is 128. For ResNet50, hidden units in the MLP
for projection and prediction layers is 4096, and output embedding dimension is 512. We use cos learning
rate scheduler with initial learning rate of 0.05.

ResNet-18 experiments: Following CompRess [240], we train our self-supervised ResNet-18 model
with the initial learning rate set to 0.01 and multiplied by 0.2 at epochs 140 and 180. We follow [160] and
add a prediction layer for the student. The hidden and output dimensions of the prediction MLP layer are
set to 512. We do not have any projection layer for ResNet18. We use the same set of augmentations used
in [70,76, ]. We use the same temperature for teacher and student 73 = 7, = 0.02. The memory bank
size is 128K and momentum m for teacher encoder is 0.999. We choose these parameters based on ablations
which can be found in the appendix. The results are shown in Tables 4.1 and 4.2. Our model outperforms
both baselines on full ImageNet linear and transfer linear benchmarks.

It is important to note that our method can be seen as a soft version of MoCo. So, ISD outperforming
MoCo, empirically supports our main motivation of improving representations by smoothing the contrastive
learning: not considering all negatives equally negative.

ResNet-50 experiments: We train ResNet-50 with different settings than ResNet-18. We use same
architecture and settings as ResNet-50 BYOL-asym. We use cos learning rate scheduler with initial learning
rate of 0.05. We use temperature of 7, = 0.1 for the student and 7; = 0.01 for the teacher. Memory bank
size is 128K, and momentum m for teacher encoder is 0.99. We study the effect of memory bank size in
Figure 4.3 which shows that memory bank size of even 16K is on-par with 128K and above. Additionally,
inspired by [403], we train our model with two different augmentation sets which we call it weak (random
cropping and random horizontal flipping) and strong (same as [70, 76, 160]). The teacher view uses weak
augmentation while the student view uses the strong augmentation. We evaluate the effect of different
augmentation in Table 4.4. ResNet50 results are shown in Tables 4.1 and 4.2.

Tables 4.1 and 4.2 show the results on ImageNet and transfer learning settings respectively. Our method
is comparable to SOTA SSL methods including BYOL in Linear and nearest neighbor evaluation on Ima-
geNet. As mentioned earlier, we believe our method is more relaxed compared to BYOL as our method lets
the embeddings of augmented images move as long as their similarity relationship with neighbors has not

changed. Table 4.3 shows our results when only limited labels are available in ImageNet dataset. Figure 4.5
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TaBLE 4.1. Evaluation on full ImageNet: We compare our method with other state-of-the-art SSL
methods by evaluating the learned features on the full ImageNet. A single linear layer is trained on top
of a frozen backbone. Note that methods using symmetric losses use 2x computation per mini-batch.
Thus, it is not fair to compare them with the asymmetric loss methods. Further, we find that given a
similar computational budget, both asymmetric MoCo-V2 (400 epochs) and symmetric MoCo-V2 (800
epochs) have similar accuracies (71.0 vs 71.1). Under similar resource constraints, our method performs
competitively with other state-of-the-art methods. * is compressed from ResNet-50x4. 1: SwAV is not
comparable as it uses multiple crops together. i: is our concurrent work.

Method Ref | Batch | Epochs | Sym. Loss | Top-1 | NN | 20-NN
Size 2x FLOPS | Linear
ResNet-50
Supervised - 256 100 - 762 |71.4 | 74.8
SwAV [57] [77] | 4096 200 v 69.1 - -
SimCLR [70] [70] | 4096 1000 v 69.3 - -
MoCo-V2 [175] [771 | 256 200 v 69.9 - -
SimSiam [77] [77]1 | 256 200 v 70.0 - -
BYOL [160] [771 | 4096 200 v 70.6 - -
MoCo-V2 [76] [76] | 256 400 v 71.0 - -
MoCo-V2 [175] [175]| 256 800 X 71.1 |57.3] 61.0
CompRess* [240] | [240] | 256 | 1K+130 X 719 633 | 66.8
BYOL [160] [160] | 4096 1000 v 743 | 62.8| 66.9
SWAV T [57] [57] | 4096 | 800 v 753 | - -
MoCo-V2 [175] [77]1 | 256 200 X 67.5 - -
CO2 [468] [468] | 256 200 X 68.0 - -
BYOL-asym - 256 200 X 69.3 | 550 59.2
MSF * [242] [242] | 256 200 X 724 |62.0| 64.9
ISD - 256 200 X 69.8 592 62.0
ResNet-18

Supervised - 256 100 - 69.8 |63.0| 67.6
MoCo-V2 [175] [77]1 | 256 200 X 51.0 | 377 | 42.1
BYOL-asym - 256 200 X 52.6 |40.0 | 44.8
ISD - 256 200 X 53.8 | 41.5| 46.6

shows random image samples from random clusters where each row corresponds to a cluster. Note that each
row contains almost semantically similar images.

Evolution of teacher and student models: In Figure 4.4, for every 10 epoch of ResNet-18, we eval-
uate both teacher and student models for BYOL, MoCo, and ISD methods using nearest neighbor. For all
methods, the teacher performs usually better than the student in the initial epochs when the learning rate is
relatively large and then is very close to the student when it shrinks. This is interesting as we have not seen
previous papers comparing the teacher with the student. This might happen since the teacher is a running
average of the student so can be seen as an ensemble over many student networks similar to [418]. We

believe this deserves more investigation as future work.
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TaBLE 4.2. Linear transfer evaluation: We linear classifiers on top of frozen features for various down-
stream datasets. Hyperparameters are tuned individually for each method and the results are reported on
the hold-out test sets. Our ResNet-18 is significantly better than other state-of-the-art SSL methods. “rep.”
refers to the reproduction with our framework for a fair comparison. £: our concurrent work.

Method Ref. Epochs Food CIFAR CIFAR SUN Cars DTD Pets Caltech Flowers Mean
101 10 100 397 196 101 102
ResNet-50
Sup-IN [160] 723 93.6 783 619 667 749 915 945 94.7 80.9
SimCLR [70] [160] 1000 72.8  90.5 744 606 493 757 84.6 893 92.6 68.6
MoCo v2 [76] - 800 725 922 746 596 505 744 846 90.0 90.5 76.5
BYOL [160] rep. 1000 754 927 78.1 621 671 768 89.8 922 95.5 81.1
BYOL [160] [160] 1000 753 913 784 622 678 755 904 94.2 96.1 81.2
BYOL-asym [160] - 200 702 915 742 590 540 734 862 904 92.1 76.8
MoCo v2 [76] - 200 704  91.0 735 575 477 739 813 887 91.1 75.0
MSF * [242] [2421 200 712 92.6 76.3 592 556 732 887 927 92.0 71.9
ISD - 200 68.6 908 720 558 458 686 89.1 903 87.4 74.3
ResNet-18
BYOL-asym [160] - 200 550 834 593 482 26,6 654 741 827 823 64.1
MoCo v2 [76] - 200 56.7 83.0 59.7 488 304 644 701 805 83.1 64.1
ISD - 200 583 833 62.7 49.6 361 656 764 84.5 87.4 67.1

TasLE 4.3. Evaluation on limited labels ImageNet for ResNet-50: We evaluate our model for the 1%
and 10% ImageNet linear evaluation. Unlike other methods, we only train a single linear layer on top
of the frozen backbone. We observe that our method is better than other state-of-the-art methods given
similar computational budgets. * is compressed from ResNet-50x4

Top-1 Top-5

Method Epochs 1% 10% 1% 10%
Entire network is fine-tuned.

Supervised 254 564 484 804
PIRL [313] 800 - - 572 838
CO2 [468] 200 - - 71.0 857
SimCLR [70] 1000 483 65.6 755 87.8
InvP [453] 800 - - 782 88.7
BYOL [160] 1000 532 68.8 784 89.0
SwWAV' [57] 800 539 70.2 78.5 89.9
Only the linear layer is trained.

BYOL? [160] 1000 55.7 68.6 80.0 88.6
CompRess* [240] 1K+130 59.7 67.0 823 87.5
MoCo v2 [76] 200 43.6 584 712 829
BYOL-asym [160] 200 479 61.3 746 84.7
ISD 200 534 63.0 78.8 859

Ablation study: We varied the temperature for our method on ResNet-18 with 130 epochs and reported
the results in Table 4.5. Here, LR = 0.01 and it is multiplied by 0.2 at 90 and 120 epochs. Also, for more fair
comparison with BYOL on ResNet18, we varied the learning rate and chose the best one for BYOL. Table

4.6 shows the results of this experiment.
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TaBLE 4.6. Effect of learning rates for
BYOL: Comparison of different learning rates
for BYOL on ResNet-18 with 200 epochs and
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Ficure 4.4. Evolution of teacher and student models: Comparing the teacher and student ResNet18
models using Nearest Neighbor while training for MoCo, BYOL, and ISD methods. Interestingly, the
teacher performs better than the student before shrinking the learning rate. Most previous works use the
student as the final model which seems to be sub-optimal. We believe this is due to ensembling effect
similar to [418] and needs more investigation.

4.1.4.2 Self-Supervised Learning on Unbalanced Dataset

Most recent self-supervised learning methods are benchmarked by training on unlabeled ImageNet.
However, we know that ImageNet has a particular bias of having an almost uniform distribution over the
number of samples per category. We believe this bias does not exist in many real-world applications where
the data is unbalanced: a few categories have a large number of samples while the rest of the data have a

small number of samples. For instance, in self-driving car applications, it is really important to learn features
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Ficure 4.5. Random Clusters: We cluster ImageNet dataset into 1000 clusters using k-means and show
random samples from random clusters. We did not do cherry-picking for this visualization. Each row
corresponds to a cluster. Note that semantically similar images are clustered together. More results can be
found in the appendix.

for understanding rare scenes while most of the data is captured from repetitive safe highway scenes. Hence,
we believe it is important to design and evaluate self-supervised learning methods for such unbalanced data.

As mentioned earlier, since standard contrastive learning methods e.g., MoCo, consider all negative
examples equally negative, when the query image is from a large category, it is possible to have multiple
samples from the same category in the memory bank. Then, the contrastive loss in MoCo pushes their
embeddings to be far apart as negative pairs. However, our method can handle such cases since our teacher
assigns a soft label to the negative samples, so if an anchor example is very similar to the query, it will have
high similarity and the student is optimized to reproduce such similarity.

To study our method on unbalanced data, we design a controlled setting to introduce the unbalanced
data in the SSL training only and factor out its effect in the feature evaluation step. Hence, we sub-sample
ImageNet data with 38 random categories where 8 categories are large (use all of almost 1300 images per
category) and 30 categories are small (use only 100 images per category.) We train our SSL method and
then evaluate by nearest neighbor (NN) classifier on the balanced validation data. To make sure that the
feature evaluation is not affected by the unbalanced data, we keep both evaluation and the training data of
NN search balanced, so for NN search, we use all ImageNet training images (almost 1300 x 38 images) for
those 38 categories.

We repeat the sampling of 38 categories 10 times to come up with 10 datasets and report the results
for our method and also MoCo in Table 4.7. To measure the effect of the unbalanced data. we report the

accuracy on all 38 categories and also on those 30 small categories only separately. Our method performs
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TasLE 4.7. Unbalanced dataset: Nearest Neighbor (NN) results with ResNet-18 model for the unbal-
anced data when we consider all 38 categories and 30 small categories separately. We repeat the experi-
ment 10 times with different random sets of 38 categories. NN is done on the validation set of ImageNet
(which has uniform distribution) by searching the nearest neighbors among all ImageNet training data of
those 38 categories (so the training data of NN also has uniform distribution). Hence, the whole evaluation
is on balanced data to make sure we observe the effect of the unbalanced, “unlabeled” data only. “Dift”
shows the improvement of our method over MoCo. Interestingly the improvement is bigger in the rare
categories. This is aligned with out hypothesis that our method can handle unbalanced, unlabeled data
better since it does not consider all negative images equally negative.

Method | Dy | Dy | D3 | D4 | Ds | Dg | D; | Dy | Dy | Dyg || Mean
Evaluation On All 38 Categories
MoCo | 48.9 | 57.8 | 59.4 | 56.7 | 62.0 | 54.6 | 57.8 | 57.2 | 62.4 | 544 | 57.12
ISD 49.6 | 579 | 619 | 58.6 | 62.3 | 56.3 | 57.8 | 58.1 | 62.5 | 55.3 || 58.03
Dift +0.7 | +0.1 | +2.5 | +19 | +03 | +1.7| O |+0.9 | +0.1 | +0.9 || +0.91
Evaluation Only on 30 Rare Categories
MoCo | 44.7 | 52.3 | 57.3 | 53.1 | 57.7 | 50.7 | 51.1 | 51.9 | 58.9 | 59.8 || 53.75
ISD 46.5 | 539 | 60.8 | 56.8 | 60.5 | 54.5 | 53.1 | 55.0 | 60.7 | 61.5 || 56.33
Diff +1.7 | +1.6 | +3.5 | +3.7 | 42.8 | 43.8 | 42.0 | +3.1 | +1.8 | +1.7 || +2.57

consistently better than MoCo, but more interestingly, the gap the improvement is larger when we evaluate
on the 30 small categories only. We believe this empirically proves our hypothesis that our method may be
able to handle unbalanced data more effectively. For a fair comparison, we train both our model and MoCo

for 400 epochs with a memory bank size of 8192 and cosine learning schedule.

4.1.5 Conclusion

We introduce ISD, a novel self-supervised learning method. It is a variation of contrastive learning (e.g.,
MoCo) in which negative samples are not all treated equally. The similarity between images in the teacher’s
embedding space determines how much each anchor image should be contrasted with. Our extensive ex-
periments show that our method performs comparable to the state-of-the-art SSL. methods on ImageNet,

transfer learning tasks, and when the unlabeled data is unbalanced.
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4.2 Mean Shift for Self-Supervised Learning

Most recent self-supervised learning (SSL) algorithms learn features by contrasting between instances of
images or by clustering the images and then contrasting between the image clusters. We introduce a simple
mean-shift algorithm that learns representations by grouping images together without contrasting between
them or adopting much of prior on the structure or number of the clusters. We simply “shift” the embedding
of each image to be close to the “mean” of the neighbors of its augmentation. Since the closest neighbor
is always another augmentation of the same image, our model will be identical to BYOL when using only
one nearest neighbor instead of 5 used in our experiments. Our model achieves 72.4% on ImageNet linear
evaluation with ResNet50 at 200 epochs outperforming BYOL. Also, our method outperforms the SOTA by
a large margin when using weak augmentations only, facilitating adoption of SSL for other modalities. Our

code is available here:

4.2.1 Introduction

Most current visual recognition algorithms are supervised, meaning that they learn from large scale
annotated images or videos. However, in many applications, the annotation process may be expensive,
biased, ambiguous, or involve privacy concerns. Self-supervised learning (SSL) algorithms aim to learn rich
representations from unlabeled images or videos. Such learned representations can be used along with small
annotated data to provide an accurate visual recognition model. We are interested in developing better SSL
models using unlabeled images.

Some recent SSL models learn by contrasting between instances of images. They pull different aug-
mentations of an image instance together while pushing them away from other image instances [70, 175].
Some other SSL methods cluster the unlabeled images to a set of clusters with the hope that each cluster will
contain semantically similar images. Then, a model that predicts those clusters learns rich representations
similar to supervised learning with labels [56,57,502].

These clustering methods also can be considered as contrastive learning since they contrast between
different clusters of images. For instance, the SoftMax layer in deep clustering method [56] encourages an
image to be assigned to the correct single cluster and not the other clusters.

Also, most clustering algorithms have strong priors on the overall structure of the clusters. For instance,
deep clustering (k-means) using Euclidean distance encourages spherical cluster shapes which we believe is

unnecessary for the purpose of SSL. methods.
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Ficure 4.6. MSF method: Similar to BYOL, we maintain two encoders (“target” and “online”). The
online encoder is updated with gradient descent while the target encoder is the moving average of the
online encoder. We augment an image twice and feed to both encoders. We add the target embedding to
the memory bank and look for its nearest neighbors in the memory bank. Obviously target embedding
itself will be the first nearest neighbor. We want to shift the embedding of the input image towards the
mean of its nearest neighbors, so we minimize the summation of those distances. Note that our method
using only one nearest neighbor is identical to BYOL which pulls different augmentations together without
grouping different instances of images. To our knowledge, our method is the first in grouping different
instances of images without contrasting between image instances or clusters.

Recently, BYOL [160] showed that it is possible to learn rich representations without contrasting be-
tween image instances. BYOL [160] works by simply pulling the two views of an image closer without
any contrast with other images. The better performance of BYOL [160] compared to MoCo hints that con-
trasting with other images may be a limiting constraint. For instance, in MoCo [175], since the negative
images are sampled randomly, they may be from the same category as the query, resulting in degraded
representations. [420] tries to resolve this issue by not treating all negatives equally negative.

Inspired by mean shift clustering, we generalize BYOL to a simple yet effective SSL method where a
data point is pulled closer to not only its other augmentations but also the nearest neighbors (NNs) of its
augmentation. Unlike DeepCluster [56], SWAV [57], and SeLLA [502] that use explicit, mutually exclusive
cluster assignment, our method uses mean-shift algorithm that groups similar images together locally with-
out explicit cluster assignment. Moreover, unlike k-means clustering, mean-shift does not have strong priors
on the shape, size, or number of the clusters. This makes mean-shift suitable for SSL. where such priors
are not known. Compared to MoCo [175], SimCLR [70], SWAV [57] and few others, our method never
contrasts between different images or even cluster centers.

Since we need a large set of embeddings to search for nearest neighbors, we adopt the memory bank

idea [175] to maintain a random set of embeddings. Also, since the model is evolving over time in the
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Ficure 4.7. Nearest neighbors (NN) of the model at each epoch: For a random query images, we show
how the nearest neighbors evolve at the learning time. Initially, NNs are not semantically quite related,
but are close in low-level features. The accuracy of 1-NN classifier in the initialization is 1.5% which
is 15 times larger than random chance (0.1%). This little signal is bootstrapped in our learning method
and results in NNs of the late epochs which are mostly semantically related to the query image. More
visualizations can be found in the appendix.

learning process, the old elements in the memory bank will not be valid, so we adopt the momentum idea
from [175] to maintain two encoders (“target” and “online”) instead of only one. The online model is
updated by the loss and the target model is updated as a moving average of the online model. We feed
two different augmentations of an image to these two encoders, then we push the online embedding of
the image to be close to the average of nearest neighbors of the target encoding of the image in the target
embedding space. Hence, similar to most recent SSL methods, our method also uses the inductive bias that
the augmentation should not move the embedding much.

Our experiments show that our method outperforms state-of-the-art methods on various settings. For
instance, when trained on unlabeled ImageNet for 200 epochs, it achieves 72.4% linear ImageNet accuracy
which is better than BYOL at 200 epochs.

Most recent SSL. methods use strong augmentations to improve the accuracy, leading to “augmenta-
tion engineering” to improve SSL. However, in many applications, e.g., medical domain, designing such
augmentations is not easy and needs extensive domain knowledge. Hence, designing SSL. methods that do
not rely heavily on large variations of augmentations is interesting. We show that when using only weak
augmentations, our method (MSF w/w) outperforms BYOL by a large margin. We hypothesize that NNs
act as a proxy for strong augmentations of the query image, so there is no need for engineering strong

augmentations.
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4.2.2 Related Work

Self-supervised learning: The aim of self-supervised learning is to learn representations directly from
the data without using any manual data annotation. Specifically, a pretext task is designed based on the
inherent structure in the data and a model is trained to solve it. Various pretext tasks have been designed that
exploit different structural cues in the data. Here, we focus on following pretext tasks for images: treating

each data point as a single class to perform instance level classification [114], predicting the relative location

of patches [108, 323], filling up a missing patch in an image [336], predicting a colored image from its
grayscale version [526,527], counting objects in an image [324], predicting the rotation of an image [149],
and predicting the pseudo-labels obtained from clustering [56,502]. Note that designing the pretext task or

the augmentations itself is still manual and needs domain knowledge.

Instance discrimination: Recently, the task of instance discrimination [114] has shown great promise.
The basic idea is to treat each image as single class. This is also referred as contrastive learning where
positive samples (augmented views of the same instance) are pushed close and away from the negative
samples (all other instances). While [114] took a parametric approach for this classification, [480] took
a non-parametric approach. The non-parametric approach has seen broad adoption with great results [57,

, 175,313,424, 545]. Two important components of these methods are: memory bank (source of nega-
tive samples) and augmentation (constructing positive samples). A simple but effective technique using a
momentum encoder to populate the memory bank is proposed in [175]. A rigorous study of the impact of
different augmentations and hyperparameters is conducted in [70]. Improved augmentation strategies are
proposed in [57,70,426]. Instance discrimination can also be viewed from an information theoretic perspec-
tive as the task of maximizing the information between different views of a single image [31, 189,445].

Consistency regularization: Although negative pairs were thought to be central in preventing the col-
lapse of representations for instance discrimination, [160] proposed a method that does not collapse despite
not using any negatives. The objective in [77, 160] simply pulls augmented views of the same image close
without any contrast with negative samples. This is also referred to as consistency regularization in the
semi-supervised learning framework [418]. Inspired by [160], we propose a more general form of it where
the positives can also come from the close neighborhood of a sample grouping similar images together.

Clustering methods: Another class of methods based on clustering have shown promise. The basic
idea is to alternate between clustering and learning the representations [483,496]. This approach was first

scaled to large scale pre-training in [108]. A big concern in these methods is to prevent the collapse of all
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representations into a single cluster. To that end, an optimal transport based formulation of clustering is
proposed in [502]. An online clustering algorithm based on the formulation of [502] is proposed in [57].
Clustering and instance discrimination: Clustering methods can be seen as the generalizing the
instance discrimination framework. Only the views from the same sample can be positives in instance
discrimination [114, ], but all the members (and their views) of a cluster are positives in clustering
based methods [35,57]. A more flexible middle ground is where the set of positives are based on the local
neighborhood of a sample: top-k nearest neighbors of a sample in [204], nearest neighbors of a sample
that are also the members of the same cluster in [545], and top-k graph distance based neighbors in [453].
Our method shares the motivation behind these works: embeddings should be locally clustered around high
density regions. We also use top-k nearest neighbors as positives [204,453], but our method is fundamentally
different as there is no notion of negatives in our method. Intuitively, we enforce a more simpler and flexible
constraint: move each sample closer to its nearest neighbors in each iteration. This idea is inspired from
Mean-Shift Clustering [82, 91] where the cluster assignment for each sample is iteratively updated to be
the mean of its nearest neighbors. In contrast to the k-means clustering, Mean-Shift does not make strong

assumptions about the shape of clusters.

4.2.3 Method

We are interested in mean-shift clustering, so at each iteration we want to encourage the model to shift
the embedding of an image to be closer to the average of its nearest neighbors on a large random set of
samples.

Following the notation of BYOL [160], we assume a target encoder f and an online encoder g. Both
encoders have the same backbone architecture followed by a projection layer and are initialized equally.
The online encoder g is followed by an additional prediction layer ~ on top of it. The online encoder g
and the prediction layer & are updated by back-propagating the loss while the target encoder f is updated
by momentum update to be a running average of the online encoder g. Since nearest neighbor needs a
large pool of examples, we maintain a first-in-first-out (FIFO) memory bank [175] that includes recent
embeddings from the slowly evolving target encoder f.

Given an unlabeled image x, we augment it randomly twice to get 71 (x) and T>(x). We feed them to
ST () (T2 (0) We first add u to

ATk 209V = (T (o)
the memory bank and then, find the k nearest neighbors of « in the memory bank to get a set of embeddings

encoders and then normalize them with £, norm to get u =

{Z‘/}]Jf: 1- Note that this set includes u itself. Since we know it is another augmentation of the same input
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image, it should be a good target for v. Finally, we minimize the following loss:

k
L=-> dist(v,z;)
J=1

tal e

where, dist(.,.) is the distance metric between two embeddings. We use MSE loss (dist(a,b) = ||a - b||3) as
the distance in our experiments. Minimizing this loss is equivalent to maximizing Cosine similarity as the
vectors are already ¢» normalized. The final loss is the summation of the above loss for all input images.

Ideally, we can average the set of nearest neighbors to come up with a single target embedding, but since
averaging is dependent on the choice of loss function, we simply minimize the summation of distances. Note
that for Euclidean distance, both methods result in identical gradients.

Since u itself is included in our NN search, it will be always the best nearest neighbor. Hence, our
method with k = 1 will be identical to BYOL which minimizes ||v — u|[5 for each image without using a
memory bank.

Moreover, in the initial stages of the learning, v may be far from u and the other k — 1 nearest neighbors
may be semantically different from the query image. Since those wrong neighbors are still close to u, the
loss will still pull v closer to the neighborhood of u (another augmentation of v).

In later stages of learning, when the representation is more mature, the other k — 1 neighbors will be
semantically related and will contribute to learning since u and v are already closer to each other. Table
4.8-right and Figure 4.7 show that the representation improves as the learning progresses.

Strength of augmentation: In most exemplar-based SSL methods, augmentation plays an important
role since the main supervision signal is that the augmentation should not change the embedding much.
Hence, recent methods, e.g., MoCo v2, SimCLR, and BYOL, use strong augmentations. We believe such
aggressive augmentations on the target embeddings u# may add randomness to the learning process as some
of those augmentation do not look natural, so the nearest neighbors will not be semantically close to the
query image. Hence, we use weaker augmentations for the target model to make u# and z less noisy while
still using strong augmentations for the online model. We refer to this as the weak/strong (“‘w/s”) variation.
This is inspired by [403] which uses weak augmentations in semi-supervised learning. This variation results
in almost one point improvement over the regular variation where both encoders use strong augmentations.
As shown in Fig. 4.8 (right), the nearest neighbors are more pure in the “weak only” setting which is
consistent with our above intuition. Our experiments show that BYOL also benefits from w/s augmentation
to some extent. This is probably due to more robust target encoding. Finally, we explore a weak/weak

“w/w” variation where both views are augmented with a weak augmentation.
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4.2.4 Experiments

We report the results of our self-supervised learning and transfer learning in this section.

4.2.4.1 Self-supervised Learning

Mean Shift (MSF): We use 0.99 for the the momentum of the target encoder, top-k = 5, and 1.024M
for the memory bank size (which is roughly the same as the size of ImageNet dataset). Our ablation study
shows that a memory bank of 128K does not degrade the results. We observe that the added computational
cost of NN search is small compared to the overall forward and backward passes. We find that MSF with
128K memory bank size and 512 dimensions for the embedding, uses less than 0.5GB of extra GPU memory
for the memory bank and less than 1% of extra computation for finding 5 NNs (see Table 4.13).

BYOL-asym (baseline): Training SSL methods for more than 200 epochs is not easy due to resource
constraints. For instance, training BYOL with ResNet50 for 200 epochs takes roughly 7 days on four RTX
2080-Ti GPUs. Thus, for a fair comparison, we re-implement BYOL in our own framework and call it
BYOL-asym. We note and justify the major differences between BYOL-asym and BYOL here. First, we
use an asymmetric loss. The original BYOL paper [160] uses symmetric loss which passes each view of
the image through both encoders. As a result, the gradient is calculated over 2 x B instances where B is
the batch size, so each epoch needs twice computation compared to asymmetric loss. Hence, 200 epochs of
BYOL-asym should be compared with 100 epochs of regular BYOL. Second, we use a small batch size of
256 instead of 4096. [160] shows that BYOL works well even with the batch size of 256. Third, we use SGD
optimizer instead of LARS. Despite these differences, our implementation works reasonable well compared
to reported results in prior work. Our MSF uses the same setup for fairness.

Augmentation: In all of our experiments, “strong” augmentation refers to the augmentation in MoCo
v2 [76]. The strong augmentation involves the following stochastic operations: grayscale, color jitter, hor-
izontal flip, and Gaussian blur. The “weak” augmentation is simply a random crop of size 224 x 224 with
area ratio between 0.2 and 1.0 followed by random horizontal flipping with probability 0.5. MSF w/s refers
to our “weak/strong” variation where the target encoder view is augmented with the weak augmentation
and online encoder view is augmented with the strong augmentation. MSF w/w refers to our “weak/weak”
variation where both teacher and student views use weak augmentation. BYOL-asym and MSF use the
standard SSL practice of augmenting both views with the strong augmentation.

Architecture: We generally follow [160] for the architectures of both BYOL-asym and MSF. We use

the ResNet50 [178] model as backbone in all our experiments. A projection layer (2 layer MLP) is added
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on top of the backbone. The first layer expands the feature channels from 2048 to 4096. It is followed by
BatchNorm and ReL.U layers. The final linear layer reduces the feature channels from 4096 to 512. The
prediction layer architecture is the same as projection layer except its first layer expands the channels from
512 to 4096. After the pre-training step, online encoder’s backbone is evaluated by removing the projection
and prediction layers.

Training: For both BYOL-asym and MSF, we use the SGD (Ir=0.05, momentum=0.9, and weight

decay=1e-4) optimizer and train for 200 epochs. Learning rate uses cosine scheduler.

4.2.4.2 Evaluation on ImageNet

Evaluation on full ImageNet. We evaluate the representations of the pre-trained model by training
linear and nearest neighbor (NN) classifiers. We use the code provided by [240] for training both classifiers.
A single linear layer is trained on top of a frozen backbone. The features from the backbone are normalized
to have unit £, norm and then scaled and shifted to have zero mean and unit variance for each dimension.
The linear layer is trained with SGD (Ir=0.01, epochs=40, batch size=256, weight decay=1e-4, and momen-
tum=0.9). Learning rate is multiplied by 0.1 at 15 and 30 epochs. We use standard supervised ImageNet
augmentations [11] during training. For nearest neighbor classification, we pre-process the ImageNet train-
ing and validation sets with center crop augmentation (size 256) and compute ¢>-normalized embeddings by
forwarding throught the backbone. We report Top-1 accuracies on ImageNet val set for linear, 1-NN, and
20-NN classifiers in Table 4.8.

Evaluation on smaller ImageNet: Similar to [70, s ,240], we evaluate the pre-trained models on
the task of classification with limited ImageNet labels. The training details are the same as above except the
training dataset sizes are reduced to 1% and 10% of the train set of ImageNet [378]. The results are reported

in Table 4.10.

4.2.4.3 Evaluation on Transfer Learning

Linear classification: Following the procedure outlined in [70, 160], we evaluate the self-supervised
pre-trained models for linear classification task on following datasets: Food101 [41], SUN397 [481], CI-
FAR10 [245], CIFAR100 [245], Cars [244], Aircraft [301], Flowers [321], Pets [333], Caltech-101 [130]
and DTD [90]. The appendix includes more details on the datasets and training. The results are reported in
Table 4.9. To verify our implementation, we evaluate the official 1000-epoch BYOL weights provided in [1]

and compare with the results from [160] in Table 4.9.
92



4.2. MEAN SHIFT FOR SELF-SUPERVISED LEARNING

TaBLE 4.8. Left: Evaluation on full ImageNet: We compare our model on the full ImageNet linear
and nearest neighbor benchmarks using ResNet50. We find that given similar computational budget, our
models are better than other state-of-the-art methods. Our w/s variation works slightly better than the
regular MSF. Interestingly, when using weak augmentations only, our method (MSF w/w) outperforms
BYOL and SimCLR with a large margin. We believe this is important in some applications,e g.g. medical
domain, where augmentation engineering is not easy. Note that methods with symmetric loss are not
directly comparable with the other ones as they need to feed each image twice though each encoder. This
results in twice the computation for each mini-batch. One may argue that a non-symmetric BYOL with
200 epochs should be compared with symmetric BYOL with 100 epochs only as they use similar amount
of computation. Note that symmetric MoCo v2 with 400 epochs is almost the same as asymmetric MoCo
v2 with 800 epochs (71.0 vs. 71.1). Note that the accuracy of Random-init for ResNet50 is much lower
than AlexNet (14.1% on conv5 layer from [325]). {: CompRess is not directly comparable as it uses
ResNet50 distilled from a larger SSL teacher model (SimCLR-ResNet50x4). £: SWAV is not comparable
as it uses multiple crops together. Right: Epochwise t-SNE for MSF: We visualize the ¢, normalized
features for 10 random ImageNet classes at certain epochs of MSF training. We find that over the period
of training, semantic clusters are formed in the feature space.

Method Ref. Batch Epochs Sym. Loss Top-1 NN 20-NN
Size 2x FLOPS Linear Epoch 0
Supervised [16] 256 100 - 762 714 748
Random-init - - - - 5.1 1.5 2.0
SeLa-v2 [502] [571 4096 400 v 67.2 - -
SimCLR [70] [70] 4096 1000 v 69.3 - -
SWAV [57] [571 4096 400 v 70.1 - - i
DeepCluster-v2 [56]  [57] 4096 400 v 70.2 - -
SimSiam [77] [77] 256 400 v 70.8 - -
MoCo v2 [175] [77] 256 400 v 71.0 - -
MoCo v2 [175] [76] 256 800 X 71.1 573 61.0
CompRess ' [240] [240] 256 1K+130 X 719 633 66.8
InvP [453] 256 800 X 71.3 - - Epoch 2
BYOL [160] [160] 256 300 v 71.8 - -
BYOL [160] [160] 4096 1000 v 743 628 669
SWAV * [57] [57] 4096 800 v 75.3 - - o
SimCLR [70] [771 4096 200 v 68.3 - -
SwAV [57] [77] 4096 200 v 69.1 - -
MoCo v2 [175] [771 256 200 v 69.9 - -
SimSiam [77] [77] 256 200 v 70.0 - -
BYOL [160] [771 4096 200 v 70.6 - -
MoCo v2 [175] [76] 256 200 X 67.5 509 543
CO2 [468] [468] 256 200 X 68.0 - -
BYOL-asym [160] - 256 200 X 69.3 550 592
ISD [420] [420] 256 200 X 69.8 592 62.0
MSF - 256 200 X 714  60.6 64.0
MSF w/s - 256 200 X 724 62.0 649
MSF w/s (128K) - 256 200 X 721 620 652 _,
SimCLR w/w [70] [160] 4096 300 v 40.2 - - —— # ‘: A
BYOL w/w [160] [160] 4096 300 v 60.1 - - “ oS
MSF w/w - 256 200 X 663 546 574 ” i
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TaBLE 4.9. Linear layer transfer learning evaluation: We compare various SSL methods on transfer
tasks by training linear layers. Under similar computational budgets, we show that our models are consis-
tently better or on par with other state-of-the-art methods. Only a single linear layer is trained on top of
features. No train time augmentations are used. “rep.” means we have reproduced the results using our
evaluation framework for better comparison.

Method Ref. | Epochs | Food | CIFAR | CIFAR | SUN | Cars | Aircraft | DTD | Pets | Caltech | Flowers | Mean
101 10 100 397 | 196 101 102
Supervised | [160] | | 723 | 936 | 783 | 619 |66.7| 61.0 | 749 |915| 945 | 947 | 789
SimCLR [70] [160] | 1000 | 72.8 | 90.5 744 | 60.6 | 493 | 4938 7577 | 846 | 89.3 92.6 74.0
MoCo v2 [76] - 800 | 725 | 922 746 | 59.6 | 505 | 532 | 744|846 | 900 90.5 74.2
BYOL [160] [160]| 1000 | 753 | 91.3 784 | 622 | 67.8 | 60.6 | 755|904 | 94.2 96.1 79.2
BYOL [160] rep. 1000 | 754 | 92.7 78.1 | 62.1 | 67.1 | 62.0 | 768 | 89.8 | 922 95.5 79.2
BYOL-asym [160] - 200 | 702 | 915 742 | 59.0 | 540 | 52.1 734 | 862 | 90.4 92.1 743
MoCo v2 [76] - 200 | 704 | 91.0 735 | 575 477 512 | 739 | 813 | 887 91.1 72.6
MSF - 200 | 70.7 | 92.0 76.1 | 59.0 | 60.9 | 53.5 72.1 | 89.2 | 92.1 924 75.8
MSF-w/s - 200 | 712 | 92.6 76.3 | 592 | 55.6 | 53.7 732 | 88.7| 92.7 92.0 75.5
MSF-w/s (128K) - 200 | 723 | 92.7 763 | 60.2 | 594 | 56.3 | 71.7 | 89.8 | 909 93.7 76.3

TasLE 4.10. Evaluation on small labeled ImageNet:
We compare our model on the ImageNet 1% and 10%
linear evaluation benchmarks for ResNet50. The col-
umn “Fine-tuned” refers to whether the full network
was fine-tuned or a single linear layer was trained.
Given similar computational budgets, both of our mod-
els are better than other state-of-the-art methods. We
evaluate BYOL and MoCo v2 with our evaluation
framework and interestingly, realize that BYOL per-
forms better in linear evaluation compared to finetun-
ing the whole network on the 1% split. We report
these numbers for fair comparison. * is ResNet50 com-
pressed from SimCLR-R50x4. 1 uses a different aug-

TaBLE 4.11. Transfer learning to PASCAL
VOC object detection: We compare our
models on the transfer task of object detc-
tion. We find that given a similar compu-
tational budget, our method is better than
BYOL. The models are trained on the VOC
trainval®7+12 set and evaluated on the
test®7 set. We report average over 5 runs.

mentation strategy than others. I is our evaluation with Method Ref. Bpochs APso AP APss
the official Weights[ ] Sup. IN [77] - 81.3 535 5838
Scratch [77] - 602 338 33.1
- Symmetric loss. 2x FLOPS
Method tF:r‘:gd Epochs | %"p'llo% 1;"1"150% SimCLR [771 200 818 555 6l.4
MoCo v2 [771 200 823 57.0 63.3
Supervised v 254 564 484 80.4 BYOL [771 200 814 553 611
PIRL [313] v 800 - - 572 838 SWAV [771 200 815 554 614
CO2 [468] v 200 - - 710 857 SimSiam [77] 200 824 57.0 63.7
SimCLR [70] v 1000 483 65.6 755 878 Asymmetric loss
TnvP [4] v 800 ¥ - 782 887 MoCo v2 [76] 800 825 574 640
BYOL [160] v 1000 532 68.8 784 89.0 P 453] 800 SLE 362 6L
A . . .
SwAVT [57] v 800 539 702 78.5 89.9 MoCo v2 76 200 824 570 636
MoCo v2 [76] X 800 515 63.6 77.6 86.1 Cco2 [468] 200 827 572 64.1
BYOL? [160] X 1000 557 68.6 80.0 88.6 BYOL-asym - 200 819 56.8 63.5
CompRess* [240] X  1K+130 59.7 67.0 823 875 MSF - 200 822 567 634
MoCo v2 [76] X 200 436 584 712 829 MSF w/s 200 822 566 631
BYOL-asym X 200 479 613 74.6 84.7
ISD [420] X 200 534 630 78.8 85.9
MSF X 200 535 652 78.1 864
MSF w/s X 200 555 66.5 79.9 87.6
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TaBLe 4.12. Effect of k in top-k: Our TaBLE 4.13. Additional computational cost of
study shows that MSF is not very sensi- finding NNs: Forwarding through each ResNet50
tive to k. While k = 10 performs the best, encoder needs 4.14 GFLOPS, so finding NNs adds
we report the main results for £ = 5. Note a small cost. Note that any method like MoCo that
that setting k = 1 makes our method iden- uses a memory bank needs this additional cost.

tical to BYOL-asym.

Mem. kNN kNN NN 20-NN Transfer

k=1 k=2 k=5 k=10 k=20 k=50 Size Time GFLOPS Mean
NN 558 61.0 62.0 625 620 615 1M 6.78% 1.05 62.0 649 75.5
20-NN 59.1 642 649 657 654 64.9 128K  0.72% 0.13 62.0 65.2 76.3

Object detection: Following the procedure outlined in [175], we use Faster-RCNN [370] for the task
of object detection on PASCAL-VOC [121]. We use the code provided at [12] with default parameters. All
the weights are finetuned on the trainval®7+12 set and evaluated on the test®7 set. We report an average

over 5 runs in Table 4.11.

4.2.4.4 Ablation study

Here, we study the effect of MSF hyperparameters and design choices like augmentation strategies,
top-k, and memory bank size. We use ResNet50 and train it with ImageNet. In all experiments, we use the
default MSF w/s variant and only vary the parameter of interest.

Same view of an instance to both encoders: One may argue that the mean-shift grouping and using
different views of the same instance for different encoders are orthogonal ideas, and mean-shift alone might
work. We did an experiment by feeding the same augmented view to both encoders (7'1 = T2) and realized
that the model does not learn. It collapses in the first epoch. Hence, we believe using different views is still
an important inductive bias.

Effect of k in top-k: This section shows the effect of sampling different top-k nearest neighbors. We
use k values from set {2,5,10,20,50}. We use k = 5 for main experiments, but k = 10 improves NN by 0.5
point. Note that setting k£ = 1, makes MSF identical to BYOL. Results are in the Table 4.12. Additionally, we
plot the purity for each experiment in Figure 4.8. Purity for a single query is the percentage of the samples
2 to k in the top-k nearest neighbors (excluding u itself) which have the same class as the query. Final purity
is calculated by averaging the purities of all samples. One may study the effect of increasing k gradually
during iterations as a future extension.

Size of memory bank: CompRess [240] shows that a large memory bank is important to accurately
capture the neighborhood of a random sample in the embedding space. Thus, we vary the size of the

memory bank from 256 to 1M to evaluate if larger memory bank can help with more accurate nearest
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Ficure 4.8. Comparison of purity: Ideally, we want all k nearest neighbors to be from the same category
as the input image, so we calculate the percentage of correct neighbors for each input, average it over all
images, and call it purity. We exclude the first NN which is identical to u, so the accuracy is over k — 1
neighbors. We find this metric to be very handy in evaluating the model at the training time since it comes
almost for free. (left) shows the purity for different k values with respect to epoch number while (middle)
compares the purity of “w/s” variation with the regular “s/s” variation for k = 5. Purity is higher for “w/s”
variation which is consistent with our intuition. In (right), at each epoch of our MSF w/s (top-k = 10)
model, we calculate purity for the target encoder using either only weak (orange) or only strong (blue)
augmentations. We see that strong setting has lower purity. This suggests that the stronger augmentation
makes the nearest neighbors more noisy. This is aligned with our intuition for using weak augmentation
for the target model in w/s variation.

Effect of varying Memory Bank size
65 -
60 -
— B5-
= 50-
s
O 45-
8 40-
<

35 NN
30 - 20-NN

2 Tk T 16k eak 128K 256K 512K 1024K

Size of Memory Bank

Ficure 4.9. Memory Bank Size: On ImageNet, we do not see an improvement in increasing the memory
bank size beyond 128K which needs only 0.5GB of GPU memory.

neighbors. Results are in Figure 4.9. Although our main experiment uses 1M sized memory bank, we find
that 128K works equally well. Note that the size of memory bank also depends on the training dataset size.

Comparison of different augmentation strategies: Table 4.14 shows results for BYOL and MSF with
different augmentation strategies. Comparing “s/s”” variants with “w/s”, we find that BYOL receives a very
small boost from the “w/s” variant while MSF improves consistently by ~ 1 point on all three benchmarks.
We believe this is due to better purity of the nearest neighbors while training (also shown in Fig. 4.8 (right)).
Further, we observe that MSF w/w is significantly better as compared to BYOL w/w. This can be attributed

to the nearest neighbors serving as a proxy for strong augmentation.
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TaBLE 4.14. Comparison augmentations strategies: In s/s, both views are strongly augmented while in
w/w they are weakly augmented. w/s refers to weak augmentation for target view and strong augmentation
for the online view. w/s improves our method more compared to BYOL. This may be due to more pure
nearest neighbors. In w/w setting, MSF is significantly better than BYOL as the nearest neighbors can be
a good substitute for strong augmentation. f: uses 4096 batch size, 300 epochs, and symmetric loss.

Method Aug. Top-1 NN 20-NN

BYOL-asym s/s 693 550 59.2
BYOL-asym w/s  69.5 558 59.1
BYOL " [160] w/w 60.1 - -

MSF s/s 714 606 64.0

MSF w/s 724 620 649
MSF w/w 663 546 574

4.2.5 Conclusion

We introduce a simple but effective SSL method based on grouping similar images together in an online
fashion. We simply shift the embedding of an image towards the mean of its nearest neighbors. MSF
with £k = 1 is identical to BYOL so MSF can be seen as a generalized form of BYOL. Our extensive
experiments show that MSF performs better or on-par compared to state-of-the-art SSL. methods on various

tasks including ImageNet linear evaluation.
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4.3 Constrained Mean Shift for Representation Learning

We are interested in representation learning in self-supervised, supervised, and semi-supervised settings.
Some recent self-supervised learning methods like mean-shift (MSF) cluster images by pulling the embed-
ding of a query image to be closer to its nearest neighbors (NNs). Since most NNs are close to the query by
design, the averaging may not affect the embedding of the query much. On the other hand, far away NNs
may not be semantically related to the query. We generalize the mean-shift idea by constraining the search
space of NNs using another source of knowledge so that NN are far from the query while still being seman-
tically related. We show that our method (1) outperforms MSF in SSL setting when the constraint utilizes a
different augmentation of an image from the previous epoch, and (2) outperforms PAWS in semi-supervised
setting with less training resources when the constraint ensures that the NNs have the same pseudo-label as

the query. Our code is available here:

4.3.1 Introduction

Recently, we have seen great progress in self-supervised learning (SSL) methods that learn rich repre-
sentations from unlabeled data. Such methods are important since they do not rely on manual annotation
of data, which can be costly, biased, or ambiguous. Hence, SSL representations may perform better than
supervised ones in transferring to downstream visual recognition tasks.

Most recent SSL methods, e.g., MoCo [175] and BYOL [160], pull the embedding of a query image to

be closer to its own augmentation compared to some other random images. Follow-up works have focused

on improving the positive pairs through generating better augmentations [256, , ] and the negative
set by increasing the set size [175] or mining effective samples [207, 221, 454], but have largely ignored
possibility of utilizing additional positive images. More recently, [27,119,242] expand the positive set using

nearest neighbors. Inspired by classic mean-shift algorithm, MSF [242] generalizes BYOL to group similar
images together. MSF pulls a query image to be close to not only its augmentation, but also the top-k nearest
neighbors (NNs) of its augmentation.

We argue that the top-k neighbors are close to the query image by construction, and thus may not
provide a strong supervision signal. We are interested in choosing far away (non-top) neighbors that are still
semantically related to the query image. This cannot be trivially achieved by increasing the number of NNs
since the purity of retrieved neighbors decreases with increasing k (See Fig. 4.13 and Fig. 4.14). Purity is

defined as the percentage of the NNs belonging to the same category as the query image.
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Ficure 4.10. Accuracy vs. training compute on ImageNet with ResNet50: We report the total train-
ing FLOPs for forward and backward passes through the CNN backbone. (Left) Self-supervised: All
methods are for 200 epochs. CMSF;.}¢ achieves competitive accuracy with considerably lower compute.
(Right) Semi-supervised: Circle radius is proportional to the number of GPUs/TPUs used. The results
are on ImageNet with 10% labels. In addition to being compute efficient, CMSF is trained with an order
of magnitude lower resources, making it more practical and accessible. * methods use self-supervised
pre-training and finetuning on the labeled set.

We generalize MSF [242] method by simply limiting the NN search to a smaller subset that we believe
is reasonably far from the query but still semantically related to it. We define this constraint to be (1) the
nearest neighbors of another augmentation of the query in SSL setting and (2) images sharing the same
label or pseudo-label as the query in supervised and semi-supervised settings. While we aim to obtain
distant samples of the same category, note that we group only a few neighbors (k in our method) from
the constrained subset instead of grouping the whole subset together. This is in contrast to cross-entropy
supervised learning, where we pull all images of a category to form a cluster or be on the same side of a
hyper-plane. Our method can benefit from this relaxation by preserving the latent structure of the categories
and also being robust to noisy labels.

Our experiments show that the method outperforms the various baselines in all three settings with same
or less amount of computation in training (refer Fig. 4.10). It outperforms MSF [242] in SSL, cross-entropy
in supervised (with clean or noisy labels), and PAWS [26] in semi-supervised settings. Our main novelty
is in developing a simple but effective method for searching for far away but semantically related NNs and
in generalizing it to work across the board from self-supervised to semi-supervised and fully supervised

settings. To summarize,

(1) We propose constrained mean-shift (CMSF), a generalization of MSF [242], to utilize additional

sources of knowledge to constrain the NN search space.
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Figure 4.11. Our method (CMSF): We augment an image twice and pass them through online and target
encoders followed by ¢, normalization to get u and v. Mean-shift [242] encourages v to be close to both
u and its nearest neighbors (NN). To make NNs diverse, we constrain the NN search space based on
additional knowledge in the form of NNs of the previous augmentation in self-supervised setting or the
labels or pseudo-labels in semi or fully supervised settings. These constraints encourages the query to be
pulled towards semantically related NNs that are farther away from the target embedding. See Fig 4.12
for constructing the constrained set.

(2) We develop methods to select the constraint set in self-, semi- and fully supervised settings. The
retrieved samples are empirically shown to be far away in the embedding space but semantically
related to the query image, providing a stronger training signal compared to MSF.

(3) CMSF achieves non-trivial gains in performance over self-supervised MSF and a direct extension
of MSF to semi-supervised version. CMSF outperforms SOTA methods with comparable compute

in self- and semi-supervised settings.

4.3.2 Related Work

Self-supervised learning (SSL): Earlier works on SSL focused on solving a pretext task that does not
require additional labeling. Examples of pretext tasks include colorization [526], jigsaw puzzle [323],
counting [324], and rotation prediction [149]. Another class of SSL methods is based on instance dis-
crimination [114]. The idea is to classify each image as its own class. Some methods adopt the idea of
contrastive learning for instance discrimination [56,57,59,70,175]. BYOL [160] proposes a non-contrastive
approach by removing the negative set and simply regressing one view of an image from another.

Several recent works aim to find a larger positive sample set to improve learning. In LA [545], samples
are clustered using k-means and samples within a cluster are brought closer together compared to cross-

cluster samples. MSF [242] and MYOW [27] generalize BYOL by regressing target view and its NNs.
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NNCLR [119] extends SimCLR to use NNs as positives. CLD [465] integrates grouping using instance-
group discrimination. Affinity diffusion [205] uses strongly connected nodes in a graph constructed using
embeddings to find positive samples. Unlike these methods, we focus on grouping together far away neigh-
bors that are semantically similar. We show quantitatively and qualitatively the diversity and purity of
retrieved neighbors and improved performance over MSE. We generalize the idea in MSF [242] to use an
additional source of knowledge to constrain the NN search space for the target view. CoCLR [169] and
Cl-InfoNCE [443] also use additional information sources in the form of additional modality and auxiliary
labels respectively to improve performance. However, we focus on self- and semi-supervised classification
settings and design methods to obtain and use the additional information as a constraint in NN search space.
Supervised learning: A drawback of Cross-entropy is its lack of robustness to noisy labels [408,532]. [315,
, , ] address the issue of hard labeling, e.g., (one-hot labels) with label smoothing, [32, s ]
replace hard labels with prediction of pre-trained teacher, and [512,520] propose an augmentation strategy to
train on combination of instances and their labels. Another line of work [151,384] is to learn representations
with good kNN performance. SupCon [230] and [479] improve upon [151] by changing the distance to inner
product on ¢, normalized embeddings. We include the supervised setting to better understand the effect of
using constrained NN, particularly in the noisy label setting.
Semi-supervised learning: Several methods combine self-supervised and supervised learning to form semi-
supervised methods. S4L [518] uses rotation prediction based loss on the unlabeled set along with cross-
entropy loss on the labeled set. Similarly, SUNCEt [25] combines SimCLR [70] and SwAV [57] methods
with supervised contrastive loss. Pseudo-labeling is frequently used in semi-supervised learning. In Pseudo-
Label [254], the network is trained with cross-entropy loss using supervised data on the labeled examples
and pseudo-labels on the unlabeled ones. In SimCLR-v2 [72], a teacher network is pre-trained using Sim-
CLR [70] and fine-tuned with supervised labels. The teacher is then distilled to a student network using
pseudo-labels on the unlabeled set. FixMatch [403] uses pseudo-labels obtained using a weakly augmented
image to train a strongly augmented version of the same image. UDA [484] leverages strong data augmenta-
tion techniques in enforcing this consistency in pseudo-labels across augmentations. MPL [344] optimizes
a student network using pseudo-labels from a teacher network, while the teacher is optimized to maximize
the student’s performance on the labeled set. PAWS [26] uses consistency based loss on soft pseudo-labels
obtained in a non-parametric manner. Our method too uses pseudo-labels to train the unlabeled samples.
However, we use the labels as a constraint in MSF [242] and do not directly optimize samples using cross-

entropy loss.
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Metric learning: The goal of metric learning is to train a representation that puts two instances close in
the embedding space if they are semantically close. Two important methods in metric learning are: triplet
loss [85,389,470] and contrastive loss [42,402]. Metric learning methods perform well on tasks like image
retrieval [475] and few-shot learning [401, ]. Prototypical networks [401] is similar to a contrastive

version of our method with top-all.

4.3.3 Method

Similar to MSF [242], given a query image, we are interested in pulling its embedding closer to the
mean of the embeddings of its nearest neighbors (NNs). However, since top NNs are close to the target
itself, they may not provide a strong supervision signal. On the other hand, far away (non-top) NNs may
not be semantically similar to the target image. Hence, we constrain the NN search space to include mostly
far away points with high purity. The purity is defined as the percentage of the selected NNs being from the
same ground truth category as the query image. We use different constraint selection techniques to analyze
our method in supervised, self- and semi-supervised settings.

Following MSF and BYOL, we use two embedding networks: a target encoder f(.) with parameters 6¢
and an online encoder g(.) with parameters 6,. The online encoder is directly updated using backpropagation
while the target encoder is updated as a slowly moving average of the online encoder: 6 < mfy + (1 —m)6,
where m is close to 1. We add a predictor head A(.) [160] to the end of the online encoder so that pulling
the embeddings together encourages one embedding to be predictable by the other one and not necessarily
encouraging the two embeddings to be equal. In the experiments, we use a two-layer MLP for A(.).

Given a query image x;, we augment it twice with transformations 7' (.) and 75(.), feed them to the two
encoders, and normalize them with their £, norm to get u; = % and v; = %. We add u; to
the memory bank M and remove the oldest entries to maintain a fixed size M. We select the constraint set
C; as a subset of M. Constraint set selection is explained in detail in Sections 4.3.3.1, 4.3.3.2, and 4.3.3.3.
We then find the set S; of top-k nearest neighbors of u; in C; including u; itself. Finally, we update g(.) by
minimizing: nq

L:Z|Si|

i=1

Sovlz

zeS;

where n is the size of mini-batch and |S ]| is the size of set S;, e.g., k in top-k. Finally, we update f(.) with
the momentum update. In the top-all variation of our method, number of neighbors £ is set equal to the size
of Cj, i.e., S; = C;. Note that since y; itself is included in the nearest neighbor search, the method will be

identical to BYOL [160] when k = 1 and to self-supervised mean-shift [242] when the constraint is fully
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relaxed (C; = M). Our method covers a larger spectrum of algorithms by defining the constrained set. Below

we discuss the selection of constrained set in various settings.

4.3.3.1 Self-Supervised Setting
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FIGURE 4.12. CMSFgq¢: The indices of the NNs of the previous epoch’s memory bank M’ are used to
construct the constrained set C from the current memory bank M.

In addition to M, we maintain a second memory bank M’ that is exactly the same as M but contains
features from a different (3"?) augmentation of the image x; fed through target encoder f(.). We assume
w; € M" and u; € M are two embeddings corresponding to the same image x;. Then, we find NNs of w; in M’
and use their indices to construct the search space C; from M (See Fig. 4.12). Note that although the NN of
w; in M’ are already close to each other, their corresponding elements in M may not be close to each other
since M contains different augmentations u; of the same images. As a result, C; will maintain good purity
while containing distant NNs (refer to Table 4.15-Right and Fig. 4.14).

Since it is expensive to embed a 3rd augmentation of each image, we embed only two augmentations as
in MSF and BYOL and cache the embeddings from the previous epoch, keeping the most recent embedding
for each image. The cached embedding will be still valid after one epoch since the target encoder is updated
slowly using the momentum update rule (similar to MoCo). Since cache size is equal to the dataset size, we
store it in the CPU memory and maintain the auxiliary memory bank M’ by loading the corresponding part
of it to the GPU memory for each mini-batch. Caching of features is not essential for CMSF to work and is
only used to reduce computational cost. We performed experiments with an actual 3rd augmentation instead
and found the results to be similar to our method except that it was nearly 30% slower due to forwarding
an additional augmentation. Table 4.15-Right shows that in the intermediate stages of learning, the top
elements of C; are spread apart in M with higher median ranks, and get closer to the top elements of M as
the learning progresses. Note that we use w; instead of ; in finding the NNs in M’ since both w; and M’ use

an older target model, so are more comparable.
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Since CMSF adds farther NNs only for stronger supervision, we additionally employ MSF loss calcu-
lated on the unconstrained M. Then, in the self-supervised setting, the total loss is an equally weighted sum
of MSF and CMSF losses.

Our method can be extended to cross-modal self-supervised setting where the constraint can use NNs in
a different modality rather than the 3rd augmentation of the same modality. We report the details and some

preliminary experiments on this setting in the supplementary.

4.3.3.2 Supervised Setting

While supervised setting is not our primary novelty or motivation, we study it to provide more insights
into our constrained mean-shift framework. With access to the labels of each image, we can simply construct
C; as the subset of M that shares the same label as the query x;. This guarantees 100% purity for NNs.

Note that most supervised methods, including cross-entropy loss, try to group all examples of a category
together on the same side of a hyper-plane while remaining categories are on the other side. However, our
method pulls the target to be close to only those examples of the same category that are already close to the
target. This results in a supervised algorithm that may keep the latent structure of each category which can
be useful for pre-training on coarse-grained labels. Moreover, as shown in the experiments (Fig. 4.16), our
method is more robust to label noise since most mis-labeled images will be far from the target embedding,
thus ignored in learning. This motivates applying our method to semi-supervised setting where the limited

supervision provides noisy labels.

4.3.3.3 Semi-Supervised Setting

In this setting, we assume access to a dataset with a small labeled and a large unlabeled subset. We train
a simple classifier using the current embeddings of the labeled data and use the classifier to pseudo-label
the unlabeled data. Then, similar to the supervised setting, we construct C; to be the elements of M that
share the pseudo-label with the target embedding. Again, this method increases the diversity of C; while
maintaining high purity. To keep the purity high, we enforce the constraint only when the pseudo-label is
very confident (the probability is above a threshold.) For the samples with non-confident pseudo-label, we
relax the constraint resulting in regular MSF loss (i.e., C; = M.) Moreover to reduce the computational
overhead of pseudo-labeling, we cache the embeddings of labeled examples throughout the epoch and train
a 2-layer MLP classifier using the frozen cached features and their groundtruth labels in the middle and end

of each epoch.
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4.3.4 Experiments

Implementation details: We use PyTorch for all our experiments. Unless specified, we use the same hyper-
parameter values in self-, semi- and fully supervised settings. All models are trained on ImageNet-1k (IN-
1k) for 200 epochs with ResNet-50 [178] backbone and SGD optimizer (learning rate=0.05, batch size=256,
momentum=0.9, and weight decay=1e-4) with cosine scheduling for learning rate. The momentum value
of CMSF for the moving average key encoder is 0.99. The 2-layer MLP architecture for CMSFp; is as
follows: (linear (2048x4096), batch norm, ReLU, linear (4096x512)). The default memory bank size is
128k. Top-k is set to 10 in the semi- and fully supervised settings and 5 in the self-supervised setting.
Additional details are provided in the supplementary. Our main CMSF experiment with 200 epochs takes
nearly 6 days on four NVIDIA-2080TI GPUs. The overhead in training time due to NN search is negligible
compared to the forward and backward passes through the network (that is also done in BYOL): the increase
in time is 0.7% for MSF [242] and 2.1% for CMSFs.

Recent SSL methods are usually computationally expensive leading to worse environmental impact
and exclusion of smaller research labs. While our experiments are more efficient and accessible than most
SOTA methods, e.g., PAWS, we limit our training length to 200 epochs due to resource constraints. We do
not empirically verify whether the improvements observed over SOTA approaches at lower epochs (200) are
persistent with longer training (e.g., 800 or 1000 epochs).

Evaluation: We evaluate the pre-trained models using linear evaluation (Linear IN-1k) in both ImageNet
classification and transfer settings. The model backbone parameters are fixed and a single linear layer is
trained atop them following the setting in CompRess [240]. Additionally, we report k-nearest neighbor
(k = 1,20) evaluation for the SSL setting as in [240]. The transfer performance is evaluated on the following
datasets: Food101 [41], SUN397 [481], CIFAR10 [245], CIFAR100 [245], Cars196 [244], Aircraft [301],
Flowers (Flwrs102) [321], Pets [333], Caltech-101 (Calt101) [130], and DTD [90] (additional details in

supplementary material.)

4.3.4.1 Self-Supervised Learning (CMSF )

To reduce the GPU memory footprint, we cache the previous augmentation embedding of each sample in
the dataset in the CPU. The cached features corresponding to the current mini-batch are retrieved from CPU
memory to maintain memory bank M’ with previous augmentations. This cache is updated using the oldest

features in M that we remove from M after each iteration.
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Target

Target NN:1

rank:94 rank:121  rank:138  rank:415

rank:137  rank:414

rank:120

Ficure 4.13. Nearest neighbor selection on constrained memory bank: First row shows top-5 NNs of
target in constrained set C and their corresponding rank in the unconstrained memory bank M obtained
using an intermediate checkpoint (epoch 100). While they are not the closest samples to the target (higher
rank index), they are semantically similar to the target. This shows that the constraint can capture far
away samples with similar semantic as the target. The second row depicts images from memory bank with
one rank lower than the corresponding image in the first row. These images contain incorrect category
retrievals. Distant neighbors cannot be trivially obtained by increasing the number of NNs. Examples are
chosen randomly.
Results on ImageNet: Results of CMSF;s are shown in Table 4.15. CMSFg, s outperforms MSF baseline
with a larger memory bank, which we believe is due to pulling together far yet semantically similar samples
(Fig. 4.13). We use MSF with 2x larger memory bank for fair comparison. CMSF;jr also achieves state-of-
the-art performance on both NN and Linear metrics when compared with approaches with similar compu-
tational budget. We compare our method to other state-of-the-art approaches with 200 epochs of training in
Fig. 4.10. We observe a good trade-off in terms of accuracy and compute for CMSF;r. Note that we train
without symmetrical loss and multi-crop strategy which are known to generally improve performance [57]
at the cost of significant increase in compute. Evaluation on ImageNet subsets: Following [70, 183], we
evaluate the pre-trained models on the ImageNet classification task with limited labels. We report results
with 1% and 10% labeled subsets of ImageNet (Table 4.15). CMSFgj outperforms MSF on top-1 accu-
racy in both 1% and 10% settings and is comparable to existing approaches that require significantly higher
training time.
Transfer learning: We follow the procedure in [70,160] for transfer evaluation (refer to Table 4.16). Hyper-
parameters for each dataset are tuned independently based on the validation set accuracy and final accuracy
is reported on the held-out test set (more details in supplementary). CMSF;r achieves SOTA average per-
formance among methods trained for 200 epochs.
Purity of constrained samples: In CMSF s, we depend on information from previous augmentations to
constrain NN search in the current memory bank. Our goal is to improve learning by using distant samples
with a good purity. We observe that the top-k samples from constrained memory bank C have higher rank
in M, so are far neighbors of the target (see Table 4.15-Right and Fig. 4.14). Also, as shown in Fig. 4.14,

those samples maintain almost the same purity as the top-k samples from unconstrained memory bank M.

As a result, C maintains good purity while being diverse.
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TaBLE 4.15. Left: Evaluation on full ImageNet: We compare our model with other SOTA methods
in Linear (Top-1 Linear) and Nearest Neighbor (1-NN,20-NN) evaluation. We use a memory bank of
size 128K for CMSF and provide comparison with both 256K and 1M memory bank versions of MSF.
Since CMSFgr uses NNs from two memory banks, it is comparable to MSF (256K) in memory and
computation overhead. Both single crop and multi-crop versions of our method outperform other SOTA
methods, including MSF, with similar compute. Right: Histogram of constrained sample ranks: We
consider the 5" NN in the constrained set C and obtain its rank in the unconstrained memory bank M.
The histogram of these ranks are shown up to rank 100 for different train stages of CMSF¢. Also, the
median of these ranks are shown in Figure 4.14. A large number of distant neighbors are included in
the constrained set in the early stages of training while there is a higher overlap between constrained and
unconstrained NN sets towards the end of training.

Method Ref. Batch Epochs Sym. Loss Multi-Crop Top-1 NN 20-NN Z:
Size 2x FLOPS  Training  Linear =5
Supervised [16] 256 100 - - 762 714 748 w0

Random-init - 5.1 1.5 2.0 O S NBNBDBDSD B G DB DS D B0

4096 400

SeLa-v2 [502] [57] 4 X 67.2 -

SimCLR [70] [701 4096 1000 v X 693 - - .
SWAV [57] [57]1 4096 400 4 X 70.1 - - -
DeepCluster-v2 [56] [57] 4096 400 v X 70.2 - - 1000
SimSiam [77] [771 256 400 v X 70.8 - - )
MoCo v2 [175] [76] 256 800 X X 711 573 610 o
CompRess [240] [240] 256 1K+130 X X 719 633 66.8 =
IIIVP [ ] 256 800 X X 71-3 - - 0 05101505DBOS50DH5606 78S D B0
BYOL [160] [160] 4096 1000 v X 743 62.8 66.9 20
SwAV [57] [57] 4096 800 v 4 75.3 - - =0
NNCLR [119] 4096 1000 X X 75.4 - - z:
SimCLR [70] [77] 4096 200 4 X 68.3 - - -
SWAV [57] [771 4096 200 v X 69.1 - - .
MoCo v2 [175] [77] 256 200 v X 69.9 - - 20
SimSiam [77] [771 256 200 v X 70.0 - - o
NNCLR [119] [119] 4096 200 X X 70.7 - - .
BYOL [160] [77] 4096 200 v X 70.6 - - .
SWAV [57] [771 256 200 v v 72.7 - - o
Truncated Triplet [454] [454] 832 200 v X 73.8 - - -
OBoW [148] [148] 256 200 X 4 73.8 - - -
MoCo v2 [175] [76] 256 200 X X 67.5 509 543 100
COZ[ ] [ ] 256 200 X X 68.0 - - O S NBNEDBNE DD EG VS HDBI0
BYOL-asym [160] [242] 256 200 X X 693 550 592

ISD [420] [4201 256 200 X X 69.8 592 620 w00
MSF (1M) [242] [242] 256 200 X X 724 620 649 00
MSF (256K) [242] [242] 256 200 X X 722  62.1 65.1
CMSFgr (128K) - 256 200 X X 73.0 632 664 e

000

O 5N BNENBH D6 DHMEND DB DB I00

Effect of k': In CMSF.t, we first calculate top-k” samples (the first X" NN of the target) from the secondary
memory bank M’. We then use those indices to constrain NN search space in the primary memory bank M
and select top-k for optimization. We varied the value of k’ in CMSFs to explore its effect, keeping k
fixed to 5. We observe that increasing k' (relaxing the constraint) will decrease the accuracy of the model.
As observed in Table 4.17-right, the overlap between constrained and unconstrained NN set increases with

increasing value of k. Note that in a case where k’ = co, CMSFj will be identical to the MSF baseline.
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TaBLE 4.16. Transfer learning evaluation: Our supervised CMSF model at just 200 epochs outperforms
all supervised baselines on transfer learning evaluation. Our SSL model outperforms MSF, the comparable
state-of-the-art approach, by 1.2 points on average over 10 datasets. We get the results for MoCo v2, MSF,
and BYOL-asym from [242], SimCLR and Xent (1000 epoch) from [70], and BYOL from [160].

Method Epoch | Food | CIFAR | CIFAR | SUN | Cars | Air- | DTD | Pets | Calt. | Flwr || Mean | Linear

101 10 100 | 397 | 196 | craft 101 | 102 || Trans | IN-1k
Supervised Models

Xent 200 | 67.7 | 89.8 725 | 57.5 | 4371398 | 679 [91.8|91.1 | 88.0 | 71.0 77.2

Xent 90 | 72.8 | 91.0 74.0 | 59.5 | 56.8 | 48.4 | 70.7 [ 92.0 | 90.8 | 93.0 || 74.9 76.2

ProtoNW 200 | 733 | 932 783 | 61.5 | 65.0 | 57.6 | 73.7 | 92.2 | 94.3 | 93.7 || 78.3 76.0

SupCon 200 | 72.5 | 93.8 777 | 61.5 | 64.8 | 58.6 | 74.6 | 92.5| 93.6 | 94.1 || 784 77.5

Xent 1000 | 723 | 93.6 783 | 619 | 66.7 | 61.0 | 749 [91.5| 945 | 94.7 || 789 76.3

CMSFgyp top-all | 200 | 73.7 | 942 | 78.7 | 62.1 | 71.7 | 64.1 | 73.4 | 92.5 | 945 | 95.8 || 80.1 75.7
CMSFgyp top-10 | 200 | 74.9 | 944 | 78.7 | 62.7 | 70.8 | 63.4 | 73.8 | 92.2 | 94.9 | 95.6 || 80.1 76.4

Self-Supervised Models
SimCLR 1000 | 72.8 | 90.5 | 744 | 60.6 | 49.3 | 49.8 | 75.7 | 84.6 | 89.3 | 92.6 || 740 | 69.3
MoCo v2 800 | 725 | 922 | 746 | 59.6 | 50.5 | 532 | 74.4 | 84.6 | 90.0 | 90.5 || 742 | 71.1
BYOL 1000 | 75.3 | 91.3 | 784 | 62.2 | 67.8 | 60.6 | 75.5 | 90.4 | 942 | 96.1 || 79.2 | 74.3
MoCo v2 200 | 704 | 91.0 | 735 | 575 | 477|512 | 739 | 813|887 |91.1 | 726 | 675
BYOL-asym 200 | 702 | 915 | 742 | 59.0 | 54.0 | 52.1 | 73.4 | 86.2 | 90.4 | 92.1 || 74.3 69.3
MSF 200 | 723 | 92.7 | 763 | 60.2 | 59.4 | 56.3 | 71.7 | 89.8 | 90.9 | 93.7 || 76.3 72.1
CMSFg¢ 200 | 73.0 | 922 | 77.2 | 61.0 | 60.6 | 58.4 | 74.1 |91.1 | 92.0 | 94.5 || 774 | 73.0

TasLe 4.17. Effect of £’ in sampling NN from M’: In CMSF¢, we constrain top-k NN search space in
M with top-k’ samples from M’. (Left) Increasing k' results in a drop in accuracy. The k in top-k is set to
5 for all values of k’. (Right) Histogram of the constrained sample ranks at epoch 50. As k' increases, the
histogram shifts left, indicating greater overlap between constrained and unconstrained NN sets.
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4.3.4.2 Supervised Learning

Evaluation: Unlike cross-entropy (Xent [34,258,376]) baseline, SupCon [230], ProtoNW [401] and CMSF
do not train a linear classifier during the pre-training stage. Thus, we use the pre-training dataset ImageNet-
1k (IN-1k) for linear evaluation of the frozen features as done in SSL. For Xent, we use the linear classifier
trained during pre-training. We use the same settings and datasets as self-supervised for transfer learning

evaluation.
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FiGure 4.14. Purity of constrained samples: During training of CMSFs , we plot purity of the top-5
samples in unconstrained set M (in black) and that of the top-5 samples in constrained set C (in red). The
red curve is not significantly below the black one suggesting that the purity is not dropped by increasing
the distance of the NNs. To show that elements in C may be far from the target u, we choose the 5™
element in C and find its rank in the set M. We calculate the median of this rank as m. The purity of the
top-m elements of set M (green curve) is consistently lower than that of top-5 elements of the constrained
set C (red curve). This suggests that one cannot maintain high purity by simply considering more NNs

using a larger k.

Fiure 4.15. Evaluation on small labeled Ima-
geNet : We compare our model to MSF and other
baselines on ImageNet 1% and 10% linear evalua-
tion benchmarks. “Fine-tuned” refers to fine-tuning
the entire backbone network instead of a single lin-
ear layer. CMSFg.r outperforms MSF on top-1 met-
ric in both 1% and 10% settings.

Fine- Top-1 Top-5
Method wned  POMS 1o 100 1% 10%
Supervised v 254 564 484 804
PIRL [313] /800 - - 572 838
CO2 [465] /200 - - 710 857
SimCLR [70] /1000 483 656 755 878
InvP [453] /800 - - 782 887
BYOL [160] /1000 532 688 784 89.0
SWAV [57] /800 539 702 785 89.9
MoCo v2 [76] X 800 515 63.6 77.6 86.1
BYOL [160] X 1000 557 68.6 800 88.6
CompRess [240] X 1K+130 59.7 67.0 823 87.5
MoCo v2 [76] X 200 436 584 712 829
BYOL-asym X 200 479 613 746 847
ISD [420] X 200 534 630 788 859
MSF [242] X 200 555 665 799 87.6
CMSF, X 200 564 675 798 877
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Ficure 4.16. Noisy supervised setting on
ImageNet-100: Our method is more robust to
noisy annotation compared to Xent and SupCon.
Also, using top-all degrades the results since all
images from a single category are not guaranteed
to be semantically related due to noisy labels.
Mean Transfer Accuracy is the average over 10
transfer datasets.
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Results: Results on IN-1k dataset are shown in Table 4.16. In top-all variation of our method, k is equal
to the total size of C. SSL inspired methods like CMSF and SupCon significantly outperform Xent when
trained for similar number of epochs. We observe that improvements in ImageNet performance do not
always translate to transfer performance. Interestingly, CMSF performs the best on transfer evaluation,
particularly on fine-grained datasets like Cars196 and Aircraft. We believe that the absence of explicit
cross-entropy based optimization using the supervised labels preserves the multi-modal distribution of cat-
egories improving fine-grained performance. Supervised CMSF uses class labels only as a constraint for
MSF during pre-training and does not explicitly optimize on the classification task. Superior performance
of CMSFgy, top-10 demonstrates the importance of using distant yet semantically related neighbors as pos-
itives.

Noisy Labels: In the noisy setting, we use random i.i.d. noise to corrupt the labels (change the label
randomly) of a percentage of images. We consider, 5%, 10%, 25%, and 50% label corruption (noise) rates.
For faster experiments, we report results on the ImageNet-100 dataset [424] (Fig. 4.16). We observe a sig-
nificantly higher degradation in performance of Xent baseline and CMSFgy;, top-all compared to CMSFgy,
top-10 at high noise levels. The gap between the approaches is larger on transfer learning. These observa-
tions indicate that NN based methods like CMSF are better suited for noisy constraint settings compared
to approaches utilizing all samples of a class as positives. This robustness to label noise motivates our
application of CMSF to self- and semi-supervised settings where pseudo-labels or the NNs of previous
augmentations may be noisy.

Coarse-grained ImageNet: CMSF groups together only top-k neighbors and thus can help in preserving
the latent structure of the data compared to top-all. To verify this, we consider a dataset with coarse-grained
labels where this difference is pronounced. Based on the WordNet hierarchy, we merge each category in
the ImageNet dataset to its parent class. We further ensure that no two classes are in the same path in
the graph by merging the descendant into the ancestor class. The total number of classes is thus reduced
from 1000 in ImageNet-1k to 93 in our ImageNet-coarse. We train CMSF and the baseline approaches
in a supervised manner using the coarse labels and then evaluate on the fine-grained / original labels on
ImageNet-1k validation set. In Table 4.18 we compare the top-all and top-k variants on the coarse grained
version of ImageNet. CMSFjy, top-k sees a minor drop in performance compared to training on ImageNet-
1k. However, methods in which all samples in a class are explicitly brought closer - CMSFyy, top-all,
cross-entropy and supervised contrastive - see a huge drop in accuracy. More details on coarse-grained

ImageNet are in the supplementary.
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TaBLE 4.18. Supervised learning on coarse grained ImageNet: We train on the coarse grained version
of ImageNet (93 super categories) and perform linear evaluation on the original ImageNet-1k validation
set with fine-grained labels (1000 categories).

ImageNet-1k Validation Set
Xent SupCon CMSFyy, top-all CMSFgy, top-10

ImageNet-1k 772 775 75.7 76.4
ImageNet-coarse 61.4  58.7 67.0 74.2

Train Dataset

4.3.4.3 Semi-Supervised Learning

Implementation Details: We train a 2-layer MLP atop the cached target features of supervised set for
pseudo-labeling. The pseudo-label training is performed twice per epoch (takes 40 seconds per training)
and the label assignment is done in an online fashion for each mini-batch. The confidence threshold for
pseudo-labeling is set to 0.85. We use the same optimizer settings as in self-supervised CMSF for the
pre-training stage. Similar to S4L [518], we perform two stages of fine-tuning with supervised and pseudo-
labels. We fine-tune the backbone network with two MLPs (as in PAWS [26]) on the 10% labeled set for
20 epochs and pseudo-label the train set. Samples above confidence threshold (nearly 30% of dataset) are
combined with supervised set to fine-tune again for 20 epochs (more details in suppl.). The second fine-
tuning is equivalent to 5 epochs with full data and is a small increase in our total compute. This is needed
since we do not directly optimize cross-entropy loss in pre-training as in [344,403,484].

Evaluation: The final epoch parameters are used to perform evaluation. We report top-1 accuracy on the
ImageNet validation set. We additionally report the total number of FLOPs for forward and backward passes
(backward is 2x forward) through ResNet-50 backbone and the number of GPUs/TPUs used by each method
in the pre-training stage (more details in suppl.).

Baselines: We compare the proposed approach (CMSF.,,;) with self- and semi-supervised approaches.
CMSF sepmi-basic minimizes unconstrained MSF loss on the unlabeled examples (no pseudo-labeling) and
CMSEF loss on the labeled examples only. We provide comparison of PAWS method with different support
set sizes. We train PAWS on 4x 16GB GPUs with maximum possible support set size (200 classes, 2
images/class) using code provided by the authors. We also report results using mixed precision training
(CMSF gomi-mix precision) as in PAWS [26] with a higher batch size of 768 since it has lower memory
requirement.

Results: CMSF;eni-mix precision achieves comparable performance to most methods with significantly
less training and without the use of stronger augmentation schemes like RandAugment [94] (Table 4.19,

Fig. 4.10). PAWS with a support set size of 6720 outperforms other approaches. However, this requires
111



4.3. CONSTRAINED MEAN SHIFT FOR REPRESENTATION LEARNING

TaBLE 4.19. Semi-supervised learning on ImageNet dataset with 10% labels: FLOPs denotes the total
number of FLOPS for forward and backward passes through ResNet-50 backbone while batch size denotes
the sum of labeled and unlabeled samples in a batch. CMSF;.,;-mix precision is compute and resource
efficient, achieving SOTA performance at comparable compute. PAWS requires large number of GPUs
to be compute efficient and its performance drastically drops with 4/8 GPUs.  Trained with stronger
augmentations like RandAugment [94]. * TPUs are used.

Method Epochs Batch GPUs FLOPs Top-1
Size (x10'8)

Self-supervised Pre-training

Mean Shift [242] 200 256 4 4 67.4

BYOL [160] 1000 4096 512*% 40 68.8

SwAV [57] 800 4096 64 37 70.2

SimCLRv2 [72] 800 4096 128* 16 68.4

Semi-supervised Pre-training
SimCLRv2 (+Self Dist) [72] 1200 4096 128* 20 70.5

UDAT [484] 800 15872 64% 10 68.1
FixMatch' [403] 300 6144 32% 7 71.5
MPL' [344] 800 2048 - 30 739

PAWS (support=6720) [26] 300 4096 o4 21 75.5

PAWS (support=1680) [26] 100 256 8 15 70.2
PAWS (support=400) [26] 100 256 4 7 62.9
CMSF;i-basic 200 256 4 4 68.6
CMSFemi 200 256 4 4 69.9
CMSF;epmi-mix precision 200 768 4 4 70.5

significantly higher compute (4.8x FLOPs) and resources (64 GPUs) compared to CMSF;,,;-mix precision
(4 GPUs). Since PAWS requires a large support set, it does not scale well to lower resource (4/8 GPUs)
settings even if the total compute remains the same. When trained on only 4 GPUs, CMSF outperforms

PAWS by 7.6% points. Additional ablations and results on ImageNet-100 dataset are in supplementary.

4.3.5 Conclusion

MSF is a recent SSL method that pulls an image towards its nearest neighbors. We argue that the model
can benefit from more diverse yet pure neighbors. Hence, we generalize MSF method by constraining
the NN search. This opens the door to using the mean-shift idea to various settings of self-supervised,
supervised, and semi-supervised. To construct the constraint, our SSL. method uses cached augmentations
from the previous epoch while the supervised and semi-supervised settings use labels or pseudo-labels. We
show that our method outperforms SOTA approaches like MSF in SSL, PAWS in semi-supervised, and

supervised contrastive in transfer-learning evaluation of supervised settings.
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CHAPTER 5

Robustness of Efficient Models

5.1 Adversarial Attack on Compute of Efficient Vision Transformers

Recently, there has been a lot of progress in reducing the computation of deep models at inference time.
These methods can reduce both the computational needs and power usage of deep models. Some of these
approaches adaptively scale the compute based on the input instance. We show that such models can be
vulnerable to a universal adversarial patch attack, where the attacker optimizes for a patch that when pasted
on any image, can increase the compute and power consumption of the model. We run experiments with
three different efficient vision transformer methods showing that in some cases, the attacker can increase the
computation to the maximum possible level by simply pasting a patch that occupies only 8% of the image
area. We also show that a standard adversarial training defense method can reduce some of the attack’s
success. We believe adaptive efficient methods will be necessary in the future to lower the power usage of
expensive deep models, so we hope our paper encourages the community to study the robustness of these

methods and develop better defense methods for the proposed attack. Code is available at:

5.1.1 Introduction

The field of deep learning has recently made significant progress in improving model efficiency for in-
ference. Two broad categories of methods can be distinguished: 1) those that reduce computation regardless
of input, and 2) those that reduce the computation depending on the input (adaptively). Most methods,
such as weight pruning or model quantization, belong to the first category which reduces computation by
a constant factor regardless of the input. However, in many applications, the complexity of the perception
task may differ depending on the input. For example, when a self-driving car is driving between lanes in
an empty street, the perception may be simpler and require less computation when compared to driving in
a busy city street scene. Interestingly, in some applications, simple scenes such as highway driving may

account for the majority of the time. Therefore, we believe that adaptive computation reduction will become
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an increasingly important research area in the future, especially when non-adaptive methods reach the lower
bound of computation.

We argue that reduction of compute usually reduces power usage, which is crucial, particularly in mobile
devices that run on battery, e.g., AR/VR headsets, humanoid robots, and drones. For instance, increasing the
size of the battery for a drone may lead to a drastic reduction in its range due to the increased battery weight.
This is important since the improvement in battery technology is much slower than compute technology.
For instance, the battery capacity from iPhone [7] (1st generation) in 2007 to iPhone 15 Pro Max in 2023
improved from 5.18 watt-hour to 17.32 watt-hour (less than 4 times) while the compute has increased by a
much larger factor. As an example, a delivery robot like Starship uses a 1,200Wh battery and can run for 12
hours [15], so it uses almost 100 watts for compute and mobility. Hence, an adversary increasing the power
consumption of the perception unit by 20 watts, will reduce the battery life by almost 20%, which can be
significant. Note that 20 watts increase in power is realistic assuming that it uses two NVIDIA Jetson Xavier
NX cards (almost 20 watts each).

Key idea: Assuming that a perception method is reducing the computation adaptively with the input, an
adversary can attack the model by modifying the input to increase the computation and power consumption.
Our goal is to design a universal adversarial patch that when pasted on any input image, it will increase
the computation of the model leading to increased power consumption. We believe this is an important
vulnerability, particularly for safety-critical mobile systems that run on battery.

Please note that in this paper, we do not experiment with real hardware to measure the power consump-
tion. Instead, we report the change in FLOPs of the inference time assuming that the power consumption is
positively correlated with the number of FLOPs, as studied in [385].

We design our attack, SlowFormer, for three different methods (A-ViT [501], ATS [127], and Ada-VIT
[310]) that reduce the computation of vision transformers. These methods generally identify the importance
of each token for the final task and drop the insignificant ones to reduce the computation. We show that in
all three cases, our attack can increase the computation by a large margin, returning it to the full-compute
level (non-efficient baseline) for all images in some settings. Our threat model is agnostic to the accuracy of
the model and attacks the computation and power consumption only. Figure 5.1 shows our attack.

There are some prior works that design a pixel-level perturbation attack to increase the compute of the
model. We believe universal patch-based attacks that do not change with the input image (generalize from

training data to test data) are much more practical in real applications. Note that to modify the pixel values
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Ficure 5.1. Computation and Energy Attack on Vision Transformers: Given a pre-trained input-
dependent computation efficient model, the adversary first attaches an adversarial patch to all images in a
dataset and optimizes this patch with our method such that it maximizes the model’s computation for each
sample. During inference, the adversary modifies the input of the victim’s model by applying the learnt
patch to it. This results in an increase in compute in the victim’s model. The attack will thus potentially
slowdown and also lead to increased energy consumption and CPU/GPU usage on the victim’s device.

on a real robot, the attacker needs to access and manipulate the image between the camera and compute
modules, which is impossible in many applications.

Contributions: We show that efficient vision transformer methods are vulnerable to a universal patch
attack that can increase their compute and power usage. We demonstrate this through experiments on three
different efficient transformer methods. We show that an adversarial training defense can reduce attack

success to some extent.

5.1.2 Related Work

Vision Transformers: The popularity of transformers [446] in vision has grown rapidly since the in-

troduction of the first vision transformer [110, ]. Recent works demonstrate the strength of vision trans-
formers on a variety of computer vision tasks [55,81, , , , , , , ,541]. Moreover, trans-
formers are the backbone of recent Self-Supervised Learning (SSL) models [59, 174], and vision-language

models [353]. In our work, we design an attack to target the computation and energy efficiency of vision
transformers.

Efficient Vision Transformers: Due to the recent importance and popularity of vision transformers,
many works have started to study the efficiency of vision transformers [44,227,504]. To accomplish this,
some lines of work study token pruning with the goal of removing uninformative tokens in each layer
[127, s , , ]. ToMe [40] merges similar tokens in each layer to decrease the computation. Some

works address quadratic computation of self-attention module by introducing linear attention [23,225,237,
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,392]. Efficient architectures [190,289] that limit the attention span of each token have been proposed to
improve efficiency. In our paper, we attack token pruning based efficient transformers where the computation
varies based on the input samples [127, s ].

Dynamic Computation: There are different approaches to reducing the computation of vision models,
including knowledge distillation to lighter network [188, 294], model quantization [285, 363] and model
pruning [263]. In these methods, the computation is fixed during inference. In contrast to the above models,
some works address efficiency by having variable computation based on the input. The intuition behind
this direction is that not all samples require the same amount of computation. Several recent works have
developed models that dynamically exit early or skip layers [39, s , , s , s , ] and
selectively activate neurons, channels or branches for dynamic width [36, 51, 63, , R , , ]
depending on the complexity of the input sample. Zhou et al. show that not all locations in an image
contribute equally to the predictions of a CNN model [538], encouraging a new line of work to make CNNs
more efficient through spatially dynamic computation. Pixel-Wise dynamic architectures [53, 64, ,234,

,450,487] learn to focus on the significant pixels for the required task while Region-Level dynamic
architectures perform adaptive inference on the regions or patches of the input [139,273]. Finally, lowering
the resolution of inputs decreases computation, but at the cost of performance. Conventional CNNs process
all regions of an image equally, however, this can be inefficient if some regions are “easier” to process than
others [195]. Correspondingly, [497,498] develop methods to adaptively scale the resolution of images.

Transformers have recently become extremely popular for vision tasks, resulting in the release of a
few input-dynamic transformer architectures [126,310,501]. Fayyaz et al. [126] introduce a differentiable
parameter-free Adaptive Token Sampler (ATS) module which scores and adaptively samples significant
tokens. ATS can be plugged into any existing vision transformer architecture. A-ViT [501] reduces the
number of tokens in vision transformers by discarding redundant spatial tokens. Meng et al. [310] propose
AdaViT, which trains a decision network to dynamically choose which patch, head, and block to keep/acti-
vate throughout the backbone.

Adversarial Attack: Adversarial attacks are designed to fool models by applying a targeted perturba-
tion or patch on an image sample during inference [154,251,414]. These methods can be incorporated into
the training set and optimized to fool the model. Correspondingly, defenses have been proposed to mitigate
the effects of these attacks [133, , , ]. Patch-Fool [140] considers adversarial patch-based attacks

on transformers. Some recent works [300, , ] also study and design methods for the transferability of
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adversarial attacks on vision transformers. However, most prior adversarial attacks target model accuracy,
ignoring model efficiency.

Energy Attack: Very recently, there have been a few works on energy adversarial attacks on neural
networks. In ILFO [170], Haque et al. attack two CNN-based input-dynamic methods: SkipNet [467] and
SACT [136] using image specific perturbation. DeepSloth [191] attack focuses on slowing down early-exit
methods, reducing their energy efficiency by 90-100%. GradAuto [329] successfully attacks methods that
are both dynamic width and dynamic depth. NICGSlowDown and TransSlowDown [68, 69] attack neural
image caption generation and neural machine translation methods, respectively. All these methods primarily
employ image specific perturbation based adversarial attack. SlothBomb injects efficiency backdoors to
input-adaptive dynamic neural networks [66] and NodeAttack [171] attacks Neural Ordinary Differential
Equation models, which use ordinary differential equation solving to dynamically predict the output of
a neural network. Our work is closely related to ILFO [170], DeepSloth [191] and GradAuto [329] in
that we attack the computational efficiency of networks. However, unlike these methods, we focus on
designing an adversarial patch-based attack that is universal and on vision transformers. We additionally
provide a potential defense for our attack. We use a patch that generalizes from train to test set and thus
we do not optimize per sample during inference. Our patch-based attack is especially suited for transformer

architectures [140].

5.1.3 Computation and Energy Attack
5.1.3.1 Threat Model:

We consider a scenario where the adversary has access to the victim’s trained deep model and modifies
its input such that the energy consumption and computational demand of the model is increased. The attack
is agnostic to model accuracy. To make the setting more practical, instead of perturbing the entire image,
we assume that the adversary can modify the input image by only pasting a patch [45, 381] on it and that
the patch is universal, that is, image independent. During inference, a pretrained patch is pasted on the test
image before propagating it through the network.

In this paper, we attack three state-of-the-art efficient transformers. Since the attacker manipulates only
the input image and not the network parameters, the attacked model must have dynamic computation that
depends on the input image. As stated earlier, several recent works have developed such adaptive efficient
models and we believe that they will be more popular in the future due to the limits of non-adaptive efficiency

improvement.
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5.1.3.2 Attack on Efficient Vision Transformers:

Universal Adversarial Patch: We use an adversarial patch to attack the computational efficiency of
transforms. The learned patch is universal, that is, a single patch is trained and is used during inference
on all test images. The patch generalizes across images but not across models. The patch optimization is
performed only on the train set. The patch is pasted on an image by replacing the image pixels using the
patch. We assume the patch location does not change from train to test. The patch pixels are initialized
using i.i.d. samples from a uniform distribution over [0,255]. During each training iteration, the patch is
pasted on the mini-batch samples and is updated to increase the computation of the attacked network. The
patch values are projected onto [0,255] and quantized to 256 uniform levels after each iteration. Note that
we use a pretrained network and do not update its parameters either in the training or in the evaluation of
our attack. During inference, the trained patch is pasted on the test images and the computational efficiency
of the network on the adversarial image is measured.

Here, we focus on three methods employing vision transformers for the task of image classification. All
these methods modify the computational flow of the network based on the input image for faster inference.
A pretrained model is used for the attack and is not modified during our adversarial patch training. We first

provide a brief background of each method before describing our attack.

Attacking A-ViT :

Background: A-ViT [501] adaptively prunes image tokens to achieve speed-up in inference with min-
imal loss in accuracy. For a given image, a dropped token will not be used again in the succeeding layers
of the network. Let x be the input image and {#'}1.¢ be the corresponding K tokens at layer /. An input-
dependent halting score hfc for a token k at layer / is calculated and the token is dropped at layer N; where its
cumulative halting score exceeds a fixed threshold value 1€ for the first time. The token is propagated until
the final layer if its score never exceeds the threshold. Instead of introducing a new parameter for hf{, the
first dimension of each token is used to predict the halting score for the corresponding token. The network
is trained to maximize the cumulative halting score at each layer and thus drop the tokens earlier. The loss,

termed ponder loss, is given by:

1 X Ni-1 ;
(5.1 Lponder = — Y (N + k), re=1- > h
Kz =1
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Additionally, A-ViT enforces a Gaussian prior on the expected halting scores of all tokens via K L-divergence
based distribution loss, Lgis.. These loss terms are minimized along with the task-specific loss Li,sk. Thus,
the overall training objective is L = Lyysk + &g Ldist. + @pLponder Where @y and a), are hyperparameters.
Attack: Here, we train the patch to increase the inference compute of a trained A-ViT model. Since we
are interested in the compute and not task-specific performance, we simply use —(@gLgisyr. + apronder) as
our loss. It is possible to preserve (or hurt) the task performance by additionally using + Lk (Or —Liask) in

the loss formulation.

Attacking AdaViT:

Background: To improve the inference efficiency of vision transformers, AdaViT [310] inserts and
trains a decision network before each transformer block to dynamically decide which patches, self-attention
heads, and transformer blocks to keep/activate throughout the backbone. The /™ block’s decision network
consists of three linear layers with parameters W; = Wlp , Wlh, Wlb which are then multiplied by each block’s

input Z; to get m.

(5.2) (ml,mj,m) = (W}, W', W})Z,

The value m is then passed to sigmoid function to convert it to a probability value used to make the binary
decision of keep/discard. Gumbel-Softmax trick [298] is used to make this decision differentiable during
training. Let M be the keep/discard mask after applying Gumbel-Softmax on m. The loss on computation is
given by:

D

Lo 1 P ) 1 Y. 2

usage—(D_Z d_7p) +(D_hz d_’)/h)
P d=1 d=1

12, 2
+(D_ZMd_7b) 3)
b d=1

where D, Dj,, Dj, represent the number of total patches, heads, and blocks of the entire transformer, respec-
tively. v,, vi, ¥» denote the target computation budgets i.e. the percentage of patches/heads/blocks to keep.
The total loss is a combination of task loss (cross-entropy) and computation loss: L = L¢, + Lygqge-

Attack: To attack this model, we train the patch to maximize the computation loss L sqg.. More specif-

ically, we set the computation-target y values to 0 and negate the L,z term in Eq. 5.3. As a result, the
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patch is optimized to maximize the probability of keeping the corresponding patch (p), attention head (h),
and transformer block (b). We can also choose to attack the prediction performance by selectively including

or excluding the L., term.

Attacking ATS:

Background: Given N tokens with the first one as the classification token, the transformer attention
matrix A is calculated by the following dot product:
A = Softmax (QK r / \/3) where /d is a scaling coefficient, d is the dimension of tokens, Q, K and V are the
query, key and value matrices, respectively. The value A, ; denotes the attention of the classification token to
token j. ATS [127] assigns importance score S ; for each token j by measuring how much the classification
token attends to it:

A1 ix ||V
(4) S/ — 5] || ]||
Yiza Ari x [|Vil|

The importance scores are converted to probabilities and are used to sample tokens, where tokens with a
lower score have more of a chance of being dropped.

Attack: Since ATS uses inverse transform sampling, it results in fewer samples if the importance dis-
tribution is sharp. To maximize the computation in ATS, we aim to obtain a distribution of scores with high
entropy to maximize the number of retained tokens. Therefore, we optimize the patch so that the attention

of the classification token over other tokens is a uniform distribution using the following MSE loss:

N 1 5
(5) L=>lALi-—l;
i=2 N

Note that one can optimize S to be uniform, but we found the above loss to be easier to optimize.
For a multi-head attention layer, we calculate the loss for each head and then sum the loss over all heads.
Moreover, ATS can be applied to any layer of a vision transformer. For a given model, we apply our loss at

all ATS layers and use a weighted summation for optimization.

5.1.4 Defense

An obvious defense, although weak, will be to use non-dynamic efficient methods only, e.g., weight

pruning, where the reduction in compute is deterministic and does not depend on the input. However, most
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such methods do not achieve high levels of computation efficiency since they do not take advantage of the
simplicity of images.

We adopt standard adversarial training as a better defense method for our attack. In the standard way, at
each iteration of training the model, one would load an image, attack it, and then use it with correct labels
in training the model. We cannot adopt this out-of-the-box since our attack generalizes across images and
is not dependent on a single image only. To do this, we maintain a set of adversarial patches, and at each
iteration sample one of them randomly (uniformly), and use it at the input while optimizing the original loss
of the efficient model to train a robust model. To adapt the set of adversarial patches to the model being
trained, we interrupt the training at every 20% mark of each epoch and optimize for a new patch to be added
to the set of patches. To limit the computational cost of training, we use only 500 iterations to optimize for

a new patch, which results in an attack with reasonable accuracy compared to our main results.

5.1.5 Experiments

5.1.5.1 Attack on Efficient Vision Transformers

Dataset: We evaluate the effectiveness of our attack on two datasets: ImageNet-1K [101] and CIFAR-
10 [245]. ImageNet-1K contains 1.3M images in the train set and 50K images in the validation set with
1000 total categories. CIFAR-10 has 50K images for training and 10K images for validation with 10 total

categories.

Metrics: We report Top-1 accuracy and average computation in terms of GFLOPs for both attacked and
unattacked models. Similar to Attack Success Rate in a standard adversarial attack, we introduce a metric:
Attack Success to quantify the efficacy of the attack. We define Attack Success as the number of FLOPs in-

creased by the attack divided by the number of FLOPs decreased by the efficient method. Attack Success =

(FLOPSattack —FLOPsnin )
(FLOPSmax —FLOPs iy )

where FLOPsi, is the compute of the efficient model and FLOPs, is that of the orig-
inal inefficient model. Attack Success is thus capped at 100% while a negative value denotes a reduction in
FLOPs. Note that our Attack Success metric illustrates the effectiveness of an attack in reversing the FLOPs

reduction of a particular method.

Baselines: We propose three alternative approaches to SlowFormer (ours) to generate the patch.
Random Patch: A simple baseline is to generate a randomly initialized patch. We sample IID pixel values

from a uniform distribution between 0 and 255 to create the patch.
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NTAP: We consider a standard adversarial patch that is trained to attack the model task performance instead
of compute. We use a non-targeted universal adversarial patch (NTAP) to attack the model. We train the
patch to fool the model by misclassifying the image it is pasted on. We use the negative of the cross-entropy
loss with the predicted and ground-truth labels as the loss to optimize the patch.

TAP: We train a universal targeted adversarial patch (TAP). The patch is optimized to classify all images in
the train set to a single fixed category. Similar to NTAP, the adversarial attack here is on task performance
and not computation. We experiment with ten randomly generated target category labels and report the av-

eraged metrics.

Implementation Details: We use PyTorch [335] for all experiments. Unless specified, we use a patch of
size 64 x 64, train and test on 224 x 224 images, and we paste the patch on the top-left corner. Note that our
patch occupies just 8% of the total area of an input image. We use AdamW [292] optimizer to optimize the
patches and use 4 NVIDIA RTX 3090 GPUs for each experiment. We use varying batch sizes and learning
rates for each of the computation-efficient methods.

ATS Details: As in ATS [127], we replace layers 3 through 9 of ViT networks with the ATS block
and set the maximum limit for the number of tokens sampled to 197 for each layer. We train the patch
for 2 epochs with a learning rate of 0.4 for ViT-Tiny and Ir = 0.2 for ViT-Base and ViT-Small. We
use a batch size of 1024 and different loss coefficients for each layer of ATS. For DeiT-Tiny we use
[1.0,0.2,0.2,0.2,0.01,0.01,0.01], for DeiT-Small we use [1.0,0.2,0.05,0.01,0.005, 0.005,0.005], and for
DeiT-Base we use [2.0,0.1,0.02,0.01,0.005,0.005,0.005]. The weights are vastly different at initial and
final layers to account for the difference in loss magnitudes across layers.

A-ViT Details: When attacking A-VIT [501], the patches are optimized for one epoch with a learning rate
of 0.2 and a batch size of 512 (128 x 4GPUs) using AdamW [292] optimizer. We optimize the patches for 4
epochs for patch length 32 and below. For CIFAR-10 experiments, the images are resized from 32 x 32 to
256 x 256 and a 224 x 224 crop is used as the input. For the training of adversarial defense, we generate 5
patches per epoch of adversarial training and limit the number of iterations for patch generation to 500. The
learning rate for patch optimization is increased to 0.8 for faster convergence.

AdaViT Details: For AdaViT [310], we first freeze the weights and use a learning rate of 0.2 and a batch
size of 128 with 4 GPUs for patch optimization. We use AdamW [292] optimizer with no decay and train for

2 epochs with a patch size of 64 x 64. We train on the ImageNet- 1k train dataset and evaluate it on the test set.
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TaBLE 5.1. Computation and Energy Attack
on Efficient Vision Transformers: Compari-
son of the effect of our attack with baselines:
No Attack, Random Patch, targeted (TAP), and
non-targeted (NTAP) adversarial patches ap-
plied to three input-dynamic computation ef-
ficient pre-trained models of varying architec-
tures. The maximum possible compute for a
given architecture is provided in bold. On A-
ViT , we completely undo the efficiency gains
obtained by the efficient method through our
attack, achieving Attack Success of 100%. We
achieve high Attack Success on all approaches
while the baselines expectedly do not con-
tribute to increase in compute.

Method Attack Model Top-1 Attack
GFLOPs Acc Success
ViT-Tiny 1.3 - -
No attack 0.87 71.4% -
Random Patch 0.87 70.8% -1%
A-ViT TAP 085 0.1% -5%
NTAP 0.83 0.1% -10%
SlowFormer (ours) 1.3 47% 100%
ViT-Small 4.6 - -
No attack 3.7 78.8% -
Random Patch 3.7 784% 2%
A-ViT TAP 3.6 0.1% -12%
NTAP 3.6 01% -7%
SlowFormer (ours) 4.6 23%  99%
ViT-Tiny 1.3 - -
No attack 0.84 70.3% -
Random Patch 0.83 69.8% -2%
ATS TAP 076  0.1% -17%
NTAP 0.61 0.1% -50%
SlowFormer (ours) 1.0 1.2% 35%
ViT-Small 4.6 - -
No attack 3.1 79.2% -
Random Patch 3.1 78.6% -1%
ATS TAP 3.0 0.1% -7%
NTAP 2.4 0.1% -47%
SlowFormer (ours) 4.0 1.0% 60%
ViT-Base 17.6 - -
No attack 126 81.3% -
Random Patch 125 812% -2%
ATS TAP 120 0.1% -12%
NTAP 11.0  0.1% -32%
SlowFormer (ours) 154  02% 52%
ViT-Small 4.6 - -
No attack 225 T77.3% -
Random Patch 220 769% 2%
AdaViT TAP 228  0.1% 1%
NTAP 215  0.1% -4%

SlowFormer (ours) 3.2 04% 40%

FiGure 5.2. Visualization of our Energy Attack
on Vision Transformers: We visualize the A-ViT-
Small with and without our attack. We use patch
size of 32 for the attack (on the top-left corner).
We show pruned tokens at layer 8 of A-ViT-Small.
Our attack can recover most of the pruned tokens,
resulting in increased computation and power con-
sumption. Note that although the patch is reason-
ably small and is in the corner of the view, it can af-
fect the whole computational flow of the network.
This is probably due to the global attention mech-
anism in transformers.

Efficient Model

Efficient Model Attacked

Attacked
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Results. The results of our attack, SlowFormer , on various methods on ImageNet dataset are shown in
table 5.1. In A-ViT, we successfully recover 100% of the computation reduced by A-ViT . Our attack has an
Attack Success of 60% on ATS and 40% on AdaViT with ViT-Small. A random patch attack has little effect
on both the accuracy and computation of the method. Both standard adversarial attack baselines, TAP and
NTAP, reduce the accuracy to nearly 0%. Interestingly, these patches further decrease the computation of
the efficient model being attacked. This might be because of the increased importance of adversarial patch
tokens to the task and thus reduced importance of other tokens. Targeted patch (TAP) has a significant re-
duction in FLOPs on the ATS method. Since the token dropping in ATS relies on the distribution of attention
values of classification tokens, a sharper distribution due to the increased importance of a token can result in
a reduction in computation. The computation increase with SlowFormer for AdaViT is comparatively low.
To investigate, we ran a further experiment using a patch size of 224 x 224 (entire image size) to find the
maximum possible computation for an image. This resulted in 4.18 GFLOPs on the ImageNet-1K valida-
tion set, which is markedly lower than the limit of 4.6. Using this as an upper-bound of GFLOPs increase,
SlowFormer achieves a 49% Attack Success.

We report the results on CIFAR-10 dataset in Table 5.2. The efficient model (A-ViT ) drastically reduces
the computation from 1.26 GFLOPs to 0.11 GFLOPs. Most of the tokens are dropped as early as layer two
in the efficient model. SlowFormer is able to effectively attack even in such extreme scenarios, achieving
an Attack Success of 40% and increasing the mean depth of tokens from nearly one to five. SlowFormer is
similarly effective on ATS with an Attack Success of 34%.

We additionally visualize the effectiveness of our attack in Figure 5.2. The un-attacked efficient method
retains only highly relevant tokens at the latter layers of the network. However, our attack results in nearly
the entire image being passed through all layers of the model for all inputs. In Fig. 5.3, we visualize the

optimized patches for each of the three efficient methods.

5.1.6 Ablations:

We perform all ablations on the A-ViT approach using their pretrained ViT-Tiny architecture model.

Accuracy controlled compute adversarial attack: As seen in Table 5.1, our attack can not only increase
the computation, but also reduce the model accuracy. This can be desirable or hurtful based on the attacker’s
goals. A low-accuracy model might be an added benefit, similar to regular adversaries, but might also lead

to the victim detecting the attack. We show that it is possible to attack the computation of the model while
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TaBLE 5.2. Results on CIFAR10 dataset. We
report results on CIFAR10 dataset to show that
our attack is not specific to ImageNet alone.
CIFAR-10 is a small dataset compared to Ima-
geNet and thus results in an extremely efficient
A-ViT model. Our attack increases the FLOPs
from 0.11 to 0.58 which restores nearly 41% of
the original reduction in the FLOPs.

TaBLE 5.3. Accuracy controlled compute ad-
versarial attack: We attack the the efficiency of
A-ViT while either maintaining or destroying its
classification performance. We observe that our
attack can achieve a huge variation in task perfor-
mance without affecting the Attack Success. The
ability to attack the computation without affecting
the task performance might be crucial in some ap-

plications.

Method Model Top-1 Attack

FLOPs Acc Success Attack Model Attack Top-1
ViT-Tiny 126  95.9% i GFLOPs Success Acc
A-ViT-Tiny 0.11 95.8% - ViT-Tiny 1.26 - -
SlowFormer (ours) 0.58 60.2% 41% No attack 0.87 i 71.4%
ATS-Tiny 0.85 94.7% - Acc agnostic  1.26 100% 4.7%
SlowFormer (ours) 0.99 24.7% 34.1% Preserve acc 1.23 2% 68.5%

Destroy acc 1.26 100% 0.1%

either preserving or destroying the task performance by additionally employing a task loss in the patch
optimization. Table 5.3 indicates that the accuracy can be significantly modified while maintaining a high
Attack Success.

Effect of patch size: We vary the patch size from 64 x 64 to 16 x 16 (just a single token) and report the
results in Table 5.4. Interestingly, our attack with ViT-Small has a 73% Attack Success with a 32 x 32 patch
size, which occupies only 2% of the input image area.

Effect of patch location: We vary the location of the patch to study its effect on the Attack Success of the
model. We randomly sample a location in the image for where we paste the patch on. We perform five such
experiments and observe an Attack Success of 100% for all patch locations.

Perturbation attack: While we focus on patch based attacks in this paper, efficient transformers are also
susceptible to perturbation based attacks (table 5.5). In perturbation attacks, all pixels in the image can be

modified, but with an upper bound on the £, norm of the perturbation.

5.1.7 Adversarial training based defense

Our simple defense that is adopted from standard adversarial training is explained in Section 5.1.4.
The results for defending against attacking A-ViT are shown in Table 5.6. The original A-ViT reduces the

GFLOPs from 1.26 to 0.87, our attack increases it back to 1.26 with 100% attack success. The proposed
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TasLE 5.4. Effect of patch size: Analysis of the ef- TaBLE 5.5. Attack with adversarial pertur-

fect of adversarial patch size on the attack success bation on ImageNet. The efficient meth-
rate on A-ViT. Our attach is reasonably successful ods are also susceptible universal perturbation
even using a small patch size (32 x 32), which is based attacks. We use an £, bound on the per-
only 2% of the image area. Interestingly, a small turbation.

patch on the corner of the view affects the compu-

tational flow of the entire transformer model. This Method Epsilon ~ Attack ~ Model — Top-1  Attack
might be due to the global attention mechanism in (255.) GFLOPs Accuracy Success
transformers. ViT-Tiny 1.3 - -

- No attack 0.87 71.4% -
A-ViT 16  SlowFormer 1.15 6.1% 73%

Patch Size Model Top-1  Attack 32 SlowFormer 1.25 0.5%  98.4%
(Area) GFLOPs Accuracy Success . No attack 0.84 703% _
ViT-Tiny 1.26 - - ATS 16  SlowFormer 0.98 15.6% 30.4%
A-ViT-Tiny 0.87 71.4% - 32 SlowFormer 1.04 0.8%  43.5%
64 (8%) 1.26 4.7% 100% ViT-Small 4.6 - -
48 (5%) 1.26 1.8% 99% - No attack 3.7 78.8% -
32 (2%) 1.22 17.4% 90% A-ViT 16  SlowFormer 4.48 20% 86.4%
16 (0.5%) 0.98 63.3% 27% 32 SlowFormer 4.59 1% 98.1%
ViT-Small 4.6 _ _ - No attack 3.1 79.2% -
A-ViT-Small 3.7 78.8% _ ATS 16 SlowFormer 3.6 31.0% 33.3%
g g 32 SlowFormer 3.8 3.6%  46.7%
64 (8%) 4.6 2.3% 99%
48 (5%) 4.6 5.1% 98% . - No attack 2.25 77.3% -
AdaVit 16  SlowFormer 3.0 26.1% 31.9%
32 (2%) 4.4 39.5% 78% 32 SlowFormer 3.2 2.8% 40.4%
16 (0.5%) 3.8 782%  16% : o7 '”

TaBLE 5.6. Defense using adversarial train-
ing: We propose and show the impact of our
defense for our adversarial attack on A-ViT.
Our defense is simply maintaining a set of uni-
versal patches and training the model to be ro-
bust to a random sample of those at each iter-
ation. The defense reduces the computation to
some extent (1.26 to 1.01), but is still far from
the unattacked model (0.87).

Method GFLOPs Top-1 Attack
Acc. Success

No attack 0.87 71.4 -

SlowFormer 1.26 4.7% 100%

Adv Defense + | ¢s89, 349 FiGure 5.3. Visualization of optimized patch: We
SlowFormer show the learned universal patches for each of the
three efficient methods.

defense reduces the GFLOPs to 1.01 which is still higher than the original 0.87. We hope our paper en-
courages the community to develop better defense methods to reduce the vulnerability of efficient vision

transformers.
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5.1.8 Conclusion

Recently, we have seen efficient vision transformer models in which the computation is adaptively mod-
ified based on the input. We argue that this is an important research direction and that there will be more
progress in this direction in the future. However, we show that the current methods are vulnerable to a
universal adversarial patch that increases the computation and thus power consumption at inference time.
Our experiments show promising results for three SOTA efficient transformer models, where a small patch
that is optimized on the training data can increase the computation to the maximum possible level in the
testing data in some settings. We also propose a defense that reduces the effectiveness of our attack. We
hope that our paper will encourage the community to study such attacks and develop better defense methods
on various machine learning methods, including generative models, that reduce the computation adaptively

with the input.
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CHAPTER 6

Training Data Efficiency

6.1 GeNle: Generative Hard Negative Images Through Diffusion

Data augmentation is crucial in training deep models, preventing them from overfitting to limited data.
Recent advances in generative Al, e.g., diffusion models, have enabled more sophisticated augmentation
techniques that produce data resembling natural images. We introduce GeNIe a novel augmentation method
which leverages a latent diffusion model conditioned on a text prompt to combine two contrasting data points
(an image from the source category and a text prompt from the target category) to generate challenging aug-
mentations. To achieve this, we adjust the noise level (equivalently, number of diffusion iterations) to ensure
the generated image retains low-level and background features from the source image while representing the
target category, resulting in a hard negative sample for the source category. We further automate and enhance
GeNIe by adaptively adjusting the noise level selection on a per image basis (coined as GeNIe-Ada), leading
to further performance improvements. Our extensive experiments, in both few-shot and long-tail distribu-
tion settings, demonstrate the effectiveness of our novel augmentation method and its superior performance

over the prior art. Our code is available here:

6.1.1 Introduction

Augmentation has become an integral part of training deep learning models, particularly when faced
with limited training data. For instance, when it comes to image classification with limited number of
samples per class, model generalization ability can be significantly hindered. Simple transformations like
rotation, cropping, and adjustments in brightness artificially diversify the training set, offering the model a
more comprehensive grasp of potential data variations.

Hence, augmentation can serve as a practical strategy to boost the model’s learning capacity, minimizing
the risk of overfitting and facilitating effective knowledge transfer from limited labelled data to real-world
scenarios. Various image augmentation methods, encompassing standard transformations, and learning-

based approaches have been proposed [92, 96,438,513,521]. Some augmentation strategies combine two
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images possibly from two different categories to generate a new sample image. The simplest ones in this cat-
egory are MixUp [521] and CutMix [513] where two images are combined in the pixel space. However, the
resulting augmentations often do not lie within the manifold of natural images and act as out-of-distribution
samples that will not be encountered during testing.

Recently, leveraging generative models for data augmentation has gained an upsurge of attention [180,

,375,438]. These interesting studies, either based on fine-tuning or prompt engineering of diffusion mod-
els, are mostly focused on generating generic augmentations without considering the impact of other classes
and incorporating that information into the generative process for a classification context. We take a differ-
ent approach to generate challenging augmentations near the decision boundaries of a downstream classifier.
Inspired by diffusion-based image editing methods [297, 309] some of which are previously used for data
augmentation, we propose to use conditional latent diffusion models [372] for generating hard negative im-
ages. Our core idea (coined as GeNIe) is to sample source images from various categories and prompt the
diffusion model with a contradictory text corresponding to a different target category. We demonstrate that
the choice of noise level (or equivalently number of iterations) for the diffusion process plays a pivotal role
in generating images that semantically belong to the target category while retaining low-level features from
the source image. We argue that these generated samples serve as hard negatives [303,494] for the source
category (or from a dual perspective hard positives for the target category). To further enhance GeNIe, we
propose an adaptive noise level selection strategy (dubbed as GeNIe-Ada) enabling it to adjust noise levels

automatically per sample.

To establish the impact of GeNIe, we focus on two challenging scenarios: long-tail and few-shot set-
tings. In real-world applications, data often follows a long-tail distribution, where common scenarios domi-
nate and rare occurrences are underrepresented. For instance, a person jaywalking a highway causes models
to struggle with such unusual scenarios. Combating such a bias or lack of sufficient data samples during
model training is essential in building robust models for self-driving cars or surveillance systems, to name a
few. Same challenge arises in few-shot learning settings where the model has to learn from only a handful
of samples. Our extensive quantitative and qualitative experimentation, on a suite of few-shot and long-
tail distribution settings, corroborate the effectiveness of the proposed novel augmentation method (GeNIe,
GeNIe-Ada) in generating hard negatives, corroborating its significant impact on categories with a limited
number of samples. A high-level sketch of GeNIe is illustrated in Fig. 6.1. Our main contributions are

summarized below:
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Generated Images Training with Augmented Data

Source Image

Target Class € {dog,apple, ..., fish} (Hard Negatives for the Source Image)

Prompt: A photo of a <Target Class>. A photo of a cat. A photo of a mouse. A photo of a dog.

Classifier
Model

Random Noise
controlled by ratio r

Reverse =
-.'o* Diffusion

Encoder Decoder

A Source Image
Generated

000 ..

A A A Realsamples

Diffusion Model with Controlled Noise

Genie: Hard
> Negative Generator

Ficure 6.1. Generative Hard Negative Images Through Diffusion (GeNIe): generates hard negative
images that belong to the target category but are similar to the source image from low-level feature and
contextual perspectives. GeNIe starts from a source image passing it through a partial noise addition
process, and conditioning it on a different target category. By controlling the amount of noise, the reverse
latent diffusion process generates images that serve as hard negatives for the source category.

- We introduce GeNIe, a novel yet elegantly simple diffusion-based augmentation method to cre-
ate challenging augmentations in the manifold of natural images. For the first time, to our best
knowledge, GeNIe achieves this by combining two sources of information (a source image, and a
contradictory target prompt) through a noise-level adjustment mechanism.

- We further extend GeNIe by automating the noise-level adjustment strategy on a per-sample basis
(called GeNIe-Ada), to enable generating hard negative samples in the context of image classifi-
cation, leading also to further performance enhancement.

- To substantiate the impact of GeNIe, we present a suit of quantitative and qualitative results in-
cluding extensive experimentation on two challenging tasks: few-shot and long tail distribution
settings corroborating that GeNIe (and its extension GeNIe-Ada) significantly improve the down-

stream classification performance.

6.1.2 Proposed Method: GeNIe

Given a source image Xs from category S = <source category>, we are interested in generating a
target image X, from category 7 = <target category>. In doing so, we intend to ensure the low-level
visual features or background context of the source image are preserved, so that we generate samples that

would serve as hard negatives for the source image. To this aim, we adopt a conditional latent diffusion
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Prompt: A photo of a motorcycle.
Source Image GeNIe (r=0.4) GeNIe (r=0.6) GeNIe (=07) GeNIe (r=08) GeNTIe (r=09)

Prompt: A photo of a cat.
Source Image GeNIe (r=0.4) GeNIe (r=0.6) GeNIe (r=0.7) GeNIe (r=0.8) GeNIe (r=0.9)

s s s

Ficure 6.2. Effect of noise ratio, r, in GeNIe: we employ GeNIe to generate augmentations for the
target classes (motorcycle and cat) with varying r. Smaller r yields images closely resembling the source
semantics, creating an inconsistency with the intended target label. By tracing r from O to 1, augmentations
gradually transition from source image characteristics to the target category. However, a distinct shift from
the source to the target occurs at a specific r that may vary for different source images or target categories.

model (such as Stable Diffusion, [372]) conditioned on a text prompt of the following format “A photo of a
T = <target category>’.

Key Idea. GeNIe inits basic form is a simple yet effective augmentation sample generator for improving
a classifier fy(.) with the following two key aspects: (i) inspired by [297, 309] instead of adding the full
amount of noise o, and going through all N, (being typically 50) steps of denoising, we use less
amount of noise (ro 4y, with r € (0,1)) and consequently fewer number of denoising iterations (| rNyax |);
(i1) we prompt the diffusion model with a P mandating a target category 7 different than the source S.
Hence, we denote the conditional diffusion process as X, = STDiff(Xg,P,r). In such a construct, the
proximity of the final decoded image X, to the source image Xs or the target category defined through the
text prompt P depends on r. Hence, by controlling the amount of noise, we can generate images that blend
characteristics of both the text prompt P and the source image Xg. If we do not provide much of visual
details in the text prompt (e.g., desired background, etc.), we expect the decoded image X, to follow the
details of X while reflecting the semantics of the text prompt P. We argue, and demonstrate later, that the
newly generated samples can serve as hard negative examples for the source category S since they share
the low-level features of X while representing the semantics of the target category, 7. Notably, the source
category S can be randomly sampled or be carefully extracted from the confusion matrix of f(.) based on
real training data. The latter might result in even harder negative samples being now cognizant of model
confusions. Finally, we will append our initial dataset with the newly generated hard negative samples

through GeNIe and (re)train the classifier model.
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Enhancing GeNIe: GeNIe-Ada. One of the remarkable aspects of GeNIe lies in its simple application,
requiring only Xs, P, and r. However, selecting the appropriate value for r poses a challenge as it profoundly
influences the outcome. When r is small, the resulting X, tends to closely resemble X, and conversely, when
r is large (closer to 1), it tends to resemble the semantics of the target category. This phenomenon arises
because a smaller noise level restricts the capacity of the diffusion model to deviate from the semantics of
the input Xg. Thus, a critical question emerges: how can we select r for a particular source image to generate
samples that preserve the low-level semantics of the source category S in Xs while effectively representing
the semantics of the target category 7? We propose a method to determine an ideal value for r.

Our intuition suggests that by varying the noise ratio r from 0 to 1, X, will progressively resemble
category S in the beginning and category 7 towards the end. However, somewhere between 0 and 1, X,
will undergo a rapid transition from category S to 7. This phenomenon is empirically observed in our
experiments with varying r, as depicted in Fig. 6.2. Although the exact reason for this rapid change remains
uncertain, one possible explanation is that the intermediate points between two categories reside far from
the natural image manifold, thus, challenging the diffusion model’s capability to generate them. Ideally,
we should select r corresponding to just after this rapid semantic transition, as at this point, X, exhibits the
highest similarity to the source image while belonging to the target category.

We propose to trace the semantic trajectory between Xg and X7 through the lens of the classifier f(.).
As shown in Algorithm 2, assuming access to the classifier backbone fy(.) and at least one example X7 from
the target category, we convert both X5 and X7 into their respective latent vectors Zg and Zr by passing them
through f(.). Then, we sample M values for r uniformly distributed € (0, 1), generating their corresponding

7T (7
X, and their latent vectors Z, for all those r. Subsequently, we calculate d, = %

as the distance
between Z, and Zg projected onto the vector connecting Zg and Zr.

Our hypothesis posits that the rapid semantic transition corresponds to a sharp change in this projected
distance. Therefore, we sample n values for r uniformly distributed between 0 and 1, and analyze the

variations in d,. We identify the largest gap in d, and select the r value just after the gap when increasing r,

as detailed in Algorithm 2 and illustrated in Fig. 6.3.

6.1.3 Experiments

Since the impact of augmentation is more pronounced when the training data is limited, we evaluate the
impact of GeNIe on Few-Shot classification in Section 6.1.3.1, Long-Tailed classification in Section 6.1.3.2,

and fine-grained classification in Section 6.1.3.3. For GeNIe-Ada in all scenarios, we utilize GeNIe to
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Algorithm 2: GeNIe-Ada
Require: X, X7, fy(.), STDiff(.), M
Extract Zg <« fg(Xs), Zr < fg(XT)
for me [1,M] do
L r< 5. Zr < fo(STDiff(X,P,r))

(2-25)" (Zr-Zs)
@z (zr7s)
dm Z=ALE

m* < argmax,, |dy — dp-1|, Ym € [2, M]
e

n
Return: X, = STDiff(Xs, P, r*)

FiGure 6.3. GeNIe-Ada: To choose r adaptively for each (source image, target category) pair, we propose
tracing the semantic trajectory from Zg (source image embeddings) to Zr (target embeddings) through the
lens of the classifier fy(-) (Algorithm 2). We adaptively select the sample right after the largest semantic
shift.

generate augmentations from the noise level set {0.5,0.6,0.7,0.8,0.9}. The selection of the appropriate
noise level per source image and target is adaptive, achieved through Algorithm 2.

Baselines. We use Stable Diffusion 1.5 [372] as our base diffusion model. In all settings, we use the
same prompt format to generate images for the target class: i.e., “A photo of a <target category>”, where
we replace the target category with the target category label. We generate 512 x 512 images for all
methods. For fairness in comparison, we generate the same number of new images for each class. We use
a single NVIDIA RTX 3090 for image generation. We consider 4 diffusion-based baselines and a suite of
traditional data augmentation baselines:

Img2Img [297,309]: We sample an image from a target class, add noise to its latent representation and
then pass it along with a prompt for the target category through reverse diffusion. The focus here is on a
target class for which we generate extra positive samples. Adding large amount of noise leads to generating
an image less similar to the original image. We use two different noise magnitudes for this baseline: » = 0.3
and r = 0.7 and denote them by Img2Img” and Img2Img”, respectively.

Txt2Img [28, 180]: For this baseline, we omit the forward diffusion process and only use the reverse
process starting from a text prompt for the target class of interest. This is similar to the base text-to-image
generation strategy adopted in [28, 180,296,372,393]. Fig. 6.4 illustrates a set of generated augmentation
examples for Txt2Img, Img2Img, and GeNTe.

DAFusion [438]: In this method, an embedding is optimized with a set of images for each class to
correspond to the classes in the dataset. This approach is introduced in Textual Inversion [143]. We optimize
an embedding for 5000 iterations for each class in the dataset, followed by augmentation similar as the

DAFusion method.
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Target Image Source Image
Volcano Img2Img" Ing2Img™ Txt2Img Mushroom GeNIe (=0.6) GeNIe (=0.7) GeNIe (=0.8)

VP P

German Shepherd

- - . ‘o

FiGURE 6.4. Visualization of Generative Samples: We compare GeNIe with two baselines: Img2Img"
augmentation: both image and text prompt are from the same category. Adding noise does not change
the image much, so they are not hard examples. Txt2Img augmentation: We simply use the text prompt
only to generate an image for the desired category (e.g., using a text2image method). Such images may
be far from the domain of our task since the generation is not informed by any visual data from our task.
GeNIe augmentation: We use the target class name in the text prompt only along with the source image.

Cap2Aug [375]: It is a recent diffusion-based data augmentation strategy that uses image captions as
text prompts for an image-to-image diffusion model.

Traditional Data Augmentation: We consider both weak and strong traditional augmentations. More
specifically, for weak augmentation we use random resize crop with scaling € [0.2,1.0] and horizontal
flipping. For strong augmentation, we consider random color jitter, random grayscale, and Gaussian blur.
For the sake of completeness, we also compare against data augmentations such as CutMix [513] and MixUp

[521] that combine two images together.

6.1.3.1 Few-shot Classification

We assess the impact of GeNIe compared to other augmentations in a number of few-shot classification
(FSL) scenarios, where the model has to learn only from the samples contained in the (N-way, K-shot)
support set and infer on the query set. Note that this corresponds to an inference-only FSL setting where a
pretraining stage on an abundant dataset is discarded. The goal is to assess how well the model can benefit
from the augmentations while keeping the original N x K samples intact.

Datasets. We conduct our few-shot experiments on two most commonly adopted few-shot classification
datasets: mini-Imagenet [365] and tiered-Imagenet [369]. mini-Imagenet is a subset of ImageNet [101] for

few-shot classification. It contains 100 classes with 600 samples each. We follow the predominantly adopted
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TaBLE 6.1. mini-ImageNet: We use our augmentations on (5-way, 1-shot) and (5-way, 5-shot) few-shot
settings of mini-Imagenet dataset with 3 different backbones (ResNet-18, 34, and 50). We compare with
various baselines and show that our augmentations with UniSiam outperform all the baselines including
Txt2Img and DAFusion augmentation. The number of generated images per class is 4 for 1-shot and 20
for 5-shot settings.

ResNet-18 ResNet-34

Augmentation ~ Method Pre-training 1-shot  5-shot Augmentation _ Method Pre-training 1-shot _S-shot

N Weak Baseline [75] sup. 49.8+0.7 73.5+0.7
- iDeMe-Net [75] sup. 59.1£0.9 74.6+0.7 Weak Baseline++ [75] sup.  52.7:0.8 76.2+0.6
- Robust + dist [118] sup. 63.7+0.6 81.2+0.4 Weak SImCLR [71] unsup. 640404 79.850.3
- AFHN [266] sup. 62.4+0.7 78.2+0.6 Weak SimSiam [77] unsup.  63.840.4 80.4+03
Weak ProtoNet+SSL [406]  sup.+ssl - 76.6 Weak UniSiam+dist [295]  unsup.  65.6+0.4 83.4+0.2
Weak Neg-Cosine [262] sup.  62.3:0.8 80.9:0.6 Weak UniSiam [ unsup.  643:0.8 82.320.5
- Centroid Align [18] sup. 59.9+0.7 80.4+0.7 Strong UniSiam [ unsup.  64.5:0.8 82.1+0.6

1
]

- Baseline [75] sup. 59.6+0.8 77.3+0.6 CutMix [513] UniSiam [295] unsup. 64.0£0.8 81.7+0.6
- Baseline++ [75] sup. 59.0+0.8 76.7+0.6 MixUp [521] UniSiam [295] unsup.  63.7+0.8 80.1:0.8
Weak PSST [79] sup.+ssl 59.540.5 77.4+0.5 IngImg" [297] UniSiam [295] unsup. 65.5£0.8 82.9+0.5
IngImgH[ 1  UniSiam [295] unsup. 70.5£0.8 84.8+0.5
Weak UMTRA [229] unsup. 43.1+0.4 53.4+0.3 Txt2Img [28,180] UniSiam [295] unsup.  75.4+0.6 85.5:0.5
Weak ProtoCLR [307] unsup. 50.9+0.4 71.6+0.3 DAFusion [438]  UniSiam [295] unsup. 64.7£1.9 83.2x1.4
Weak SimCLR [71] unsup. 62.6+0.4 79.7+0.3 GeNIe (Ours) UniSiam [295] unsup. 77.1+0.6 86.3+0.4
Weak SimSiam [77] unsup 62.8:0.4 79.9+0.3 GeNIe-Ada (Ours) UniSiam [295] unsup. 78.5+0.6 86.6:0.4

Weak UniSiam-+dist [295] unsup.  64.1x0.4 82.3:0.3 ResNet-50
; ey N Weak PDA+Net [73] unsup. 63.8+0.9 83.1+0.6
Weak Un{Sfam [295] unsup. 63.1+0.8 81.4+0.5 Weak Meta-DM [199] unsup. 66.7:0.4 853402
Strong UniSiam [295] unsup. 62.8£0.8 81.2+0.6 Weak OniSi 616208 834205
CutMix [513]  UniSiam [295] unsup.  62.7+0.8 80.6+0.6 St ] 15208 Sa20s
MiXUP[L ] UniSiam [295] unsup.  62.1+0.8 80.7+0.6 CutMix [513] UniSiam [295] unsup.  64.3:0.8 83.240.5
Img2Img™ [297]  UniSiam [295] unsup. 63.9+0.8 82.1+0.5 MixUp [521] UniSiam [295] unsup.  63.8:0.8 84.6:0.5
Img2Img’ [297]  UniSiam [295] unsup. 69.1+0.7 84.0+0.5 Img2Img“[297]  UniSiam [295] unsup.  66.0+0.8 84.0+0.5
Txt2Img [28, 180] UniSiam [295] unsup. 74.1+0.6 84.6+0.5 Ing2Img” [297] UniSiam [295] unsup.  71.1£0.7 85.7+0.5
DAFusion [438]  UniSiam [295] unsup.  64.3x1.8 82.0£1.4 g;\tlfl“,‘g[[ . ! S"%g?ﬂ"‘{ } unsup. Z)g;‘ﬂ]’g gggﬂl’;
Qo ‘usion nidSiam unsup. NEI R 3.9+ 1.
GeNIe (Ours) UniSiam [295] unsup.  75.5:0.6 85.4:0.4 GeNIe (Ours) UniSiam [295] unsup.  77.3:0.6 87.2:0.4
GeNIe-Ada (Ours) UniSiam [295] unsup.  76.8:0.6 85.9:0.4 GeNTe-Ada (Ours) UniSiam [295] unsup.  78.6:0.6 87.9:0.4

settings of [75,365] where we split the entire dataset into 64 classes for training, 16 for validation and 20
for testing. tiered-Imagenet is a larger subset of ImageNet with 608 classes and a total of 779, 165 images,
which are grouped into 34 higher-level nodes in the /mageNet human-curated hierarchy. This set of nodes
is partitioned into 20, 6, and 8 disjoint sets of training, validation, and testing nodes, and the corresponding
classes form the respective meta-sets.

Evaluation. To quantify the impact of different augmentation methods, we evaluate the test-set accu-
racies of a state-of-the-art unsupervised few-shot learning method with GeNIe and compare them against
the accuracies obtained using other augmentation methods. Specifically, we use UniSiam [295] pre-trained
with ResNet-18, ResNet-34 and ResNet-50 backbones and follow its evaluation strategy of fine-tuning a
logistic regressor to perform (N-way, K-shot) classification on the test sets of mini- and tiered-Imagenet.
Following [365], an episode consists of a labeled support-set and an unlabelled query-set. The support-set
contains N randomly sampled classes where each class contains K samples, whereas the query-set contains
Q randomly sampled unlabeled images per class. We conduct our experiments on the two most commonly
adopted settings: (5-way, 1-shot) and (5-way, 5-shot) classification settings. Following the literature, we
sample 16-shots per class for the query set in both settings. We report the test accuracies along with the 95%

confidence interval over 600 and 1000 episodes for mini-ImageNet and tiered-ImageNet, respectively.
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TaBLE 6.2. tiered-ImageNet: Accuracies (% =+ std) TaBLe 6.3. Long-Tailed ImageNet-LT: We

for 5-way, 1-shot and 5-way, 5-shot classification compare different augmentation methods on
settings on the test-set. We compare against various ImageNet-LT and report Top-1 accuracy for
SOTA supervised and unsupervised few-shot clas- “Few”, “Medium”, and “Many” sets. On the
sification baselines as well as other augmentation “Few” set and LiVT method, our augmen-
methods, with UniSiam [295] pre-trained ResNet- tations improve the accuracy by 11.7 points
18,50 backbones. compared to LiVT original augmentation and
4.4 points compared to Txt2Img. GeNIe-Ada
ResNet-18 outperforms Cap2Aug baseline in “Few” cate-
Augmentation Method Pre-training 1-shot  5-shot gories by 76%
Weak SimCLR [71] unsup.  63.40.4 792403
Weak SimSiam [77] unsup. 64.1+0.4 81.4+0.3
Weak UniSiam [295] unsup.  63.120.7 81.0+0.5 ResNet-50
Strong UniSiam [295] unsup. 62.8+0.7 80.9+0.5
CutMix [513] UniSiam [295] unsup.  62.1£0.7 78.9:0.6 Method Many Med. Few |Overall Ace
MixUp [521] UniSiam [295] unsup.  62.1+0.7 78.4+0.6 ResLT [97] 63.3 53.3 403 55.1
Img2Img” [297]  UniSiam [295] unsup. 63.9+0.7 81.8+0.5 PaCo [98] 68.2 58.7 41.0 60.0
Img2Img” [297]  UniSiam [295] unsup.  68.7+0.7 83.5+0.5 LWS [222] 622 48.6 31.8 515
Txt2Img [180] UniSiam [295] unsup.  72.9+0.6 84.2+0.5 ’ ! ' !
DAFusion [438]  UniSiam [295] unsup.  62.6+2.1 81.0+1.5 Zero-shot CLIP [352] 60.8 59.3 58.6 59.8
GeNTe(Ours) UniSiam [295] unsup.  73.6:0.6 85.0:0.4 DRO-LT [386] 640 498 33.1) 535
GeNTe-Ada(Ours) UniSiam [295] unsup.  75.1:0.6 85.5:0.5 VL-LTR [423] 718 67.0 50.8 70.1
ReeNet50 Cap2Aug [375] 785 6717 519/ 709
GeNIe-Ada 79.2 64.6 59.5 71.5
‘Weak PDA+Net [73] unsup. 69.0+0.9 84.2+0.7 -
Weak Meta-DM [199] unsup.  69.6:0.4 86.5:0.3 ViT-B
Weak UniSiam + dist [295]  unsup.  69.6+0.4 86.5+0.3 Method Many Med. Few ‘ Overall Acc
Weak UniSiam [295] unsup. 66.8+0.7 84.7+0.5 ;
Strong UniSiam [295] unsup.  66.5:0.7 845405 VIT [111] 505 235 69 31.6
CutMix [513] UniSiam [295] unsup.  66.0+0.7 83.30.5 MAE [173] 747 482 194 54.5
MixUp [521] UniSiam [295] unsup.  66.1+0.5 84.1:0.8 DeiT [434] 70.4 409 12.8| 484
Img2Img” [297]  UniSiam [295] unsup. 67.8+0.7 85.3+0.5 LiVT [493] 73.6 564 41.0 60.9
Img2Img [297]  UniSiam [295] unsup. 72.4+0.7 86.7+0.4 LiVT + IngImgL 743 564 343 60.5
Txt2Img [180] UniSiam [295] unsup. 77.1+£0.6 87.3+0.4 LiVT + IngImg” 738 564 453 61.6
DAFusion [438] UniSiam [295] unsup. 66.5+2.2 84.8+1.4 . ’ : ' :
GeNIe (Ours)  UniSiam [295] unsup.  78.0-0.6 88.0-0.4 LiVT + Txt2Img 749 556 483 622
GeNIe-Ada (Ours) UniSiam [295] unsup.  78.840.6 88.6:0.6 LiVT + GeNIe-Ada 740 56.9 52.7|  63.1

Implementation Details: GeNIe generates augmented images for each class using images from all
other classes as the source image. We use r = 0.8 in our experiments. We generate 4 samples per class as
augmentations in the 5-way, 1-shot setting and 20 samples per class as augmentations in the 5-way, 5-shot
setting. For the sake of a fair comparison, we ensure that the total number of labelled samples in the support
set after augmentation remains the same across all different traditional and generative augmentation method-
ologies. Due to the expensive training of embeddings for each class in each episode, we only evaluated the
DA-Fusion baseline on the first 100 episodes.

Results: The results on mini-Imagenet and tiered-Imagenet for both (5-way, 1 and 5-shot) settings
are summarized in Table 6.1 and Table 6.2, respectively. Regardless of the choice of backbone, we ob-
serve that GeNIe helps consistently improve UniSiam’s performance and outperform other supervised and
unsupervised few-shot classification methods as well as other diffusion-based [180, , s ] and clas-
sical [513,521] data augmentation techniques on both datasets, across both (5-way, 1 and 5-shot) settings.
Our noise adaptive method of selecting optimal augmentations per source image (GeNIe-Ada) further im-

proves GeNIe’s performance across all three backbones, both few-shot settings, and both datasets (mini and
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tiered-Imagenet). Note that employing CutMix and MixUp seems to lead to performance degradation com-
pared to weak augmentations, probably due to overfitting since these methods can only choose from 4 other

classes to mix.

6.1.3.2 Long-Tailed Classification

We evaluate our method on long-tailed data, where the number of instances per class is unbalanced,
with most categories having limited samples (tail). Our goal is to mitigate this bias by augmenting the tail
of the distribution with generated samples. We evaluate GeNIe using two different backbones and methods:
the ViT architecture with LViT [493], and ResNet50 with VL-LTR [423].

Following LViT [493], we first train an MAE [174] and ViT on the unbalanced dataset without any
augmentation. Next, we train the Balanced Fine-Tuning stage of LViT by incorporating the augmentation
data generated using GeNIe or other baselines. For ResNet50, we use VL-LTR code to fine-tune the CLIP
[352] ResNet50 pretrained backbone with generated augmentations by GeNTe.

Dataset: We perform experiments on ImageNet-LT [291]. It contains 115.8K images from 1,000 cat-
egories. The number of images per class varies from 1280 to 5. Imagenet-LT classes can be divided into
3 groups: “Few” with less than 20 images, “Med” with 20 — 100 images, and “Many” with more than 100
images. Imagenet-LT uses the same validation set as ImageNet. We augment “Few” categories only and
limit the number of generated images to 50 samples per class. For GeNIe, instead of randomly sampling
the source images from other classes, we use a confusion matrix on the training data to find the top-4 most
confused classes and only consider those classes for random sampling of the source image. The source
category may be from “Many”, “Med”, or “Few sets”.

Results: Augmenting training data with GeNIe-Ada improves accuracy on the “Few” set by 11.7% and
4.4% compared with LViT only and LViT with Txt2Img augmentation baselines respectively. In ResNet50,
GeNIe-Ada outperforms Cap2Aug baseline in “Few” categories by 7.6%. The results are in Table 6.3.

Implementation Details of LViT: We download the pre-trained ViT-B of LViT [493] and finetune it
with Bal-BCE loss proposed therein on the augmented dataset. Training takes 2 hours on four NVIDIA
RTX 3090 GPUs. We use the same hyperparameters as in [493] for finetuning: 100 epochs, Ir = 0.008,
batch size of 1024, CutMix and MixUp for the data augmentation.

Implementation Details of VL-LTR: We use the official code of VL-LTR [423] for our experiments.
We use a pre-trained CLIP ResNet-50 backbone. We followed the hyperparameters reported in VL-LTR
[423]. We augment only “Few” category and train the backbone with the VL-LTR [423] method. Training

takes 4 hours on 8 NVIDIA RTX 3090 GPUs.
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TaBLE 6.4. Few-shot Learning on Fine-grained dataset: We utilize an SVM classifier trained atop
the DINOV2 ViT-G pretrained backbone, reporting Top-1 accuracy for the test set of each dataset. The
baseline is an SVM trained on the same backbone using weak augmentation. Across all datasets, GeNIe
surpasses this baseline.

Method Birds Cars Foods Aircraft
CUB200 [452] Cars196 [244] Food101 [41] Aircraft [301]
Baseline 90.3 49.8 82.9 29.2
Img2Img” [297] 90.7 50.4 87.4 31.0
Img2Img” [297] 91.3 56.4 91.7 34.7
Txt2Img [180] 92.0 81.3 93.0 41.7
GeNIe (r=0.5) 92.0 84.6 91.5 39.8
GeNIe (r=0.6) 92.2 87.1 92.5 45.0
GeNIe (r=0.7) 92.5 87.9 92.9 47.0
GeNIe (r=0.8) 92.5 87.7 93.1 46.5
GeNIe (r=0.9) 92.4 87.1 93.1 45.7
GeNIe-Ada 92.6 87.9 93.1 46.9

6.1.3.3 Fine-grained Few-shot Classification

To further investigate the impact of the proposed method, we compare GeNIe with other text-based data
augmentation techniques across four distinct fine-grained datasets in a 20-way, 1-shot classification setting.
We employ the pre-trained DINOV2 ViT-G [327] backbone as a feature extractor to derive features from
training images. Subsequently, an SVM classifier is trained on these features, and we report the Top-1
accuracy of the model on the test set.

Datasets: We assess our method on several datasets: Food101 [41] with 101 classes of various foods,
CUB200 [452] with 200 bird species classes, Cars196 [244] with 196 car model classes, and FGVC-Aircraft
[301] with 41 aircraft manufacturer classes. The reported metric is the average Top-1 accuracy over 100
episodes. Each episode involves sampling 20 classes and 1-shot from the training set, with the final model
evaluated on the respective test set.

Implementation Details: We enhance the basic prompt by incorporating the superclass name for the
fine-grained dataset: “A photo of a <target class>, a type of <superclass>". For instance, in the food
dataset and the burger class, our prompt reads: “A photo of a burger, a type of food." No additional augmen-
tation is used for generative methods in this context. We generate 19 samples for both cases of our method
and also the baseline with weak augmentation.

Results: Table 6.4 summarizes the results. GeNIe helps outperform all other baselines and augmen-
tations, including Txt2Img, by margins upto 0.5% on CUB200 [452], 6.6% on Cars196 [244], 0.1% on
Food101 [41] and 5.3% on FGVC-Aircraft [301]. Notably, GeNIe exhibits great effectiveness in more chal-

lenging datasets, outperforming the baseline with traditional augmentation by about 38% for the Cars dataset
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and by roughly 17% for the Aircraft dataset. It can be observed here that GeNIe-Ada performs on-par with

GeNIe with a fixed noise level, eliminating the necessity for noise level search in GeNIe.

6.1.3.4 Ablation and Analysis

Semantic Shift from Source to Target Class. The core motivation behind GeNIe-Ada is that by varying
the noise ratio r from O to 1, augmented sample X, will progressively shift its semantic category from source
(8) in the beginning to target category (7') towards the end. However, somewhere between O and 1, X,
will undergo a rapid transition from S to 7. To demonstrate this hypothesis empirically, in Figs. 6.5, we
visualize pairs of source images and target categories with their respective GeNIe generated augmentations
for different noise ratios r, along with their corresponding PCA-projected embedding scatter plots (on the
far left). We extract embeddings for all the images using a DINOv2 ViT-G pretrained backbone, which we
assume as an oracle model in identifying the right category. We observe that as r increases from 0.3 to 0.8,
the images transition to embody more of the target category’s semantics while preserving the contextual
features of the source image. This transition of semantics can also be observed in the embedding plots (on
the left) where they consistently shift from the proximity of the source image (blue star) to the target class’s
centroid (red cross) as the noise ratio r increases. The sparse distribution of points within r = [0.4,0.6] for
the first image and r = [0.2,0.4] for the second image aligns with our intuition of a rapid transition from
category S to T, thus empirically affirming our motivation behind GeNIe-Ada.

To further establish this, in Fig. 6.6, we demonstrate the efficacy of GeNIe in generating hard negatives
at the decision boundaries of an SVM classifier, which is trained on the labelled support set of the few-
shot tasks of mini-Imagenet, without any augmentations. We then plot source and target class probabilities
(P(Ys|X,) and P(Y7|X,), respectively) of the generated augmentation samples X,. For both r = 0.6 and 0.7,
there is significant overlap between P(Ys|X,) and P(Yr|X,), making it difficult for the classifier to decide
the correct class. On the right-hand-side, GeNIe-Ada automatically selects the best r resulting in the most
overlap between the two distributions, thus offering the hardest negative sample among the considered r
values. Note that a large overlap between distributions is not sufficient to call the generated samples hard
negatives because they should also belong to the target category. This is, however, confirmed by the high
Oracle accuracy in Table 6.5 (elaborated in detail in the following paragraph) which verifies that majority of
the generated augmentation samples do belong to the target category.

Label consistency of the generated samples. The choice of noise ratio r is important in producing hard

negative examples. In Table 6.5, we present the accuracy of the GeNIe model across various noise ratios,
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Ratio Of The Noise (r) ® Generated Images
# Target Centroid
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Ficure 6.5. Embedding visualizations of generative augmentations: We pass all generative augmen-
tations through DINOv2 ViT-G (serving as an oracle) to extract their corresponding embeddings and
visualize them with PCA. As shown, the extent of semantic shifts varies based on both the source image
and the target class.

GeNIe(r = 0.5) 1 GeNIe(r = 0.6) GeNTe-Ada(r = r*)

004 00
00 01 07 08

Probability
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Ficure 6.6. Why GeNIe augmentations are challenging? While deciding which class the generated
augmentations (X,) belong to is already difficult within r = [0.6,0.7] (due to high overlap between
P(Ys|X,) and P(Yr|X,)), GeNIe-Ada selects the best noise threshold (r*) offering the hardest negative
sample.

alongside the oracle accuracy, which is an ImageNet pre-trained DeiT-Base [433] classifier. We observe a
decline in the label consistency of generated data (quantified by the performance of the oracle model) when
decreasing the noise level. Reducing r also results in a degradation in the performance of the final few-shot
model (87.2% — 77.6%) corroborating that an appropriate choice of r plays a crucial role in our design
strategy. We investigate this further in the following paragraph.

Effect of Noise in GeNIe. We examine the impact of noise on the performance of the few-shot model in
Table 6.5. Noise levels r € [0.7,0.8] yield the best performance. Conversely, utilizing noise levels below
0.7 diminishes performance due to label inconsistency, as is demonstrated in Table 6.5 and Fig 6.5. As
such, determining the appropriate noise level is pivotal for the performance of GeNIe to be able to generate
challenging hard negatives while maintaining label consistency. An alternative approach to finding the
optimal noise level involves using GeNIe-Ada to adaptively select the noise level for each source image and
target class. As demonstrated in Tables 6.5 and 6.4, GeNIe-Ada achieves performance that is comparable to

or surpasses that of GeNIe with fixed noise levels.
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TasLE 6.5. Effect of Noise and Diffusion Models in GeNIe: We use the same setting as in Table 6.1
to study the effect of the amount of noise. As expected (also shown in Fig 6.5), small noise results in
worse accuracy since some generated images may be from the source category rather than the target one.
For r = 0.5 only 73% of the generated data is from the target category. This behavior is also shown
in Fig. 6.2. Notably, reducing the noise level below 0.7 is associated with a decline in oracle accuracy
and subsequent degradation in the performance of the final few-shot model. Note that the high oracle
accuracy of GeNIe-Ada demonstrates its capability to adaptively select the noise level per source and
target, ensuring semantic consistency with the intended target. To further demonstrate GeNIe’s ability to
generalize across different diffusion models, we replace the diffusion model with SD3 and SDXL-Turbo.
The resulting accuracies follow a similar trend to those in Table 6.1, confirming GeNIe’s advantage over
Txt2Img across various diffusion models.

Method Generative Noise ResNet-18 ResNet-34 ResNet-50 Oracle
Model r= 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot Acc
Txt2Img SD 1.5 - 74.1£0.6  84.6+0.5 | 75.4+0.6  85.5+0.5 | 76.4+0.6 86.5+0.4 -
GeNIe SD 1.5 0.5 60.4+0.8  74.1+0.6 | 62.0+0.8 75.840.6 | 63.7+0.9 77.6+0.6 | 73.4+0.5
GeNIe SD 1.5 0.6 69.7£0.7  80.7+0.5 | 71.1£0.7  82.2+0.5 | 72.1+0.7 82.8+0.5 | 85.8+0.4
GeNIe SD 1.5 0.7 74.5+0.6  83.3+0.5 | 76.4+0.6  84.4+0.5 | 77.1+0.6 85.0+0.4 | 94.5+0.2
GeNIe SD 1.5 0.8 75.5£0.6  85.4+04 | 77.1+0.6  86.3+0.4 | 77.3x0.6 87.2+0.4 | 98.2+0.1
GeNIe SD 1.5 0.9 75.040.6  85.3+0.4 | 77.6+0.6  86.2+0.4 | 77.7+0.6  87.0+0.4 | 99.3+0.1
GeNIe-Ada SD 1.5 Adaptive | 76.8£0.6  85.9+0.4 | 78.5+0.6 86.6+0.4 | 78.6+0.6 87.9+0.4 | 98.9+0.2
Txt2Img SDXL-Turbo - 725403  82.1+0.6 | 76.2+0.2 84.4+0.3 | 76.7+0.6  85.9+0.5 -
GeNIe SDXL-Turbo 0.5 61.2£0.5 73.5+0.2 | 61.5+0.2 749403 | 63.1£0.2  76.5+0.6 -
GeNIe SDXL-Turbo 0.6 70.240.2  79.3+0.4 | 71.2+0.7 81.4+0.6 | 73.2+¢0.2  82.4+0.5 -
GeNIe SDXL-Turbo 0.7 73.1£0.3  83.5+0.5 | 76.1+0.6  85.3+0.4 | 77.2+0.6 84.2+0.4 -
GeNIe SDXL-Turbo 0.8 742403  85.1+0.3 | 76.9+0.4  85.5+0.5 | 78.7+0.6 87.7+0.4 -
GeNIe SDXL-Turbo 0.9 73.9+0.4  84.9+0.7 | 76.6+0.7 84.2+0.6 | 78.1+0.5 87.0+0.4 -
GeNIe-Ada SDXL-Turbo  Adaptive | 75.1+0.3  87.1+0.8 | 78.9+0.5 85.2+0.5 | 79.0+0.6  88.6+0.2 -
Txt2Img SD 3 - 73.6£1.7  82.9+1.2 | 76.7+1.5 85.5+1.3 | 77.2+1.9 85.0+1.2 -
GeNIe SD3 0.5 62.0£1.2  72.9+1.1 | 62.5+0.9 739+1.0 | 64.1+0.5 76.1+1.9 -
GeNIe SD3 0.6 70.8+1.5  79.1+1.9 | 71.8+¢1.2 82.1x1.3 | 74.1+1.5 83.4+1.8 -
GeNIe SD3 0.7 74.6+0.8  84.5+1.2 | 76.5+1.9 86.2+1.6 | 78.5+1.9  84.0+1.1 -
GeNIe SD3 0.8 75.9+£1.2  86.3x1.7 | 77.8+1.9  85.5+1.9 | 79.2+1.7 88.3+1.9 -
GeNIe SD3 0.9 75.1£0.5 85.2+1.2 | 78.1+1.3 86.2+1.2 | 77.1+1.9  88.9+0.8 -
GeNIe-Ada SD 3 Adaptive | 76.8+1.3  87.5+1.5 | 78.9+1.3  87.7x1.5 | 79.1x14  89.5+1.0 -

Effect of Diffusion Models in GeNIe. We have tried experimenting with both smaller as well as more recent
diffusion models. More specifically, we have used Stable Diffusion XL-Turbo to generate hard-negatives
through GeNIe and GeNIe-Ada. Few-shot classification results on minilmagenet with these augmentations
are shown in Table 6.5. The accuracies follow a similar trend to that of Table 6.1, where Stable Diffusion
1.5 was used to generate augmentations. GeNIe-Ada improves UniSiam’s few-shot performance the most
as compared to GeNIe with different noise ratios r, and even when compared to Txt2Img. This empirically
indicates the robustness of GeNIe and GeNIe-Ada to different diffusion engines. Note that, Stable Diffusion
XL-Turbo by default uses 4 steps for the sake of optimization, and to ensure we can have the right granularity
for the choice of r we have set the number of steps to 10. That is already 5 times faster than the standard
Stable Diffusion v1.5 with 50 steps. Our experiments with Stable Diffusion v3 (which is a totally different
model with a Transformers backbone) also in Table 6.5 also convey the same message. As such, we believe

our approach is generalizable across different diffusion models.
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6.1.4 Related Work

Data Augmentations. Simple flipping, cropping, colour jittering, and blurring are some forms of im-
age augmentations [395]. These augmentations are commonly adopted in training deep learning models.
However, using these data augmentations is not trivial in some domains. For example, using blurring
might remove important low-level information from medical images. More advanced approaches, such
as MixUp [521] and CutMix [513], mix images and their labels accordingly [95, , , ]. However,
the resulting augmentations are not natural images anymore, and thus, act as out-of-distribution samples that
will not be seen at test time. Another strand of research tailors the augmentation strategy through a learning
process to fit the training data [92, 96, 107]. Unlike the above methods, we propose to utilize pre-trained
latent diffusion models to generate hard negatives (in contrast to generic augmentations) through a noise
adaptation strategy discussed in Section 6.1.2.

Data Augmentation with Generative Models. Using synthesized images from generative models
to augment training data has been studied before in many domains [138, 387], including domain adap-
tation [206], visual alignment [339], and mitigation of dataset bias [182, , ]. For example, [346]

introduces a methodology aimed at enhancing test set evaluation through augmentation. While previous

methods predominantly relied on GANs [262,442,530] as the generative model, more recent studies pro-
mote using diffusion models to augment the data [28,61, s , , , R , , s ]. More
specifically, [28, 180,375,438] study the effectiveness of text-to-image diffusion models in data augmenta-

tion by diversification of each class with synthetic images. [438] leverages a text-to-image diffusion model
and fine-tunes it on the downstream dataset using textual-inversion [144] to increase the diversity of exist-
ing samples. [375] also utilizes a text-to-image diffusion model, but with a BLIP [264] model to generate
meaningful captions from the existing images. [212] utilizes diffusion models for augmentation to correct
model mistakes. [134] uses CLIP [352] to filter generated images. [117] utilizes text-based diffusion and a
large language model (LLM) to diversify the training data. [61] uses an LLM to generate text descriptions of
failure modes associated with spurious correlations, which are then used to generate synthetic data through
generative models. The challenge is the LLM’s lack of understanding of failure scenarios and their contexts.

We take a completely different approach here, without replying on any extra source of information (e.g.,
through an LLM). Inspired by image editing approaches such as Boomerang [297] and SDEdit [309], we
propose to adaptively guide a latent diffusion model to generate hard negatives images [303, 494] on a
per-sample basis per category. In a nutshell, the aforementioned studies focus on improving the diversity

of each class with effective prompts and diffusion models, however, we focus on generating effective hard
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negative samples for each class by combining two sources of contradicting information (images from the
source category and text prompt from the target category).
Language Guided Recognition Models. Vision-Language foundation models (VLMs) [22, 352, 356,
,372,383] utilize human language to guide the generation of images or to extract features from images
that are aligned with human language. For example, CLIP [352] shows decent zero-shot performance on
many downstream tasks by matching images to their text descriptions. Some recent works improve the
utilization of human language in the prompt [116, 342], and others use a diffusion model directly as a
classifier [259]. Similar to the above, we use a foundation model (Stable Diffusion 1.5 [372]) to improve the
downstream task. Concretely, we utilize category names of the downstream tasks to augment their associate
training data with hard negative samples.
Few-Shot Learning. In Few-shot Learning (FSL), we pre-train a model with abundant data to learn a
rich representation, then fine-tune it on new tasks with only a few available samples. In supervised FSL [18,
, s , s , , , ], pretraining is done on a labeled dataset, whereas in unsupervised FSL
[24, , R , , R , , ] the pre-training has to be conducted on an unlabeled dataset. We
assess the impact of GeNIe on a number of few-shot scenarios and state-of-the-art baselines by accentuating

on its impact on the few-shot inference stage.

6.1.5 Conclusion

GeNIe, for the first time to our knowledge, combines contradictory sources of information (a source
image, and a different target category prompt) through a noise adjustment strategy into a conditional latent
diffusion model to generate challenging augmentations, which can serve as hard negatives.

Limitation. The required time to create augmentations through GeNIe is on par with any typical diffusion-
based competitors azizi2023synthetic,he2022synthetic; however, this is naturally slower than traditional
augmentation techniques Cutmix,mixup. This is not a bottleneck in offline augmentation strategies, but can
be considered a limiting factor in real-time scenarios. Recent studies are already mitigating this through ad-
vancements in diffusion model efficiency sauer2023adversarial, meng2023distillation,liu2023instaflow. An-
other challenge present in any generative Al-based augmentation technique is the domain shift between the
distribution of training data and the downstream context they might be used for augmentation. A possible

remedy is to fine-tune the diffusion backbone on a rather small dataset from the downstream task.
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CHAPTER 7

Conclusion

As discussed earlier, scaling data and compute has been a key strategy for improving the representations
learned by deep learning models. Self-supervised learning techniques, such as auto-regressive approaches
in language models, have significantly facilitated this scaling by reducing the need for annotated labels. This
progress has led to the development of the powerful large language models we use today. However, these

models require substantial energy and computational resources, raising concerns about their accessibility.

In this dissertation, we explore the efficiency of deep learning models from various perspectives. Below,
we briefly discuss several promising directions to further improve the efficiency of deep learning models in

the era of generative Al.

7.1 Energy-Efficiency and Robustness to Energy Adversarial Attacks:

The rapid scaling of large language models (LLMs) has highlighted energy consumption as a critical
bottleneck in their development and deployment. Studies such as [337] emphasize the significant costs as-
sociated with the energy demands of these models during training and inference. Note that energy usage
does not always directly correlate with FLOPs, as memory-intensive operations, such as frequent memory
access in models with large embeddings or sparse computation patterns, can increase energy consumption.
For instance, a model with lower FLOPs may still be energy-inefficient if its architecture relies heavily on

memory bandwidth, resulting in higher energy costs per operation.

To address these challenges, future research must focus on developing energy-efficient architectures.
Techniques such as sparse activation [312] and memory-efficient model designs [422] offer promising av-
enues for reducing energy consumption while maintaining model performance. The growing importance
of energy consumption in these models also introduces new risks, such as energy adversarial attacks. As
highlighted in Chapter 5.1, these attacks manipulate input patterns to deliberately induce excessive energy

usage, posing a particular threat to efficient transformer architectures.
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GPU Usage
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Ficure 7.1. Energy Attack: As discussed in Chapter 5.1, these attacks exploit specific input patterns to
intentionally trigger excessive energy and compute consumption, posing a significant threat to the effi-
ciency and reliability of transformer architectures.

To ensure the sustainability and scalability of generative Al, it is crucial to design models that are not
only computationally efficient but also resilient to energy-related vulnerabilities, safeguarding their reliabil-

ity in real-world applications.

7.2 Synthetic Data Generation to Address Model Failures

Deep learning models often struggle with rare scenarios (the long tail of the data distribution) due to
insufficient data representing these cases. Collecting data for the long tail is often infeasible or prohibitively
expensive. Synthetic data generation provides a scalable solution to address these specific failure modes,
such as handling edge cases or underrepresented data. By leveraging generative models to create diverse

and controlled datasets, researchers can systematically address model weaknesses and enhance robustness.

In Chapter 6.1, we explored one approach using text-to-image diffusion models and category labels
in classification tasks to generate hard-negative challenging images for classifiers. While the scope of our
work is limited to image classification, future research could expand this direction by developing automated
pipelines for identifying model failure points and generating high-quality synthetic data tailored to mitigate

these issues across diverse domains.
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Ficure 7.2. Synthetic Data Generation to Address Model Failures: Future research could extend the
ideas presented in Chapter 6.1 by developing automated pipelines to systematically identify model failure
points and generate high-quality synthetic data specifically tailored to address these deficiencies. For
instance, a rare scenario like a pedestrian crossing a highway poses significant challenges for deep learning
models due to its underrepresentation in training datasets. However, as demonstrated in Chapter 6.1, it is
possible to effectively generate synthetic data using GeNle by editing a source image and producing a new
image aligned with the target prompt, thus addressing such rare and critical scenarios.

7.3 Dynamic Resource Allocation for Individual Inputs

Deep learning models often allocate static computational resources to all inputs, regardless of their com-
plexity or difficulty. For instance, vision transformers typically use a fixed amount of computation for every
input with specific resolution, which can lead to inefficiencies when processing data with varying levels of
complexity. Dynamic computation techniques offer a solution by enabling models to allocate computational
resources selectively: simpler tokens or regions are processed with reduced effort, while more resources are
dedicated to complex areas of the input. For example, in image classification, a clear image of a single ob-
ject may require fewer computational resources, while a cluttered image with multiple overlapping objects

demands greater processing effort.

146



7.4. PARAMETER-EFFICIENT FINE-TUNING

In Adaptive Token Sampling (ATS), discussed in Chapter 2.1, we explore how to dynamically select
important tokens for further processing in vision transformers. This approach allocates more tokens to chal-
lenging images and fewer to simpler ones, optimizing computation. Such strategies become even more
critical in large language models, where the variance in input complexity is significantly higher than in im-

age classification tasks.

However, as highlighted in Chapter 5.1, dynamic resource allocation introduces the risk of adversarial
energy attacks. Attackers can manipulate inputs to artificially increase resource usage, creating potential
vulnerabilities. Addressing these risks while leveraging dynamic computation remains a crucial area for

future research.

7.4 Parameter-Efficient Fine-Tuning

As generative Al becomes more accessible and democratized, the number of fine-tuned models is ex-
pected to explode in the near future. Organizations will increasingly customize foundation models to meet
unique requirements, driving exponential growth in the variety and number of fine-tuned variants. However,
this rapid expansion presents significant challenges, particularly regarding memory usage and storage. Each
fine-tuned model often requires maintaining a separate instance as large as the original model for individual

use cases, further straining computational and storage resources.

This increases the memory footprint, particularly in scenarios where devices or servers need to host
multiple models concurrently. For edge devices, such as smartphones and IoT devices, the limited memory
capacity becomes a critical bottleneck. Storing and running multiple fine-tuned models locally is infea-
sible, especially when these models demand significant computational and memory resources. Even with
advances in model compression techniques, such as quantization or pruning, the challenge of managing a

growing library of fine-tuned models remains substantial.
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Ficure 7.3. The Growing Memory and Storage Challenges of Fine-Tuned Models: The rapid growth
of fine-tuned models poses significant challenges in memory usage and storage. Fine-tuned models are
tailored to specific tasks, often requiring multiple models to be maintained for various use cases. This
creates substantial strain on hardware resources, particularly when deploying these models on a single
GPU, where memory limitations can hinder scalability and performance. Addressing these challenges is
crucial as the demand for task-specific fine-tuning continues to expand.

Techniques like parameter-efficient fine-tuning, such as LoRA or adapters, reduce the size of fine-tuned
models by updating only a subset of parameters, thereby minimizing memory and storage overhead. In
Chapter 3.1, we introduce NOLA, a parameter-efficient method for fine-tuning that allows flexibility in the
number of allocated parameters for each task, providing adaptability across various applications. Future
research could explore identifying the optimal parameter allocation for different tasks, exploring whether
specific task characteristics—such as complexity, data availability, or semantic similarity to the pre-trained

model—affect the required parameter count. Understanding these relationships would not only improve

model efficiency but also guide the design of more adaptive fine-tuning techniques.
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Ficure 7.4. Balancing Scale and Expertise: Training large language models with extensive knowledge
across all domains is inefficient. A more effective alternative is to train lightweight models specialized
for specific domains. This approach strikes a balance between expertise and model size, allowing for
flexibility in tailoring the model’s capabilities to meet user requirements while optimizing computational
resources.

7.5 The Shift Towards Lightweight Domain-Specialized Models

Recent advancements in models like GPT-40 showcase exceptional zero-shot performance across a wide
range of tasks. However, in practical applications, the goal is not to develop Al agents proficient in every
conceivable task but to focus on compact, lightweight models specialized in specific domains. This special-

ization allows for efficient and targeted solutions that align with real-world needs.

Balancing expertise with model size offers flexibility, tailoring the model’s capabilities to user require-
ments while optimizing computational resources. Most user requests necessitate domain-specific expertise,
making it more efficient to deploy lightweight, specialized models rather than a single massive model ca-
pable of general-purpose performance. This approach not only reduces resource consumption but also en-

hances the speed and efficiency of task execution.
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As discussed in CompRess [240] in Chapter 2.3, one viable strategy involves leveraging large models
to acquire a comprehensive range of knowledge and then transferring this expertise to smaller, task-specific
models. This is achieved through knowledge distillation, where the larger model serves as a teacher, guiding
the training of a smaller student model focused solely on the relevant domain. Unlike humans, Al systems
can transfer knowledge far more efficiently. For example, in image classification, a teacher model can
provide rich probability distributions over thousands of classes, offering significantly more information than
human-provided one-hot annotations for each image. Future work should focus on designing tasks that
effectively equip the student model with the essential skills and knowledge needed for the specified domain

expertise.
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APPENDIX A

Appendix

A.1 ATS: Adaptive Token Sampling For Vision Transformers

A.1.1 Runtime

Throughput: While ATS is a super-light module, there is still a small cost associated with I/O operations.
For a DeiT-S network with a single ATS stage, the sampling overhead is about 1.5% of the overall com-
putation which is negligible compared to the large savings due to the dropped tokens. To further elaborate
on this, we have reported the throughput (images/s) of the DeiT-S model with/without our ATS module in

Table A.1. As it can be seen, the speed-up of our module is aligned with its GFLOPs reduction.

Batch Processing: While for most applications the inference is performed for a single image or video, ATS
can also be used for inference with a mini-batch. To this end, we rearrange the tokens of each image so
that the sampled tokens are in the lower indices. Then, we remove the last tokens completely to reduce
the computation. This way, we only process m tokens, where m = max;(K; + 1) over all images i of the
mini-batch. In the worst case scenario (e.g. a very large minibatch), we will keep all K + 1 first tokens after
rearrangement. This will still reduce the computation by a factor of % For example, using a mini-batch
of size 512 on the ImageNet validation set, m is 129 in Stage 7 of the DeiT-S+ATS model, which is smaller
than the total number of tokens (197). Therefore, we discard at least 68 tokens in stage 7 even in a mini-
batch setting. Moreover, for the fully connected layers in a transformer block, which requires most of the
computation [305], we can flatten the mini-batch dimension and forward only non-zero tokens of the whole

mini-batch in parallel through the fully connected layers.

A.1.2 The Effect of K

In Fig 2.5a, we varied the value of K to achieve different GFLOPs levels (Top-1 Accuracy vs. GFLOPs).
In Fig. A.1, we study the effect of varying K in the ATS module of the single-stage DeiTS+ATS model with

fine-tuning. Interestingly, even sampling only 48 tokens (2 GFLOPs) achieves 75% accuracy.
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geNet dataset. Ficure A.1. Effect of K: We varied the value of
Model Params (M) GFLOPs Throughput Top-1 K in the ATS module to study the effect of K
Deit-S [431]  22.05 4.6 1010 79¢  on the top-1 accuracy. K=48 corresponds to 2

GFLOPs. The backbone model is Deil-S pre-

Deit-S+ATS 22.05 2.9 1403 79.7 trained on ImageNet-1K.

A.1.3 ATS Integration Without Further Training

One of the most important aspects of our approach is that it can be added to any pre-trained off-the-shelf
vision transformer. For example, our not fine-tuned multi-stage DeiT-S+ATS model (Fig 2.5¢) has only a
0.6% (Table 2.1) top-1 accuracy drop while it has improved the efficiency by about 1.6 GFLOPs without any
further training of the backbone model. We also observe the same performance on video data. As reported in
Table A.2, our not fine-tuned XViT+ATS model has only a 1.1% top-1 accuracy drop while it has improved
the efficiency by about 329 GFLOPs without any further training of the backbone model. This capability of
our ATS module roots back in its adaptive inverse transform sampling strategy. Our ATS module samples
informative tokens based on their contributions to the classification token. Uninformative tokens that only
slightly contribute to the final prediction receive lower attention weights for the classification token. There-
fore, the output classification token will be only marginally affected by removing such redundant tokens. On
the other hand, the redundant tokens are less similar to the informative tokens and receive lower attention
weights for those tokens in the attention matrix. Consequently, they do not contribute much to the value of
informative tokens and eliminating them does not change the way informative tokens are contributing to the

output classification token.

TaBLE A.2. Our ATS module is added to XViT [48] pre-trained on Kinetics-600.

Model Top-1 GFLOPs
XViT+ATS Not-Finetuned(16x) 83.4 521
XViT+ATS Finetuned(16x) 84.4 521
XViT(16x) 84.5 850
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A.1.4 Attention Map Visualization

As shown in Fig. A.2, the attention maps become more focused on the birds and less on the background

at the later stages, which is aligned with our observations on the sampled tokens at each stage.

Input Stage 3 Stage5 Stage6 Stage7 Stage8 Stage9 Stage 10 Stage 11

Ficure A.2. Visualization of the sampled tokens and attention maps of a not fine-tuned multi-stage DeiT-
S+ATS.

A.1.5 Implementation Details

In our experiments for image classification, we use the ImageNet [101] dataset with 1.28M training
images and 1K classes. We evaluate our adaptive models, which are equipped with the ATS module, on 50K
validation images of this dataset. In our experiments for action recognition, we use the Kinetics-400 [226]
and Kinetics-600 [60] datasets containing short clips (typically 10 seconds long) sampled from YouTube.
Kinetics-400 and Kinetics-600 consist of 400 and 600 classes, respectively. The versions of Kinetics-400
and Kinetics-600 used in our experiments consist of approximately 261k and 457k clips, respectively. Note
that these numbers are lower than the original datasets due to the removal of certain videos from YouTube.
Our networks for image classification are trained on 8 NVIDIA Quadro RTX 6000 GPUs and for action
recognition on 8 NVIDIA A100 GPUs.

A.1.5.1 DeiT + ATS

Training To fine-tune our adaptive models, we follow the DynamicViT [359] training settings. We use the
DeiT model’s pre-trained weights to initialize the backbones of our adaptive network and train it for 30
epochs using AdamW optimizer. The learning rate and batch size are set to Se-4 and 8 x 96, respectively.
We use the cosine scheduler to train the networks. For both multi and single stage models, we set K = 197
during training.

Evaluation We use the same setup as [431] for evaluating our adaptive models. To evaluate the performance
of our multi-stage DeiT-S+ATS model with different average GFLOPs levels of 3, 2.5, and 2, we set K, =

max(|p x #InputT okens,|,8) in which p is set to 1, 0.87, 0.72, respectively, and n is the stage index. For
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the single-stage model, we set K = 108, 78, 48 to evaluate the model with different average GFLOPs levels

of 3, 2.5, and 2.

A.1.5.2 CvT + ATS

We integrate our ATS module into the 1% to 9" blocks of the 3 stage of the CvT-13 [476] and CvT-21
[476] networks. For both CvT models, we do not use any convolutional projection layers in the transformer
blocks of stage 3.

Training To train our adaptive models, we follow most of the CvT [476] network’s training settings. We use
the CvT model’s pre-trained weights to initialize the backbones of our adaptive networks and train them for
30 epochs using AdamW optimizer. The learning rate and batch size are set to 1.5e-6 and 128, respectively.

‘We use the cosine scheduler to train the networks.

Evaluation To evaluate our CvT+ATS model, we use the same setup as [476].

A.1.5.3 PS-ViT + ATS

Training To fine-tune our adaptive models, we follow the PS-ViT [511] training settings. We use the PS-ViT
model’s pre-trained weights to initialize the backbones of our adaptive network and train it for 30 epochs
using AdamW optimizer. The learning rate and batch size are set to Se-4 and 8 x 96, respectively. We use

the cosine scheduler to train the networks.

Evaluation To evaluate our CvT+ATS model, we use the same setup as [511].

A.1.5.4 XVIiT + ATS

We integrate our ATS module into the stages 3 to 11 of the XViT [48] network.
Training To train our adaptive model, we follow most of the XViT [48] network’s training settings. We use
the XViT model’s pre-trained weights to initialize the backbone of our adaptive network and train it for 10
epochs using SGD optimizer. The learning rate and batch size are set to 1.5e-6 and 64, respectively. We use
the cosine scheduler to train the networks.

Evaluation To evaluate our XViT+ATS model, we use the same setup as [48].

A.1.5.5 TimeSformer + ATS

We integrate our ATS module into the stages 3 to 5 of the TimeSformer [38] network.
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Ficure A.3. The Adaptive Token Sampler (ATS) can be integrated into the self-attention layer of any
transformer block of a vision transformer model (top). The ATS module takes at each stage a set of input
tokens /. The first token is considered as the classification token in each block of the vision transformer.
The attention matrix A is then calculated by the dot product of the queries Q and keys K, scaled by /d.
Having selected the significant tokens, we then sample the corresponding attention weights (rows of the
attention matrix A) to get A®. Finally, we softly downsample the input tokens / to output tokens O using
the dot product of A® and V. Next, we forward the output tokens O through a Feed-Forward Network
(FFN) to get the output of the transformer block.

Training To train our adaptive model, we follow most of the TimeSformer [38] network’s training settings.
We use the TimeSformer model’s pre-trained weights to initialize the backbones of our adaptive networks
and train it for 5 epochs using SGD optimizer. The learning rate and batch size are set to 5e-6 and 32,
respectively. We use the cosine scheduler to train the networks.

Evaluation To evaluate our TimeSformer-HR+ATS and TimeSformer-L+ATS models, we use the same

setup as [38].
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A.1.5.6 Integrating ATS into a Transformer Block

Unlike a standard transformer block in vision transformers, we assign a score to each token and use
inverse transform sampling to prune the rows of the attention matrix A to get A*. Next, we get the output
O = A°V and forward it to the Feed-Forward Network (FFN) of the transformer block. We visualize the

details of our ATS module, which is integrated into a standard self-attention layer in Fig. A.3.

A.1.6 Ablation

A.1.6.1 Score Assignment

In Chapter 2.1, we analyzed the impact of using different tokens to calculate the significance scores S .
In all of our experiments, we suggested keeping the classification token since the loss is defined on this
token and discarding it may negatively affect the performance. To represent the importance of this token
experimentally, we sum over the attention weights of all tokens (rows of the attention matrix) to find the
most significant tokens. We show this in Fig. A.4 as Self-Attention Score (CLS Enforced). In contrast to
our previous experiments, we allow ATS to remove the classification token when it is of low importance
based on the significance scores S. We show the results of this experiment in Fig. A.4 as Self-Attention
Score (CLS Not Enforced). As it can be seen in Fig. A.4, discarding the classification token reduces the

top-1 accuracy.

80
78.5
78 /.78'1
76.9 78.0
TaBLE A.3. Comparison of the inverse trans- - /'/ /
f . . 076 /ﬁ
orm sampling approach with the top-K selec- g 18
tion. We finetune and test two different ver- S 4
sions of the multi-stage DeiT-S+ATS model: f_ﬁ 72,7
with (1) top-K token selection and (2) in- 25,
. © 715
verse transform token sampling. We report
the top-1 accuracy of both networks on the 70 702 == CLs+IV] (Ours)
. . . —#— Self-Attention Score (CLS Enforced)
ImageNet validation set. For the model with —— Self Attention Score (CLS Not Enforced)
the top-K selection approach, we set K, = 68 20 5> 54 56 58 30
|0.865 x #InputT okens, | where n is the stage GFLOPs
index. For example, K3 = 171 in stage 3. . ]
Method — GELOP Ficure A.4. Impact of allowing ATS to discard
etho Op-7 ace 5 the classification token on the network’s accu-
Top-K 78.9 2.9 racy. The model is a single stage DeiT-S+ATS
Inverse Transform Sampling ~ 79.7 29 without finetuning.
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A.1.6.2 Candidate Token Selection

As mentioned in Chapter 2.1, we employ the inverse transform sampling approach to softly downsample
input tokens. We investigated this in Section 2.1.4. To better analyze it, we also evaluate the performance
of our trained multi-stage DeiT-S+ATS model when picking the top K tokens with the highest significance
scores S. To this end, we trained our DeiT-S+ATS network with the top-K selection approach and compared
it to our DeiT-S+ATS model with the inverse transform sampling method. As it can be seen in Table A.3, our
inverse transform sampling approach outperforms the top-K selection with and without training (Fig 2.52).
As discussed earlier, our inverse transform sampling approach does not hardly discard all tokens with lower
significance scores and hence provides a more diverse set of tokens for the following layers. This sampling
strategy also helps the model to gain a better performance after training, thanks to a more diversified token

selection.

A.1.6.3 ATS Placement

To evaluate the effect of our ATS module’s location within a vision transformer model, we add it to
different stages of the DeiT-S network and evaluate it on the ImageNet validation set without finetuning the
model. To have a better comparison, we set the average computation costs of all experiments to 3 GFLOPs.
As it can be seen in Table A.4, integrating the ATS module into the first stage of the DeiT-S model results
in a poor top-1 accuracy of 73.1%. On the other hand, integrating the ATS module into stage 3 results in
a 78.5% top-1 accuracy. As mentioned before, earlier transformer blocks are more prone to predict noisier
attention weights for the classification token. Therefore, integrating our ATS module into the first stage
performs worse than incorporating it into the stage 3. Although the attention weights of the stage 6 are less
noisy, we have to discard more tokens to reach the desired GFLOPs level of 3. For example in stages 0, 3,
and 6, we set K to 130, 108, and 56, respectively. The highest accuracy is obtained when we integrate the
ATS module into multiple stages of the DeiT-S model. This is because of the progressive token sampling
that occurs in a multi-stage DeiT-S+ATS model. In other words, a multi-stage DeiT-S+ATS network can
gradually decrease the GFLOPs by discarding fewer tokens in the earlier stages, while a single-stage DeiT-
S+ATS model has to discard more tokens in the earlier stages to reach the same GFLOPs level. We also

added the ATS module into all stages, yielding average GFLOPs of 2.6 and 76.9% top-1 accuracy.
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TaBLE A.4. Evaluating the integration of the ATS module into different stages of Deil-S [431].

Stage(s) 0 3 6 3-11
Top-1 Accuracy 73.1 78.5 77.4 79.2

A.1.6.4 Adding ATS to Models with Other Token Pruning Approaches

To better evaluate the performance of our adaptive token sampling approach, we also add our module to
the state-of-the-art efficient vision transformer EViT-DeiT-S [274]. EVIiT [274] introduces a token reorgani-
zation method that first identifies the top-K important tokens by computing token attentiveness between the
tokens and the classification token and then fuses less informative tokens. Interestingly, our ATS module can
also be added to the EViT-DeiT-S model and further decrease the GFLOPs, as shown in Table A.5. These
results demonstrate the superiority of our adaptive token sampling approach compared to static token prun-
ing methods. We integrate our ATS module into stages 4, 5, 7, 8, 10, and 11 of the EViT-DeiT-S backbone

and fine-tune them for 10 epochs following our fine-tuning setups on the ImageNet dataset discussed earlier.

TaBLE A.5. Evaluating the EViT-DeiT-S [274] model’s performance when integrating the ATS module
into it with K, = |0.7 x #InputT okens, | where n is the stage index.

Model Top-1 acc GFLOPs
EViT-DeiT-S (30 Epochs) [274] 79.5 3.0
EViT-DeiT-S (30 Epochs)+ATS 79.5 2.5
EViT-DeiT-S (100 Epochs) [274] 79.8 3.0
EViT-DeiT-S (100 Epochs)+ATS  79.8 2.5
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A.2 SimA: Simple Softmax-free Attention for Vision Transformers

A.2.1 Inference Time Comparison on GPU:

We compare execution time of SimA and other SOTA methods on edge devices in Figure 2.9. Addition-
ally, we compare execution time of SimA, XCiT, and DeiT on GPU in Figure A.5.

Visualization: Figure A.6 provides more results similar to Figure 2.11. Please see Section 2.2.4.7 for

details.

oo Token Dimensions=384 +58% Resolution=256 +31%

With Softmax (DeiT) [ ] 3501 | With Softmax (XCiT) ||
BN Without Softmax (SimA) BN Without Softmax (SimA)
300

400 \
Q [0}
g 2250
£ £
= 300 -
) S 200
= =
o o
(5] (53
§ 200 2 150
S z +22%

100
+ 0,
160 29%
+28% 50 +12%
+2% +6% +8% +13% puag +2% 2% +4% 8%
j— ] O p— — | |
1282 2562 3842 5122 7682 10242 15367 256 512 1024 2048 4096 8192 16384
Resolution Token Dimensions

Ficure A.5. Effect of Softmax on inference time (GPU): We evaluate performance of each model on
a single RTX 8000 GPU with batch size of 8. When comparing the baseline to our method (SimA), we
fix the order of (QK”V) to have the same dot product complexity as the baseline. For example, when
comparing with DeiT, if N > D, then it is more efficient to do Q(K”V) for our method, but we do
(QKT)V to have same complexity as DeiT(O(N’D)). We do this to solely evaluate the effect of Softmax
on the computation time. Left: We fix the token dimension to 384 and increase the image resolution. At
1536 x 1536 resolution, DeiT is 58% slower than our method due to the overhead of exp(.) function in
Softmax. Right: We fix the resolution and increase the capacity of the model (dimensions of Q and K).
With 8192 dimensions, XCiT is 22% slower due to Softmax overhead.

A.2.2 SimA without LPI:

Although XCiT [23] shows that LPI layer can improve the accuracy by 1.2 point, it limits the application
of vanilla transformer (e.g., running masked auto encoder models like MAE [174] is not straightforward).
To show that our method is not dependent on LPI, we train our model without LPI. We observe that the

accuracy drops by 1.2 point (82.1% vs 80.9%). Hence, although LPI boosts the accuracy, our method has

comparable performance without LPI.

A.2.3 Details of Linear Attention Comparison:

CosFormer with cosine re-weighting requires 4x more FLOPs compared to SimA in multiplying K and

V matrices. Since CosFormer is developed for NLP, it assumes one dimensional indexing for the tokens.
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SimA DeiT DeiT

FiGURE A.6. Our method (SimA): We extract Q and K from layer 12 of transformer. We get £,-norm of
each token for Q and K, normalize it to range [0,1] and overlay it as a heatmap on the image. Interestingly,
magnitude of tokens represent the significance of tokens in our method. Note that all images are randomly
selected from MS-COCO test set without any visual inspection or cherry picking.
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However, applying it to vision, we need to index the tokens with two indices to take advantage of the induced
locality. To do so, one may introduce two cosine weights to Eq 10 of CosFormer [51]: one in x direction

and the other one in y direction to come up with:

Qi,,,lencos(i — j)cos(m—n)

which can be expanded to:

Q,-,,,,Kfn (cus(i)c()s(j)+sin(i)sin(j)) (cos(m)cos(n)+sin(m)sin(n))

which can be regrouped to:

= Qi,mcos(i)cos(m))(KT’ncos(j)cos(n))

+| Qimcos(i)sin(m)

( ]
( )(KJ-T’ncos(j)sin(n))
+(Q,~,msin(i)c0s(m)) (Kfnsin(j)cos(n))
+(Qi,msin(i) sin(m))(KjT,nsin(j) sin(n))

Hence, for every attention value, CosFormer needs 4 dot products between Q and K vectors while our
method needs only one dot product. Hence, following Eq. 12 of the CosFormer paper, CosFormer needs
4 times more FLOPS compared to our method in calculating the attention values (multiplying Q, K, and V

matrices).
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A.3 CompRess: Self-Supervised Learning by Compressing Representations

A.3.1 More results for cluster alignment

For cluster alignment experiment (Section 2.3.4.3), we calculate the alignment for each category, sort
them, and show in Figure A.7. Moreover, Figure A.8 is a larger version that is generated similar to Fig-
ure 2.14(c). Each row is a random cluster while images in the row are randomly sampled from that cluster

with no manual selection or cherry-picking.
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MobileNet-V2 033 3.50

AlexNet 0.77 61.0

ResNet-18 1.82 11.69 S
RCSNet—SO 4 14 25 56 Sorted ImageMet Categories
ResNet-50x4 64.06 375.38

Ficure A.7. Cluster alignment accuracy:
We calculate the accuracy for each ImageNet
category and then plot them after sorting.

A.3.2 Implementation details for the baselines

Non-compressed (MoCo): We use MoCo-v2 [76] from the official code [12] with AlexNet, ResNet-18,
and MobileNet-V2 architectures for 200 epochs. We also train a longer baseline with ResNet-18 for 1000
epochs. All other hyperparameters are the same as the official version (m=0.999, 1r=0.03).

CRD: We use the official code provided by the authors [3] and removed the supervised loss term. We use
their default ImageNet hyperparameter of /r = 0.05 except for AlexNet student for which we use /r = 0.005
to make it converge.

CC: We calculate the £, normalized embeddings for the entire training dataset and apply k-means clus-
tering with (k = 16,000) (which is adopted from [495]). This is equivalent to clustering with cosine simi-
larity. We got slightly better results for cosine similarity compared to Euclidean distance. We use the FAISS

GPU based k-means clustering implementation [9]. Finally, the student is trained to classify the cluster
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assignments. As in [325,495], we train the student for 100 epochs. We use /r = 0.1 for ResNet models and
Ir = 0.01 for MobileNet-V2 and AlexNet models. We use cosine learning rate annealing.

Reg: We use Adam optimizer with weight decay of le — 4 for 100 epochs, and batch size of 256. For
MobileNet-V2 and ResNet-18, we use [r = 0.001, and for AlexNet Ir = 0.0001. The Ir is reduced by a factor
of 10 at the 40-th and 80-th epochs. We use ADAM optimizer as performed better than SGD.

Reg-BN: It is similar to Reg except that we use SGD optimizer with /r = 0.1 instead of ADAM.

A.3.3 Details of Places experiments (Section 2.3.4.4)

We perform adaptive max pooling to get features with dimensions around 9K, and train a linear layer
on top of them. Training is done for 90 epochs with Ir = 0.01, batch size = 256, weight decay = le — 4,

momentum = 0.9, and Ir multiplied by 0.1 at 30, 60, and 80 epochs.

A.3.4 Details of PASCAL experiments (Section 2.3.4.4)

For classification, we train a single linear layer on top of a frozen backbone. We use SGD with learning
rate = 0.01, batch size = 16, weight decay = le — 6, and momentum = 0.9. We train for 80, 000 iterations

and multiply learning rate by 0.5 every 5,000 iterations.

For object detection, we use SGD learning rate = 0.001, weight decay = Se — 4, momentum = 0.9 and
batch size = 256. We train for 15,000 iterations and multiply learning rate by 0.1 every 5,000 iterations.

The training parameters are adopted form [325] and the code from [150].

A.3.5 Details of small data ImageNet experiments (Section 2.3.4.4)

We train a single linear layer on top a frozen backbone. We use SGD with learning rate = 0.05, batch
size = 256, weight decay = le — 4, and momentum = 0.9. We use cosine learning rate decay and train for
30 and 60 epochs for 10 percent and 1 percent subsets respectively. The subsets and training parameters are

adopted from [70].
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Ficure A.8. Cluster Alignment: Similar to Figure 2.14(c), we show 20 randomly selected images
(columns) from 30 randomly selected clusters (rows) for our best AlexNet modal. This is done with
no manual inspection or cherry-picking. Note that most rows are aligned with semantic categories.
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A.4 NOLA: Compressing LoRA using Linear Combination of Random

Basis

A.4.1 Measuring the rank of possible solutions in NOLA vs PRANC:

Choosing n basis vectors (d dimensional each) in PRANC will result in all possible learned matrices
living in a n dimensional subspace. However, since NOLA with the same number of total parameters
(k+1 = n) uses A x B factorization, the possible solutions can live in a higher dimensional subspace. We do a
simple experiment by sampling several random coefficient vectors, reconstructing the AW matrix, reshaping
it to be a long (d?)-dimensional vector, and measuring the rank of the covariance of samples to see how much
of the whole space is covered by the samples. The results are shown in Figure A.9 for a simple experiment
with varying d and n. As expected, NOLA can cover the whole space (full-rank) using a small number of
parameters compared to PRANC. Note that the rank in this analysis is on the covariance of possible random

samples of weight matrices and should not be confused with the rank in LoRA or NOLA formulation.
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Ficure A.9. Comparing the rank of samples in the solution subspace for PRANC and NOLA, given the
same number of parameters, n. ‘“Percentage Coverage” is the subspace rank divided by the max possible
rank (d%), so 1.0 denotes full rank. As expected, the coverage for PRANC increases linearly while it
saturates very fast for NOLA.

A.4.2 NOLA in training from scratch:

MLP on MNIST (a toy experiment):
We believe NOLA is a better reparametrization than PRANC and can achieve local minimums that

PRANC cannot achieve. To show this empirically, we perform a very simple experiment where we apply
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a 2-layer MLP for the MNIST classification task. Since we want to measure which method is better at
reaching the local minimums and not necessarily the generalization, we evaluate the models by the training
loss. Also, we intentionally use a large number of neurons in the hidden layer to over-parameterize and
increase the number of local minimums.

We use a linear layer from 784 features to 256 with bias followed by ReLLU and a linear layer from 256
to 10 classes. We use all 60K samples for training to report the training loss. For both PRANC and NOLA,
we use 32 parameters for each layer. Other hyperparameters are same for both: 200 epochs, 512 batch size
with Ir = 0.05. We use rank r = 4 for NOLA. PRANC has a final training loss of 0.87, while NOLA achieves
a training loss of 0.71. This simple experiment empirically supports that NOLA has better representation
power. Additionally, PRANC training finishes in 1152 seconds while NOLA finishes in 579 seconds. We
will leave the theoretical study of this comparison for future work. Moreover, this experiment empirically
shows that NOLA is a generic method, and its success is not dependent on the architecture of transformers
or attention modules.

CNN on ImageNet100 and CIFAR-10:

Moreover, to compare the representation power of NOLA and PRANC, we train NOLA from scratch on
an image classification task using a CNN architecture. For each convolution layer, we reshape all parameters
of a layer into a matrix (close to square shape) and apply NOLA to the matrix. Then, we reshape it to the
original shape of the convolution. Additionally, we train LoRA using a similar approach as NOLA. We
follow a similar setup as [322] for our experiments on image classification.

Datasets and Architectures: We consider two architectures in our experiments: ResNet20 with 270K
parameters, and ResNet18 [179] with 11 M parameters. We train ResNet20 on CIFAR10 [248], and ResNet18
on ImageNet100 [377].

Results: We report result of ImageNet100 in Table A.8, and CIFAR10 in Table A.7. NOLA outperforms
both PRANC and LoRA with a similar number of parameters.

Implementation Details: For ImageNet100 and ResNet18, we use k = [ = 2,000 basis for each of 20
modules, and for the classifier (last linear layer), we used k = [ = 10,000, resulting in a total of 100,000
trainable parameters excluding 9,600 batchnorm parameters. We use rank 64 for all layers. We train all
models using Adam optimizer with a learning rate of 0.001 and batch size of 256 for 200 epochs. For
CIFAR-10 and ResNet20, we use k = [ = 250 basis for each convolutional module, and for the linear layer,
we use k = [ = 1000 parameters. We use batch size 256, Adam optimizer, and a learning rate of 0.001. We

use a single NVIDIA-GeForce RTX 3090 for all experiments.
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Training Time Comparison: We measure the training time of NOLA and PRANC on a single NVIDIA-
GeForce RTX 3090 GPU and batch size of 256. Note that training time includes both forward and backward
passes for each batch. On average, NOLA processes a batch in 228ms while PRANC does the same in
1070ms, so NOLA is 4.6 times faster than PRANC.

TaBLE A.7. Training On CIFAR10: Re- TaBLE A.8. Training On ImageNet100: Result of our
sult of our method on CIFAR10 dataset and method on ImageNet-100 dataset and ResNet18
ResNet20.

Method | #Params | Acc.

Method |#Params| Acc. trained model | 11,227,812 82.1%
trained model ‘ 269,722 ‘ 88.92% HashedNet [ ] 129,200 352.96%
PRANC 12,752 | 81.5% PRANC 119,200 |61.08%
LoRA 13,295 | 81.5% LoRA 150,000 |63.50%
NOLA 12,876 | 82.4% NOLA 109,600 |64.66%

A.4.3 Ablation and details of NOLA on Vision Transformers:

Implementation detail: We consider learning rates of 5e — 3, le — 3 and 5e — 4 for LoORA, NOLA and
Linear methods and 8¢ — 5, 5¢ — 5, 3¢ — 5 and le — 5 for Full-FT. The best settings is chosen based on the
performance on validation set. For creation of k-shot dataset, we randomly sample without replacement
from the train set. For each of these sets, we run with three different initializations of the networks. This
process is repeated four times and the averaged values are reported.

Comparison between NOLA-QV and NOLA-MLP: We experiment with NOLA layer in both the
attention and MLP modules of the vision transformer. We observe that applying NOLA on MLP performs
better than that on attention block (Table A.9). Thus, we use NOLA-MLP as our default setting. Note that
the number of trainable parameters remains the same in both versions. Unlike this, applying LoORA on MLP
block would require significantly higher number of trainable parameters due to the increased dimensions of

the weight matrices in MLP compared to those in attention block.

TasLE A.9. Comparison between NOLA in MLP and attention blocks: We observe that NOLA on
MLP block is more effective. We choose this as our default setting.

# Train CIFAR-10 CIFAR-100 CUB-200-2011 Caltech-101
Params| 5 0 | s 0 | s 0 | 5 10

NOLA-QV | 47K |87.0(0.9) 91.6 (0.7)|74.8 (0.6) 80.4(0.9)|75.3 (0.4) 81.7(0.3)|87.9 (1.1) 90.6 (0.5)
NOLA-MLP| 47K |87.9 (1.3) 92.2(0.5)|75.1(0.6) 81.3(0.8)|75.5(0.6) 81.7(0.4)|88.0 (1.2) 90.6 (0.5)

Base
Model

ViT-L ‘
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A.4.4 Results of NLG task on DART and WebNLG datasets:

In Table A.10, we report more results similar to Table 3.1 using GPT-2 M and GPT-2 L on DART [

and WebNLG [

TasLE A.10. DART and WebNLG Dataset: Similar to Table 3.1 we compare NOLA to other methods.

] datasets.

NOLA is on par or better with other methods with the same number of parameters.

GPT-2M

Method Adapted | Adapter | # Trainable DART WebNLG

Layers Rank | Parameters | BLEUT MET? TER| |BLEUt METt TER|
Finetune All Layers - 354.000M | 462 039 046 | 465 038 0.53
Adapter” Extra Layers - 0.370M 424 036 048 | 502 038 043
Adapter” Extra Layers - 11.000M | 452 038 046 | 549 041 0.39
Finetune™P? |Last2 Layers| - 24000M | 41.0 034 056 | 360 031 0.72
PreLayer Extra Tokens - 0.350M 464 038 046 | 551 041 040
LoRA QV 4 0.350M 471 039 046 | 549 041 039
LoRA QV 1 0.098M 464 038 048 | 535 040 040
NOLA (Ours) QV 8 0.096M 470 038 048 539 040 040
NOLA (Ours) MLP 8 0.096M 47.1 038 047 547 041 040
NOLA (Ours) QV 8 0.048M 457 038 049 538 040 040
NOLA (Ours) MLP 8 0.048M 455 038 049 530 040 040

GPT-2L

Finetune All Layers - 774.000M | 470 039 046 | 555 042 042
Adapter” Extra Layers - 0.880M 457 038 046 | 560 041 0.39
Adapter” Extra Layers - 230.000M | 47.1 039 045 | 57.7 043 0.39
PreLayer Extra Tokens - 0.770M 46.7 038 045 | 563 042 040
LoRA Qv 4 0.770M 475 039 045 | 571 043 038
LoRA QV 1 0.184M 477 039 047 | 559 042 039
NOLA (Ours) QV 8 0.144M 478 039 047 558 041 0.39
NOLA (Ours) MLP 8 0.144M 478 039 047 560 042 039
NOLA (Ours) QV 8 0.072M 464 038 048 555 041 0.38
NOLA (Ours) MLP 8 0.072M 46.8 038 048 558 041 039
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A.5 ISD: Self-Supervised Learning by Iterative Similarity Distillation

A.5.1 Transfer evaluation training details:

we freeze the backbone and forward train set images without augmentation (resize shorter side to 256,
take a center crop of size 224, and normalize with ImageNet statistics). Then we train a linear layer on top
of extracted features. We split each dataset to train, validation, and test set. We search for best Ir in 10 log
spaced values between -3 and 0 and weight decay in 9 log spaced values between -10 and -2, then we train

linear layer with best parameters on train+validation set and evaluate it on test set.

TaBLE A.11. The train, val, and test split sizes for transfer datasets are listed above. Test split: For
DTD and Flowers datasets, we use the provided test sets. Otherwise, in case of Sun397, Cars, CIFAR-
10, CIFAR-100, Food101, and Pets datasets, the val set provided in the dataset is used as the hold-out
test set. Also, for Caltech-101, the hold-out test set is created by randomly sampling 30 images/class
from the train set. Val split: For DTD and Flowers datasets, we use the provided val sets. Otherwise,
the val set is created by a randomly sampled subset of the train set is used as the val set. We report the
strategy for splitting val sets for different datasets: 5 samples/class for Caltech-101, 20% samples/class for
Cars, 50 samples/class for CIFAR-100, 50 samples/class for CIFAR-10. 75 samples/class for Food101, 20
samples/class for Pets, 10 samples/class for Sun397. We attempt to be as close to the details provided in
BYOL [159] as possible.

Dataset Classes Train samples Val samples Test samples Accuracy measure Test provided
Food101 [41] 101 68175 7575 25250 Top-1 accuracy -
CIFAR-10 [245] 10 49500 500 10000 Top-1 accuracy -
CIFAR-100 [245] 100 45000 5000 10000 Top-1 accuracy -
Sun397 (split 1) [481] 397 15880 3970 19850 Top-1 accuracy -
Cars [244] 196 6509 1635 8041 Top-1 accuracy -
DTD (split 1) [90] 47 1880 1880 1880 Top-1 accuracy Yes
Pets [333] 37 2940 740 3669 Mean per-class accuracy -
Caltech-101 [130] 101 2550 510 6084 Mean per-class accuracy -
Flowers [321] 102 1020 1020 6149 Mean per-class accuracy Yes
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TaBLE A.12. We explore various hyper-parameters for ResNet-18 model. “s/s” refers to the setting where
both views use strong augmentation while in “w/s” the teacher view uses weak augmentation while the
student view uses strong augmentation. The projection layer is a 2-layer MLP with 1024 as hidden dim
and 128 as the output dim. There is a BatchNorm layer followed by ReL U between the two layers. In step
learning rate decay, the LR is reduced by a factor of 0.2 at 140 and 180 epochs. The training happens for
200 epochs. The 1st row uses the same setting as the ResNet-18 model in the main paper. The 6th row
uses the same settings as the ResNet-50 model in the main paper.

LR m Aug. Proj. 7, 71y NN 20-NN
1 step 0999 s/s X 0.02 0.02 41.5 46.6
2 step 0999 w/s X 0.02 0.02 41.7 46.7
3 step 099 /s X 0.02 002 402 452
4 cosine 0999 s/s X 0.02 0.02 40.9 457
5 cosine 099 w/s v 002 002 346 383
6 cosine 099 w/s v 002 02 394 444
7 cosine 099 w/s v 001 0.1 317 373
8§ step 0999 w/s X 0.02 02 6.0 8.0
9 step 0999 w/s X 002 05 55 70
10 step 0999 w/s X 003 03 29 39
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Ficure A.10. Random Clusters: We cluster ImageNet dataset into 1000 clusters using k-means and show
random samples from random clusters. We have no cherry-picking for this visualization. Interestingly,
images from each row(each cluster) are semantically similar.
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A.6 Mean Shift for Self-Supervised Learning

TaBLE A.13. We list the sizes of train, val, and test splits of the transfer datasets. Test split: We use
the provided test sets for Aircraft, DTD, and Flowers datasets. In case of Sun397, Cars, CIFAR-10,
CIFAR-100, Food101, and Pets datasets, we use the provided val set as the hold-out test set. In case of
Caltech-101, we use a random split of 30 images per category as the hold-out test set. Val split: We
use the provided val sets for the datasets DTD and Flowers. For all other datasets, the val set is created
by randomly sampling a subset of the train set. In order to be as close to BYOL [159] transfer setup as
possible, we use the following val set splitting strategies for each dataset. Aircraft: 20% samples/class.
Caltech-101: 5 samples/class. Cars: 20% samples/class. CIFAR-100: 50 samples/class. CIFAR-10: 50
samples/class. Food101: 75 samples/class. Pets: 20 samples/class. Sun397: 10 samples/class.

Dataset Classes Train samples Val samples Test samples Accuracy measure Test provided
Food101 [41] 101 68175 7575 25250 Top-1 accuracy -
CIFAR-10 [245] 10 49500 500 10000 Top-1 accuracy -
CIFAR-100 [245] 100 45000 5000 10000 Top-1 accuracy -
Sun397 (split 1) [481] 397 15880 3970 19850 Top-1 accuracy -
Cars [244] 196 6509 1635 8041 Top-1 accuracy -
DTD (split 1) [920] 47 1880 1880 1880 Top-1 accuracy Yes
Pets [333] 37 2940 740 3669 Mean per-class accuracy -
Caltech-101 [130] 101 2550 510 6084 Mean per-class accuracy -
Flowers [321] 102 1020 1020 6149 Mean per-class accuracy Yes
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Ficure A.11. Nearest neighbors (NN) of the model at each epoch
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Ficure A.13. Random Clusters: We forward ImageNet training set through our ResNet-50 model and
cluster them into 1000 clusters using k-means. We select 30 clusters randomly and show 20 randomly

sampled images from each cluster without cherry-picking. Each row corresponds to a cluster. Note that
semantically similar images are clustered together.
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A.7 Constrained Mean Shift for Representation Learning

Here, we provide additional results and analysis on self-supervised (section A.7.1), cross modal con-
straint (section A.7.4), semi-supervised (section A.7.5) and supervised (section A.7.9) settings. Additional
results include analysis of retrieved far neighbors (Figs. A.14 and A.15) and ablations to justify various
design choices (tables A.18, A.19, A.20, A.21, A.23, A.25, A.27). More details on implementation (sec-

tion A.7.10) and compute calculation (Eq. A.1, table A.24) are provided.

A.7.1 Results on Self-supervised Setting

A.7.1.1 Using far neighbors in unconstrained MSF:

In CMSFi.js, we use augmented images from previous epoch to obtain distant neighbors. A trivial way
to sample farther neighbors is to just increase the number of neighbors & in the original (unconstrained)
MSF [242] method. Here we train MSF with k = 500 to compare with our CMSF.r. We train all models
for 80 epochs. Settings are similar to our self-supervised settings in section 4.3.4.1. For fair comparison,
we use memory-bank of size 256k for MSF while we use 128K for CMSFjs. Results are in Table A.14.
While increasing k in MSF helps to sample far NN, it degrades the accuracy. We hypothesize that this
happens due to reducing purity of top-k in unconstrained MSF with increasing & (also shown in Fig. 4.14).

This experiment shows that it is not trivial to to sample far NNs with good purity.

TaBLE A.14. Using far neighbors in unconstrained MSF [242]: Using far NNs by trivially increasing k
in MSF baseline degrades the accuracy. This is due to the low purity of far NNs in MSF when no constraint
is utilized. However, CMSFr achieves high accuracy while using distant NNs.

MSF [242] MSF [242]  CMSFg¢
Top-k =500 Top-k=5 Top-k=k'=5

NN 35.8 49.7 514
20-NN 40.2 54.0 55.5

A.7.2 Effect of number of neighbors

CMSF4 s uses top-k NNs as part of loss calculation. Here we study the effect of £ in CMSF¢ perfor-
mance. We set kK’ = k in all models. Note that k" is the number of NN retrieved from the second memory
bank M’. We train all models for 80 epochs. All settings are similar to that of CMSFjj¢ in Section 3.1. Re-
sults are shown in Table A.15. Higher values of k and k" degrade model performance. We thus use X' =k =5

in all our main experiments.
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TaBLe A.15. Effect of k in top-k NNs sampling within M: We set k = k¥’ in all models and varied k. We
use memory bank of size 256k. Increasing k degrades the accuracy of the model.

k'=k=5 k'=k=10 k'=k=20 k'=k=50

NN 514 51.3 51.1 49.5
20-NN 555 55.3 553 53.8

A.7.3 Results with Different Architectures

In addition to the ResNet-50 architecture, we experiment with a smaller and a larger backbone architec-
ture. We consider ResNet-18 and ResNet-101 networks. The results are shown in table A.16. The proposed
CMSF,. s improves over MSF across different architectures. Note that the networks are trained only for 100

epochs on ResNet-101.

TaBLE A.16. Results with different backbone architectures: We compare performance of our method
with that of CMSF with ResNet architectures of different sizes. We observe that CMSF consistently
outperforms MSF. * models were trained for 100 epochs instead of 200.

Method ResNet-18 ResNet-50 ResNet-101%*

MSF [242] 49.8 72.2 71.1
CMSFej 51.7 73.0 71.9

A.7.4 Cross-modal Constraint

Fig. 6 of main submission showed that proposed CMSF;, is more robust to noisy labels. Here, we
explore another such noisy constraint: a pre-trained SSL model from another modality. We consider an un-
labeled video dataset and use the RGB and optical flow inputs as the two different modalities. We first train
two SSL models on the RGB and Flow modalities separately using InfoNCE method [169,445]. Then we
continue the training on one modality while freezing the other modality and using it as a constraint. In train-
ing the flow network using RGB network as constraint, we sample k&’ nearest neighbors in RGB’s memory
bank and then search for top-k nearest neighbors among those samples in the memory bank corresponding

to Flow.

Implementation Details. Following [169], we use split-1 of UCF-101 [404] (13k videos) as the unlabeled
dataset. We use similar augmentation and pre-processing as [169] and calculate optical-flow using unsuper-
vised TV-L1 [514] algorithm. For cross-modal experiments, we use S3D [485] architecture with the input

size of 128 %128 pixels. We initialize from the pretrained weights of InfoNCE (400-epoch) released by [169].
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We use following settings for our method: memory bank of size 8192, n = 10, k = 5, batch size 128, weight
decay le — 5, initial Ir of 0.001, and learning rate decay by factor of 10 at epoch 80. We train each modality
for additional 100 epochs using PyTorch Adam optimizer. For a fair comparison, we run CoCLR using their

official code by initializing it from the same model as ours. We use the code from [169] for linear evaluation.

Results: The results are shown in Table A.17. We report top-1 accuracy for linear classification and re-
call@1 for retrieval on the extracted features of frozen networks. All experiments use spatio-temporal 3D
data either in RGB or flow format. At the end of 3 stages of training on Flow modality, our method outper-

forms CoCLR [169] baseline and MSF with 2 stages.

TaBLE A.17. Cross-modal constraint: We initialize all models using an InfoNCE pre-trained model. In
CMSF-cross modal, one of the modalities is used to constrain and train the other. Superscript indicate
the constraint modality, subscript indicate the training modality. For example, in CMSFE(O;V];, we continue
training CMSF on RGB modality while using frozen pretrained Flow model as the constraint. Note that
CoCLR [169] also uses another modality as a constraint in the form of contrastive learning. We continue
training InfoNCE SSL model for 200 epochs using MSF [242] for a fair comparison. We use S3D [485]
architecture for all models. Models with the final round of training on Flow modality are highlighted with
yellow and those on RGB are highlighted with blue. All rows with * contain results for the same model.

Results are repeated for easier understanding of the table.

Model Final Epochs R@]1 Linear
modality
InforNCEgGp RGB 400 355 479
InfOI‘NCERGB g MSFRGB RGB 400+200 39.6 50.8
InforNCE g, * Flow 400 453  66.1
InforNCEFjo,, = MSFro, Flow 400+200 473 647
InforNCE g, * Flow 400 453 66.1
InforNCEyy,, - CoCLREZY RGB 400+100 498 61.0
InforNCE oy, ~ COCLRAXY — CoCLRRGZ  Flow  400+100+100 50.0 67.3
InforNCE f,, * Flow 400 453  66.1
InforNCEy,,, - CMSF&©Y RGB 400+100 458 58.1

InforNCE 4y, ~ CMSFkew — CMSFRGE  Flow  400+100+100 54.1 71.2
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A.7.5 Results on Semi-supervised Setting

Unless specified, we use the ImageNet100 dataset for all the ablations on the semi-supervised setting

for faster experimentation.

A.7.5.1 Role of Confidence Threshold in Pseudo-labeling

We use a MLP classification head to predict pseudo-labels for the unlabeled set. As shown in Fig. A.14,
the accuracy of the classifier is low in the initial stages and improves as training progresses. Using con-
straints from incorrectly labeled samples might affect the learning process. Thus, we use confidence (class
probabilities) based thresholding to select the samples to be used for pseudo-labeling. Only those samples
with confidence higher than the threshold are assigned a pseudo-label. Fig. A.14 shows that the accuracy
of the classifier on the confident samples remains high throughout training, limiting the number of incorrect
pseudo-labels. Results for threshold value (¢) selection are shown in table A.18. As expected, ¢t = 0 (i.e,
no thresholding) performs poorly compared to higher threshold values. Pseudo-labeling accuracy increases
with increasing value of ¢ and the best result is observed for r = 0.9. While further increase in ¢ could result in
higher pseudo-labeling accuracy, it would also mean that fewer samples are assigned pseudo-labels. Thus,
we use ¢ = 0.9 in all our experiments on ImageNet100. Since ImageNet-1k has ten times more classes, we

reduce the value to 0.85 for all our experiments on ImageNet-1k.

A.7.6 Effect of Caching on Pseudo-label Training

In addition to optimizing the query encoder network using CMSF loss, we train the pseudo-label clas-
sifier head at the end of each epoch of query encoder training. Each round of pseudo-label training entails
40 epochs of classifier head training on the supervised subset of the data (10%). While the time required
for backward pass is minimal since only the MLP head is updated, forward pass through the encoder adds
significant computational overhead. We thus employ encoder feature caching to overcome this issue. We
experiment with two caching settings - offline caching and online caching. In offline caching, encoder fea-
tures for all the supervised samples are calculated once at the beginning of pseudo-label training and kept
fixed for the remaining 39 epochs. In online caching, encoder features for the supervised samples are cached
for each mini-batch during the query network training. Similar to offline caching, these features are then
fixed and used throughout the 40 epochs of pseudo-labeling network training. Offline technique requires one

epoch of forward pass through the encoder, but has the advantage of using the most recent model parameters
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Averaged Accuracy Metrics v/s Epochs

80 -

TaBLE A.18. Role of confidence threshold
in pseudo-labeling (ImageNet100 results):
Using confidence based threshold to pseudo-
label helps improve performance by eliminat-
ing noisy pseudo-labels. A higher threshold
value results in higher pseudo-label accuracy
— Constrained Top-k Acc but also limits the number of samples that par-
N T pneometrained Pk Ace ticipate in constraint selection. We set the
T s % 10 Bs 18 s ato value of ¢ to 0.9 on the ImageNet100 dataset
Epochs and to 0.85 on the more diverse (1000 classes)

ImageNet-1k dataset.

o
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Ficure A.14. Unconstrained NN accuracy in
semi-supervised: For analysis, we track the
pseudo-labeling accuracy and accuracy of top-k

Threshold (f) 1-NN 20-NN Top-1

neighbors chosen with and w/o applying the pseudo- 0 679 712 76.2
label based constraint during training. The more ac- 0.7 679 723 771
curate constrained NN provide a better training sig- 0.9 69.0 727 715

nal. Pseudo-label accuracy on confident samples re-
mains high throughout training, decreasing slightly
as more confident samples are added.

TaBLE A.19. Feature caching for pseudo-label classifier training (ImageNet100 results): We exper-
iment two different caching schemes for pseudo-label training - offline and online. In offline caching,
the features are calculated once at the beginning each round of pseudo-label training while in the online
setting, the features are cached for each mini-batch during query encoder training. Since both approaches
have similar performance, we use the online version since it has minimal computational overhead.

Method 1-NN 20-NN Top-1

Offline Caching 679 71.2 76.2
Online Caching 66.5 71.9 76.0

for feature calculation. Online caching results in features for different images being calculated using differ-
ent encoder parameters. We observe that both these settings perform similarly on the ImageNet100 dataset
(refer table A.19). We thus use the online version in all our experiments since it has almost no overhead.
With this setting, pseudo-label training increases the training time of each epoch approximately by just 40

seconds.
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A.7.7 Pseudo-label Classifier Selection

The classifier used to generate pseudo-labels plays a crucial role in obtaining effective constraint sets for
CMSFi.ni. We experiment with two classification techniques - k-NN classifier and MLP classifier trained
with cross-entropy loss. Results on ImageNet100 dataset are shown in table A.20. k-NN classifier has lower
pseudo-labeling accuracy and thus results in poorer performance. We additionally experiment with linear,
two and three layer architectures for the MLP classifier head. As shown in table A.20, multi-layer head

significantly outperform the linear classifier. Since there is minimal difference in performance of two and

three layer MLPs, we use a two layer MLP head in all our experiments.

TaBLE A.20. Pseudo-label classifier selection
(ImageNet100 results): We experiment with dif-
ferent classifier methods and architectures for
pseudo-label prediction. Linear layer or multi-
layer perceptron (MLP) heads trained using cross-
entropy loss on the supervised examples outper-
form a k-NN classifier. MLP classifiers achieve
higher accuracy on the pseudo-labeling task on
both the train and test sets. We use a two layer
MLP head based classifier in all our experiments.

TaBLE A.21. Role of network fine-tuning on
classification performance (ImageNet-1k re-
sults): We evaluate the trained models using the
linear evaluation technique commonly employed
for evaluating self-supervised approaches and en-
tire network fine-tuning as performed in semi-
supervised methods. Both methods use 10% of
the dataset as supervision. We observe an increase
in classification performance when both the en-

coder and MLP classifier are fine-tuned.

Pseudo-label Classifier 1-NN 20-NN Top-1

k-NN Classifier 649 69.5 747 Fine-tune Method  Top-1
Linear Classifier 65.6 70.0 755
2 Layer MLP Head 679 712 762
3 Layer MLP Head 67.1 710 76.1

Linear layer training  76.5
Full network fine-tune 76.9

A.7.8 Fine-tuning without Pseudo-labels

Since we do not explicitly optimize our encoder networks on the label classification task in the pre-
training stage, we perform two-stage fine-tuning. We initially fine-tune the pretrained model on only the
supervised samples and use the fine-tuned model to obtain pseudo-labels for the unsupervised ones. The
combined data is then used to fine-tune the network again. In table A.21, we present results with just a
single round of fine-tuning with the 10% supervised samples on ImageNet-1k. Two rounds of fine-tuning

provides a small improvement in performance over the single-stage version.
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A.7.9 Results on Supervised Setting

A.7.9.1 Coarse-grained ImageNet

CMSF,;, top-k groups together only top-k neighbors and thus can help in preserving the latent structure
of the data compared to top-all. To verify this, we consider a dataset with coarse-grained labels where this
difference is pronounced. ImageNet dataset was constructed using the WordNet hierarchy. Consider the
subtree of WordNet that contains all the 1000 categories from ImageNet-1k as the leaf nodes. To obtain
a coarse-grained version, we merge each category in the leaf node to its parent node. After merging, we
further ensure that no two of the newly obtained super-classes are in the same path in the graph by merging
the descendant into the ancestor class. The total number of classes is thus reduced from 1000 in ImageNet-
1k to 93 in our ImageNet-coarse. We train CMSFrand the baseline approaches in a supervised manner
using the coarse labels and then evaluate on the fine-grained (i.e., original) labels on ImageNet- 1k validation
set. The training settings remain same as that of CMSFgy, in Section 4.3.4.2.

In Table A.22 we compare the top-all, top-1000 and top-k variants on the coarse grained version of
ImageNet. We consider the top-1000 variant to limit the effect of dataset imbalance introduced due to the
merging of classes. CMSFj,, top-k sees a minor drop in performance compared to training on ImageNet-1k.
However, methods in which most or all samples in a class are explicitly brought closer - CMSFyy,, top-all

and top-1000, cross-entropy and supervised contrastive - see a huge drop in accuracy.

TaBLE A.22. Supervised learning on coarse grained ImageNet: We train on the coarse grained version
of ImageNet (93 super categories) and perform linear evaluation on the original ImageNet-1k validation set
with fine-grained labels (1000 categories). CMSFgy;, top-10 outperforms all other variants and baselines.

ImageNet-1k Validation Set
Xent SupCon CMSFy,, CMSFy,, CMSFy,
top-all top-1000 top-10

ImageNet-1k 7712 715 75.7 - 76.4
ImageNet-coarse 61.4  58.7 67.0 71.0 74.2

Train Dataset

A.7.9.2 Ablations

We explore different design choices and parameters of our method and baselines. We add the techniques
used for our methods to the baselines to isolate the effect of different losses. The results are reported in Table

A.23. Training and evaluation details are the same as in Section 4.3.4.2.
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TaBLE A.23. Ablations of baselines and CMSFKj,,: All experiments use 200 epochs if not mentioned
and use ImageNet-1k dataset. (a) More epochs does not improve transfer accuracy for Xent. Thus, the
model available from PyTorch [16] (last row) has the best transfer accuracy; (b) We add components of
our method to improve SupCon baseline. The baseline implementation of SupCon uses std. aug and 16k
memory size and it does not include the target embedding u in the positive set. (¢) We find that our method
is not very sensitive to the size of memory bank or top-k in supervised settings; (d) Interestingly, excluding
the target embedding u# from C does not hurts the results. Note that when we do not include the target, the
nearest neighbors are still chosen based on the distance to the target, so they will be close to the target.

Method Mean Linear
Trans IN-1k

(a) Xent

Ir=0.05, cos, epochs=200, strong aug. 71.5 77.2
Ir=0.05, cos, epochs=200, std. aug. 71.0 77.3
Ir=0.10, cos, epochs=200, strong aug. 72.3 77.1
Ir=0.05, cos, epochs=90, std. aug. 724  76.8
Ir=0.10, cos, epochs=90, std. aug. 740 76.7
Ir=0.10, step, epochs=90, std. aug. 749 76.2

(b) SupCon

Base SupCon 712 7179
+ change to strong aug. 719 714
+ add target to positive set 77.8 714
+ change to weak/strong aug. 77.8 T1.2
+ increase mem size to 128k 784 715
(c) CMSF

top-1 (BYOL-asym) 743 69.3
mem=128k, top-2 784 76.2
mem=128k, top-10 80.1 764
mem=128k, top-20 79.9 763
mem=128k, top-all 80.1 757
mem=512k, top-10 799 76.2
mem=512k, top-20 80.1 763
(d) CMSFg,,

target in top-10 80.1 764
target not in top-10 80.3 764

A.7.10 Implementation Details
A.7.10.1 Transfer Learning

We use the LBFGS optimizer (max_iter=20, and history_size=10) along with the Optuna library [21]
in the Ray hyperparameter tuning framework [275]. Each dataset gets a budget of 200 trials to pick the best
parameters on validation set. The final accuracy is reported on a held-out test set by training the model on the

train+val split using the best hyperparameters. The hyperparameters and their search spaces (in loguniform)
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TaBLE A.24. ResNet50 backbone training FLOPs calculation:We provide the number of forward and
backward passes per image (including multi-crops) and the total such passes for the entire training stage.
Mean Shift and the proposed constrained mean shift methods have the least compute requirement among
all approaches. Eq. A.1 provides the formula to calculate the total number of passes and FLOPs. In PAWS,
sup refers to the size of the support set in the mini-batch.

Method Unlabeled Labeled Mini- Iters Epochs Total FLOPs
Fwd Bwd BS |Fwd Bwd BS |Batch per Pass

epoch (x108) (x10'8)
Mean Shift [242] 2 1 256 768 5004 200 7.7 4
BYOL [160] 4 2 4096 24576 312 1000 76.7 40
SWAV [57] 3.1 3.1 4096 25395 312 800 63.4 37
SimCLRv?2 [72] 2 2 409 16384 312 800 409 16
UDA' [484] 2 1 15360 1 1 512 |47104 40000 18.8 10
FixMatch' [403] 2 1 5120 1 1 102417408 250 300 13.1 70
MPL" [344] 3 2 2048 2 2 128 /10752 500000 53.8 30
PAWS (sup=6720) [26] 3.1 3.1 4096 | 1 1 6720(38835 312 300 36.6 21
PAWS (sup=1680) [26] 3.1 3.1 256 | 1 1 1680|4947 5004 100 24.8 15
PAWS (sup=400) [26] 3.1 3.1 256 | 1 1400|2387 5004 100 12.0 7

CMSFqenmi-basic 2 1 256 768 5004 200 7.7 4
CMSFemi 2 1 256 768 5004 200 7.7 4
CMSF;epi-mix prec. 2 1 768 2304 1668 200 7.7 4

are as follows: iterations € [0,10%], Ir € [107%,1], and weight decay € [107°,1]. We also show that we
can reproduce the transfer results for BYOL [160] and SimCLR [70] with our framework. The features are
extracted with the following pre-processing for all datasets: resize shorter side to 256, take a center crop of

size 224, and normalize with ImageNet statistics. No training time augmentation was used.

A.7.10.2 Supervised Setting

Implementation Details of Baselines:

SupCon: The MLP architecture for SupCon baseline is: linear (2048x2048), batch norm, ReLLU, and linear
(2048x128). To optimize the SupCon baseline, following [230], we use the first 10 epochs for learning-rate
warmup. For both SupCon and ProtoNW, the temperature is 0.1.

Prototypical Networks (ProtoNW): In order to further study the effect of contrast, we design another
contrastive version of our top-all variation. We calculate a prototype for each class by averaging all its
instances in the memory bank. Then, similar to prototypical networks [401], we compare the input with all
prototypes by passing their temperature-scaled cosine distance through a SoftMax layer to get probabilities.
Finally, we minimize the cross-entropy loss. Note that this method is still contrastive in nature because of

the SoftMax operation.
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TaBLE A.25. Noisy supervised setting on ImageNet-100: Our method is more robust to noisy annotation
compared to Xent and SupCon. The top-all variant suffers greater degradation compared to top-10 since
all images from a single category are not guaranteed to be semantically related in the noisy setting.

Method Noise |Food |CIFAR |CIFAR |SUN | Cars | Air- |DTD |Pets | Calt. | Flwr || Mean | Linear

101 10 100 | 397 | 196 |craft 101 | 102 || Trans |IN-100
Xent 0%|53.6| 819 | 61.1 |37.8|25.7|29.5|56.9|69.7|70.2|82.3|| 56.9 | 85.7
SupCon 0%|61.5| 88.7 | 69.0 |49.1(51.6|48.2|65.4(81.0/87.0/89.8| 69.1 | 86.9

CMSFyyp top-all| 0%|61.6| 88.2 | 68.5 [49.9|54.6|52.7|64.7 |82.2/89.6(89.1|| 70.1 | 84.9
CMSFgyp top-10| 0% 62.6 | 86.8 | 66.2 |50.5|54.7|51.0|64.6 [82.4]88.5/90.4|| 69.8 | 85.0

Xent 5%|46.5| 81.1 | 58.1 |35.8|27.5|36.0|58.7|67.5/73.3|77.0|| 56.1 | 81.5
SupCon 5%|60.0| 87.1 | 66.4 |48.2|52.1{47.8|65.1|80.8/85.7|89.3|| 68.3 | 85.7
CMSFyyp top-all|  5%|60.3| 87.5 | 66.4 |49.1|55.5/53.0/64.8 80.9|87.3/89.9|| 69.5 | 84.4
CMSFyyp top-10|  5%|61.6 | 86.8 | 67.4 |49.6|55.8|51.2|63.4|81.5/86.7|90.6|| 69.5 | 84.7

Xent 10%|44.1| 79.5 | 56.1 [32.4|26.1|34.5|56.1(69.7|72.5|75.1| 54.6 | 79.6
SupCon 10%|58.8 | 85.8 | 66.4 |47.0/50.6|47.7|65.3|79.8/85.0|89.1|| 67.6 | 84.0
CMSFyyp top-all| 10%|59.4| 86.4 | 66.0 |48.8|55.0/51.4|64.7|80.1|/87.8/89.0| 68.9 | 83.1
CMSFgyp top-10| 10%|60.9 | 87.2 | 66.9 |49.4|54.2|51.4|65.5|80.6/88.5(90.0|| 69.5 | 83.8

Xent 25%|49.0| 77.2 | 54.5 |30.6|25.9|30.7|53.1 |66.6/64.1|77.8| 53.0 | 75.2
SupCon 25%|55.6| 849 | 63.4 |43.1|43.9|43.7/62.9|74.3/82.1(86.8| 64.1 | 81.1
CMSFyp, top-all| 25%|56.4| 85.7 | 64.2 146.0|53.6|49.6|62.7 |74.2|185.2|87.4|| 66.5 | 78.8
CMSFgp top-10| 25%|58.9 | 85.2 | 64.9 |47.8|55.0|50.6|64.0|80.0/86.3|89.7|| 68.2 | 81.8

Xent 50%|44.4| 72.3 | 51.3 |31.1|21.4|24.9/46.0 |57.4|56.0|73.0|| 47.8 | 67.8
SupCon 50%|30.8| 64.9 | 38.9 |24.2|13.6|20.5|45.5|55.2/60.1|59.2| 41.3 | 69.0
CMSFgyp top-all| 50%|44.7| 79.3 | 54.9 |35.2|35.7|41.2|54.9 |54.6|/75.3|75.1]| 55.1 | 61.6
CMSFgp top-10| 50%|58.7| 85.7 | 64.2 |47.5|51.6|50.5|62.0|77.3|86.8|70.1| 65.4 | 80.1

A.7.10.3 Semi-supervised Setting

Pretraining: Similar to the self-supervised setting, we train the network for 200 epochs using SGD op-
timizer (batch size=256, 1r=0.05, momentum=0.9, weight decay=1e-4). Ten nearest neighbors are cho-
sen from the constraint set for loss calculation. The size of memory bank is set to 128000. We train the
pseudo-label classifier using an additional SGD optimizer (batch size=256, Ir=0.01, momentum=0.9, weight
decay=1e-4) for 10 epochs at the end of each epoch of query encoder training. A confidence threshold value

of 0.85 is used to assign pseudo-labels to the unlabeled samples.

Fine-tuning: In addition to pretraining, we use a two layer MLP atop the CNN backbone and fine-tune the
entire network on the supervised subset for 20 epochs. This fine-tuned network is used to pseudo-label the
unlabeled set with a confidence threshold of 0.9. Samples above the threshold are combined with the super-
vised set for a second round of fine-tuning for 20 epochs. We observe that nearly one third of the samples in
the dataset have confidence higher than the threshold at the end of the first fine-tuning stage. We use a SGD

optimizer (batch size=256, Ir=0.005, momentum=0.9, weight decay=1e-4) for both the fine-tuning stages.
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TaBLE A.26. Transfer dataset details: Train, val, and test splits of the transfer datasets are listed in this
table. Test split: We follow the details in [242]. For Aircraft, DTD, and Flowers datasets, we use the
provided test sets. For Sun397, Cars, CIFAR-10, CIFAR-100, Food101, and Pets datasets, we use the
provided val set as the hold-out test set. For Caltech-101, 30 random images per category are used as the
hold-out test set. Val split: For DTD and Flowers, we use the provided val sets. For other datasets, the val
set is randomly sampled from the train set. For transfer setup, to be close to BYOL [160], the following
val set splitting strategies have been used for each dataset: Aircraft: 20% samples per class. Caltech-101:
5 samples per class. Cars: 20% samples per class. CIFAR-100: 50 samples per class. CIFAR-10: 50
samples per class. Food101: 75 samples per class. Pets: 20 samples per class. Sun397: 10 samples per
class. Accuracy measure: Top-1 refers to top-1 accuracy while Mean refers to mean per-class accuracy.

Dataset Classes Train Val Test Accuracy Test set
samples samples samples measure provided
Food101 [41] 101 68175 7575 25250 Top-1 -
CIFAR-10 [245] 10 49500 500 10000  Top-1 -
CIFAR-100 [245] 100 45000 5000 10000 Top-1 -
Sun397 (split 1) [481] 397 15880 3970 19850  Top-1 -
Cars [244] 196 6509 1635 8041  Top-1 -
Aircraft [301] 100 5367 1300 3333  Mean Yes
DTD (split 1) [90] 47 1880 1880 1880  Top-1 Yes
Pets [333] 37 2940 740 3669 Mean -
Caltech-101 [130] 101 2550 510 6084  Mean -
Flowers [321] 102 1020 1020 6149 Mean Yes

The learning rate is multiplied by 0.1 at the end of epoch 15.

Calculation of forward and backward FLOPs: In figure 1 of the main submission, we present a plot
of top-1 accuracy against total compute and resources for various semi-supervised approaches. Here (ta-
ble A.24) we present the calculation of the forward and backward FLOPS for each of the methods. We
set the backward FLOPs to be twice the forward number of FLOPs [178] for a single image and the total
FLOPs to be the sum of forward and backward pass FLOPs for the entire training. We use a value of 3.9
GFLOPs for a single forward pass of 224 x 224 resolution image through the ResNet50 backbone [198].
Additional compute due to the use of multi-crops are accounted for. A scalar multiplier of ( ﬁ)z is used for
images of resolution K x K (e.g., using one (96 x 96) image would be equivalent to 0.184 image of resolution
(224 x 224)). However, we do not consider the floating point precision (mixed or full precision) in our calcu-
lations. We show that similar performance can be achieved by using both automatic mixed precision and full
precision floating point during training (table 4, main submission) and thus focus the compute calculation
on the total number of forward and backward passes. Eq. A.1 provides the formula to calculate the total

number of training passes and FLOPs.
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Fwd mini-batch = (Unlabeled fwd crops * Unlabeled batch-size)
+ (Labeled fwd crops * Labeled batch-size)
Bwd mini-batch = (Unlabeled bwd crops * Unlabeled batch-size)
(A1) + (Labeled bwd crops * Labeled batch-size)
Fwd passes = Fwd mini-batch * Iterations per epoch * Epochs
Bwd passes = Bwd mini-batch = Iterations per epoch * Epochs

Total FLOPs = (Fwd passes + 2 * Bwd passes) * (3.9 x 10”)
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Ficure A.15. CMSFr nearest neighbor selection: We use epoch 100 of CMSFg to visualize Top-5
NN from primary (M) and auxiliary (M’) memory banks. M stores features for the current epoch while
M’ contains representations from a different augmentation of the same image instance from the previous
epoch. First row shows the target image and its top-5 NNs from the auxiliary memory bank M’. Samples
of the second row are the images in M corresponding to the ones in row 1. Thus, rows 1 and 2 contain
different augmentations of the same image instances. We also report their rank in M in row 2. The last
row contains the top-5 NNs in M. Note that constrained samples in M (second row), have high rank while
they are semantically similar to the target.
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A.8. ADVERSARIAL ATTACK ON COMPUTE OF EFFICIENT VISION TRANSFORMERS

A.8 Adversarial Attack on Compute of Efficient Vision Transformers

In sections A.8.1 and A.8.2, we provide visualizations of our learnt patches and token dropping respec-

tively. In Sec. A.8.3, we provide additional details on our train and test settings.

A.8.1 Patch Visualization

In Fig. A.16, we visualize the optimized patches for each of the three efficient methods. All patches are
of size 64 x 64, contributing to 16 of the 196 tokens for the input image. Surprisingly, a rectangular region

in the patch for A-ViT , corresponding to one token, is almost entirely black.

A-VIiT ATS AdaVviT

Ficure A.16. Visualization of optimized patch: We show the learnt universal patches for each of the
three efficient methods that we attack.

We optimize patches for A-ViT using different initializations and visualize them in Fig. A.17. All
patches achieve Attack Success close to 100%. Presence of multiple universal adversarial patches highlights
the vulnerability of the current efficient methods.

We show the evolution of the patch as training progresses in Fig. A.19. The patch is trained to attack
A-ViT approach. We observe that the patch converges quickly, requiring less than an epoch for 100% Attack
Success. The patch at 1000 iterations (0.1 epoch) is similar to that at 10000 iterations (1 epoch) in terms of

both appearance and attack performance.

A.8.2 Visualization of Token Dropping

In Fig. A.18, we visualize dropped tokens in A-ViT-Small with and without our attack. Our attack
significantly decreases the number of pruned tokens, resulting in more compute and energy consumption for

the efficient transformer model.

A.8.3 Implementation Details

ATS Details: As in ATS [127], we replace layers 3 through 9 of ViT networks with the ATS block

and set the maximum limit for the number of tokens sampled to 197 for each layer. We train the patch
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Random
Initialization

Optimized Patch

Ficure A.17. Optimized patches With different initializations: Here, we show the optimized patches
for A-ViT . A different initialization is used to train each of these patches. All patches achieve Attack
Success close to 100%. Presence of multiple universal adversarial patches highlights the vulnerability of
the current efficient methods.

Ficure A.18. Visualization of patch optimization: We train our patch to attack A-ViT and display the
patch at various stages of optimization. We observe that the patch converges quickly. The patch at 1000
iterations (0.1 epoch) is similar to that at 10000 iterations (1 epoch) in terms of both appearance and attack
performance.

for 2 epochs with a learning rate of 0.4 for ViT-Tiny and /r = 0.2 for ViT-Base and ViT-Small. We
use a batch size of 1024 and different loss coefficients for each layer of ATS. For DeiT-Tiny we use
[1.0,0.2,0.2,0.2,0.01,0.01,0.01], for DeiT-Small we use [1.0,0.2,0.05,0.01,0.005,0.005,0.005], and for
DeiT-Base we use [2.0,0.1,0.02,0.01,0.005,0.005,0.005] The weights are vastly different at initial and fi-

nal layers to account for the difference in loss magnitudes across layers.
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Ficure A.19. Visualization of our Energy Attack on Vision Transformers: Similar to Figure 2 of the
main submission, we visualize the A-ViT-Small with and without our attack. We use patch size of 32 for
the attack (on the top-left corner). We show pruned tokens at layer 8 of A-ViT-Small. Our attack can
recover most of the pruned tokens, resulting in increased computation and power consumption.
A-ViT Details: The patches are optimized for one epoch with a learning rate of 0.2 and a batch size of 512
(128 x 4GPUs) using AdamW [292] optimizer. We optimize the patches for 4 epochs for patch length 32
and below. For CIFAR-10 experiments, the images are resized from 32 x 32 to 256 x 256 and a 224 x 224
crop is used as the input. For the training of adversarial defense, we generate 5 patches per epoch of ad-

versarial training and limit the number of iterations for patch generation to 500. The learning rate for patch

optimization is increased to 0.8 for faster convergence.

AdaViT Details: We use a learning rate of 0.2 and a batch size of 128 with 4GPUs for patch optimization.
We use AdamW [292] optimizer with no decay and train for 2 epochs with a patch size of 64 x 64. We train

on the ImageNet-1k train dataset and evaluate it on the test set.
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A.9 GeNle: Generative Hard Negative Images Through Diffusion

A.9.1 Analyzing GeNIe, GeNIe-Ada’s Class-Probabilities

The core aim of GeNIe and GeNIe-Ada is to address the failure modes of a classifier by generating chal-

lenging samples located near the decision boundary of each class pair, which facilitates the learning process

in effectively enhancing the decision boundary between classes. As summarized in Table 6.5 and illustrated

in Fig. 6.5, we have empirically corroborated that GeNIe and GeNIe-Ada can respectively produce samples

X, X, that are negative with respect to the source image Xs, while semantically belonging to the class T'.

To further analyze the effectiveness of GeNIe and GeNIe-Ada, we compare the source class-probabilities

P(Ys|X,) and  target-class  probabilities  P(Ys|X,) of  augmented  samples  X,.

To compute these class probabilities, we first fit an SVM clas-
sifier (as followed in UniSiam [295]) only on the labelled
support set embeddings of each episode in the minilmagenet
test dataset. Then, we perform inference using each episode’s
SVM classifier on its respective X,’s and extract its class prob-
abilities of belonging to its source class S and target class
T. These per augmentation-sample source and target class
probabilities are then averaged for each episode for each r €
{0.5,0.6,0.7,0.8,0.9} in the case of GeNIe and for the opti-
mal » = r* per sample in the case of GeNIe-Ada, plotted as
density plots in Fig. 6.6, Fig. A.20, respectively. Fig. 6.6 illus-
trates that P(Ys|X,) and P(Y7|X,) have significant overlap in

the case of r € {0.6,0.7} indicating class-confusion for X;.

2001 GeNIe-Ada(r =17%)
12 = P (Yg|X,~)
150 P(Yr|X,)

Density

0.0 0.4 0.6 0.8

Probability

Ficure A.20. Significant overlap between
P(Ys|X,+) and P(Yr|X,~) indicates high
class-confusion for augmented samples
generated by GeNIe-Ada.

Furthermore, Fig. A.20 illustrates that when using the optimal » = r* found by GeNIe-Ada per sam-

ple, P(Ys|X,) and P(Y7|X,) significantly overlap around probability scores of 0.2 — 0.45, indicating class

confusion for GeNIe-Ada augmentations. This corroborates with our analysis in Section 6.1.3.4, Table 6.5

and additionally empirically proves that the augmented samples generated by GeNIe for r € {0.6,0.7} and

GeNTIe-Ada for r = r* are actually located near the decision boundary of each class pair.
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A.9.2 Computational Complexity of GeNIe and GeNIe-Ada

In this section, we provide further details on the computational complexity of GeNIe across multiple
noising ratios r and GeNIe-Ada when operating on a search space of r € [0.6,0.8]. Computational com-
plexity has been reported in terms of the total number of inference/denoising-diffusion steps and the runtime
in seconds per generated image. The runtime has been averaged over 10 different image-generations on
an NVIDIA Tesla-V100 GPU with 16GB VRAM with 50 steps of denoising using a DPM scheduler with
StableDiffusion v1.5. As can be seen in Tab. A.28, GeNIe is approximately 1/r times faster than the base
diffusion model (referred to as the Txt2Img augmentation baseline). This empirically corroborates with the
total number of denoising steps using in GeNIe vs. Txt2Img. Since, GeNIe-Ada scans for the best hard-
negative in r € [0.6,0.8], it incurs a computational cost of ~ 2.2x the Txt2Img. Note that the runtime for
GeNIe-Ada reported in Tab. A.28 also includes the runtime of performing a batched forward pass through a

ResNet-50 feature extraction backbone.

TaBLE A.27. Train and test split details of the fine-
grained datasets. We use the provided train set

for few-shot task generation, and the provided test TapLE A.28. Computational Complexity

sets for our evaluation. Aircraft dataset uses the Augmentation| Steps |Runtime [sec/img]
manufacturer hierarchy. Txt2Img | T | 4.12
GeNIe(r=0.5) |0.5xT 2.17
GeNIe(r=0.6) |0.6 xT 2.59
Dataset Classes Train  Test GeNIe(r=0.7) |0.7xT 2.98
samples samples GeNIe(r=0.8) [0.8xT 3.46
CUB200 [452] 200 5994 5794
Foodl01 [41] 101 75750 25250 GeNIe-Ada |2.1xT| 9.22
Cars [244] 196 8144 8041
Aircraft [301] 41 6,667 3333

A.9.3 Extra Computation of GeNIe-Ada

Given that GeNle-Ada searches for the best hard-negative between multiple noise-ratios r’s, it naturally
requires a higher compute budget than txt2Img that only uses r = 1. For this experiment, we use GeNle-Ada
with r € {0.6,0.7,0.8} to compare with Txt2Img. Based on this, we only have 3 paths, with steps of 0.1),
and for each of which we go through partial reverse diffusion process. E.g. for r = 0.6 we do 30 steps instead
of standard 50 steps of Stable Diffusion. This practically breaks down the total run-time of GeNIe-Ada to
approximately 2 times that of the standard reverse diffusion (GeNle-Ada: total r = 0.6 + 0.7 + 0.8 = 2.1 vs
Txt2Img total r = 1). Thus, to be fair, we generate twice as many Txt2Img augmentations as compared

to GeNle-Ada to keep a constant compute budget across the methods, following your suggestion. The
223



A.9. GENIE: GENERATIVE HARD NEGATIVE IMAGES THROUGH DIFFUSION

results are shown in Table A.29. As can be seen, even in this new setting, GeNle-Ada offers a performance

improvement of 0.8% to 1.9% across different backbones.

TaBLE A.29. Few-shot classification comparison of GeNle-Ada with Txt2Img on minilmagenet.

Method ResNet-18 ResNet-34 ResNet-50
1-shot S-shot 1-shot 5-shot 1-shot 5-shot

Txt2Img 76.9+1.0 86.5+0.9 77.1£0.8 86.7+1.0 77.2+1.3 86.8+0.9

GeNIe-Ada 77.7+0.8 87.4+1.0 78.3+0.9 87.8+0.9 79.1+1.1 88.4+1.2

A.9.4 Effect of Backbone for Noise Ratio Selector in GeNIe-Ada

To analyze the effect of the backbone feature extractor fy on selecting the optimal hard-negative using
GeNIe-Ada, we use a pre-trained DeiT-B [430] instead of the UniSiam pretrained ResNet backbone. How-
ever, we still utilize the same ResNet backbone for few-shot classification. As shown in Tab. A.30, we notice
a marginal improvement of upto 0.7% when using GeNIe-Ada+DeiT-B as compared to GeNIe-Ada which
uses the UniSiam pre-trained ResNet backbone. This suggests that there is still potential to develop more
effective strategies for selecting noise ratios to further enhance GeNIe. However, in this paper, we limit our

exploration to GeNIe-Ada and leave these improvements for future work.

TasLe A.30. Effect of Backbone for Noise Ratio Selector in GeNIe-Ada: We evaluate the impact of the
noise ratio selector used in GeNIe-Ada (fy(.)). Note that in all experiments presented in this paper, we use
the same backbone for fy(.) that is subsequently fine-tuned for few-shot classification tasks. However, to
analyze the effect of fy(.) on sampled augmentations, we replace it with a more powerful backbone, specif-
ically DeiT-B pretrained on ImageNet-1K. It is important to note that this is not a practical assumption; if
DeiT-B were available for noise selection, it could also be used as the classifier in few-shot experiments,
outperforming the weaker backbones employed in our study. Nevertheless, this experiment demonstrates
that using a stronger backbone can result in more accurate selection of augmentations in GeNIe, thereby
enhancing the final accuracy. To clarify, DeiT-B is utilized solely as fp(.) for sampling augmentations and
not as the classifier. Therefore, the observed improvement is attributed exclusively to better augmentation
sampling.

ResNet-18 ResNet-50
Augmentation Noise Ratio Selector Method 1-shot  5-shot Augmentation  Noise Selector Method 1-shot  5-shot
Backbone fy(.) [Classifier Backbone] Backbone fy(.) [Classifier Backbone]
GeNIe (Ours) - UniSiam[ResNet18] 75.5+0.6 85.4+0.4 GeNIe - UniSiam[ResNet50] 77.3+0.6 87.2+0.4
GeNIe-Ada UniSiam[ResNet18] UniSiam[ResNetl18] 76.8+0.6 85.9+0.4 GeNIe-Ada UniSiam[ResNet50] UniSiam[ResNet50] 78.6+0.6 87.9+0.4
GeNIe-Ada IN-1K[DeiT-B] UniSiam[ResNet18] 77.5+0.5 86.3+0.2  GeNIe-Ada IN-1K[DeiT-B] UniSiam[ResNet50] 79.2+0.4 88.3+0.5

A.9.5 Psuedocode of GeNIe:

As illustrated in Alg. 3, we provide a detailed pytorch-style pseudocode for GeNIe. First, a SDv1.5
pipeline initialized by loading all the components such as the VQ-VAE encoder and decoder, the CLIP text

encoder and the DPM scheduler for the forward and reverse diffusion process. Then, the source image is
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input to the encoder to encode the image into latent space for the diffusion model. Next, the encoded image
is partially noised based on the noise ratio r using the scheduler. The diffusion model then de-noises the
partially noised latent embedding for a total of NUM INFERENCE STEPS xr steps, with an additional
input of a text prompt from a contradictory target class. Finally, the decoder decodes the de-noised latent
embedding into the generated hard-negative image, that contains the low-level features of the source image

and the class/category of the contradictory text-prompt.

Algorithm 3: PyTorch-style Pseudocode of GeNle.

# StableDiffusionPipeline: Pre-trained diffusion model

# DPMSolverMultistepScheduler: Scheduler for forward and reverse diffusion
# encode_latents: Encodes an image into latent space

# decode_latents: Decodes latents back into an image

def AugmentGeNIe(source_image, target_prompt, percent_noise):
NUM_INFERENCE_STEPS = 50 # Number of steps for reverse diffusion
NUM_TRAIN_STEPS = 1000 # Number of steps for forward diffusion

# Initialize the stable diffusion pipeline and scheduler
pipe = StableDiffusionPipeline.from_pretrained("stable-diffusion-v1-5")
scheduler = DPMSolverMultistepScheduler.from_config(pipe.scheduler.config)

# Encode the source image into latent space
latents = encode_latents(source_image)

# Forward Diffusion

noise = torch.randn(latents.shape) # Generate random noise

timestep = torch.Tensor([int (NUM_TRAIN_STEPS * percent_noise)]) # Calculate timestep
latents_noise = scheduler.add_noise(latents, noise, timestep) # Add noise to latents

# Reverse Diffusion

latents = pipe(
prompt=target_prompt,
percent_noise=percent_noise,
latents=latents_noise,
num_inference_steps=NUM_INFERENCE_STEPS

)

# Decode latents back into an augmented image
augmented_image = decode_latents(latents)

return augmented_image

A.9.6 How does GeNIe control which features are retained or changed?

We instruct the diffusion model to generate an image by combining the latent noise of the source image
with the textual prompt of the target category. This combination is controlled by the amount of added noise
and the number of reverse diffusion iterations. This approach aims to produce an image that aligns closely
with the semantics of the target category while preserving the background and features from the source
image that are unrelated to the target.

To demonstrate this, in Figure A.21, We are progessivley moving towards the two key components of
GeNle: (i) careful choice of r and (ii) contradictory prompt. The input image is a bird in a cage. The top
row shows a Stable Diffusion model, unprompted. As can be seen, such a model can generate anything

(irrespective of the input image) with a large ». Now prompting the same model with “a photo of a bird”
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allows the model to preserve low-level and contextual features of the input image (up to r = 0.7 and 0.8),
until for a large r > 0.9 it returns a bird but the context has nothing to do with the source input. This
illustrates how a careful choice of r can help preserve such low-level features, and is a key idea behind
GeNle. However, we also need a semantic switch to a different target class as shown in the last row where
a hardly seen image of a dog in a cage is generated by a combination of a careful choice of r and the
contradictory prompt - leading to the full mechanics of GeNle. This sample now serves as hard negative for
the source image (bird class).

Noise Ratior=10.3 Noise Ratior=0.5 Noise Ratior=0.7 Noise Ratior=1.0

Empty Prompt: “”

Reverse
—p A
Diffusion

Source Image

Prompt: “A photo of a bird.”

Reverse
Diffusion

Prompt: “A photo of a dog.”

}

(
I
I
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Diffusion !
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Ficure A.21. Key components of GeNIe: (i) careful choice of r and (ii) contradictory prompt are two
key idea behind GeNIe

A.9.7 Analyzing Noise Effects in Bi-Directional Transformations with GeNIe

To further explore the effect of noise ratio r in GeNIe, we conducted an experiment where GeNIe was
applied twice to transform between a source image and a target category. For this experiment, images from
the “mushroom” category were used as the source, and “volcano” served as the target category. In the
first step, we applied GeNIe using a mushroom image as the source and a volcano prompt as the target.
In the second step, we reversed the process: the GeNIe-generated volcano image from the first step was
used as the source, with the target prompt set to mushroom. Importantly, using a smaller noise ratio, r
during the generation of the volcano image helps preserve more low-level visual features from the original
mushroom source image. Consequently, when the roles of source and target are flipped in the second step,
the final image retains a stronger resemblance to the original mushroom source image for lower noise ratios.
This phenomenon is visualized in Fig. A.22. As shown, a lower noise ratio during the first step results in
the preservation of more visual features, leading to a final image that more closely resembles the original
mushroom source.
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Ficure A.22. Trajectory of GeNIe augmentations: To further analyze the effect of noise ratio r in GeNTe,
we conducted an experiment using a set of augmentations generated from 10 different source images in the
"mushroom" category, with a target label of "Volcano," across varying noise ratios. Similar to Fig. 6.5, all
generated augmentations were processed through the DinoV2 ViT-G model, which serves as our oracle, to
extract their embeddings. For visualization, we applied PCA to these embeddings. Next, we selected one
augmentation with a specific noise ratio, (r), and used it as the source image in for the "volcano" category
in GeNIe, with the target prompt set to "mushroom." As observed, using a lower noise ratio samples as the
source for "volcano" preserves more low-level visual features from the original mushroom source image.
Consequently, after a second round of applying GeNIe, the resulting augmentations (even rows) tend to
more closely resemble the original source image (first image in the corresponding odd rows above). The
left plot presents the embeddings of all 10 samples, while the right plot provides a detailed visualization
of one sample, showcasing the impact of varying noise ratios used in the second step of applying GeNTe.
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Prompt: A photo of a Volcano.

Prompt: A photo of a Mushroom.

Source Image r=0.5 r=0.6

Source Image

Source Image

Source Image

Prompt: A photo of a Volcano.
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Prompt: A photo of a Mushroom.
r=0.5 r=0.6 r=0.7 r=0.8

227



A.9. GENIE: GENERATIVE HARD NEGATIVE IMAGES THROUGH DIFFUSION

A.9.8 Few-shot Classification with ResNet-34 on fiered-Imagenet

We follow the same evaluation protocol here as mentioned in section 6.1.3.1. As summarized in Ta-

ble A.31, GeNIe and GeNIe-Ada outperform all other data augmentation techniques.

TaBLE A.31. tiered-ImageNet: Accuracies (% =+ std) for 5-way, 1-shot and 5-way, 5-shot classification
settings on the test-set. We compare against various SOTA supervised and unsupervised few-shot classifi-
cation baselines as well as other augmentation methods, with UniSiam [295] pre-trained ResNet-34.

ResNet-34

Augmentation Method Pre-training 1-shot 5-shot

Weak MAML + dist [137] sup. 51.7£1.8 70.3+1.7
Weak ProtoNet [400] sup. 52.0+1.2 72.1+1.5
Weak UniSiam + dist [295] unsup. 68.7+0.4 85.7+0.3
Weak UniSiam [ unsup. 65.0+0.7 82.5+0.5
Strong UniSiam [ unsup.  64.8+0.7 82.4+0.5
CutMix [513] UniSiam [ unsup. 63.8+0.7 80.3+0.6
MixUp [521] UniSiam [ unsup. 64.1+0.7 80.0+0.6

Img2Img” [297]  UniSiam [
Img2Img™ [297] UniSiam [
Txt2Img [180] UniSiam [
DAFusion [438]  UniSiam [
GeNIe (Ours) UniSiam [
GeNIe-Ada (Ours) UniSiam [

unsup.  66.1+0.7 83.1+0.5
unsup.  70.4+0.7 84.7+0.5
unsup.  75.0+0.6 85.4+0.4
unsup.  64.1+2.1 82.8+1.4
unsup.  75.7+0.6 86.0+0.4
unsup.  76.9+0.6 86.3+0.2

[ e s S i s

A.9.9 Additional details of Long-Tail experiments

In Table A.32, we present a comprehensive version of Table 6.3 to benchmark the performance with
different backbone architectures (e.g., ResNet50) and to compare against previous long-tail baselines.

Implementation Details of LViT: We download the pre-trained ViT-B of LViT [493] and finetune it
with Bal-BCE loss proposed therein on the augmented dataset. Training takes 2 hours on four NVIDIA
RTX 3090 GPUs. We use the same hyperparameters as in [493] for finetuning: 100 epochs, Ir = 0.008,
batch size of 1024, CutMix and MixUp for the data augmentation.

Implementation Details of VL-LTR: We use the official code of VL-LTR [423] for our experiments.
We use a pre-trained CLIP ResNet-50 backbone. We followed the hyperparameters reported in VL-LTR
[423]. We augment only “Few” category and train the backbone with the VL-LTR [423] method. Training

takes 4 hours on 8 NVIDIA RTX 3090 GPUs.
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TaBLE A.32. Long-Tailed ImageNet-LT: We compare different augmentation methods on ImageNet-LT
and report Top-1 accuracy for “Few”, “Medium”, and “Many” sets. T indicates results with ResNeXt50. *:
indicates training with 384 resolution so is not directly comparable with other methods with 224 resolution.
On the “Few” set and LiVT method, our augmentations improve the accuracy by 11.7 points compared to
LiVT original augmentation and 4.4 points compared to Txt2Img.

ResNet-50
Method Many Med. Few|Overall Acc
CE [100] 64.0 33.8 58 41.6
LDAM [52] 60.4 469 30.7| 498
¢-RT [223] 61.8 462 273 496
7-Norm [223] 59.1 46.9 30.7| 494
Causal [416] 62.7 48.8 31.6| 51.8
Logit Adj. [311] 61.1 475 27.6| 50.1
RIDE(4E)7 [464] 68.3 53.5 359 568
MiSLAS [537] 62.9 50.7 343| 527
DisAlign [528] 613 522 314 529
ACE+ [50] 71.7 54.6 235 566
PaCo [99] 68.0 56.4 372 582
TADET [529] 66.5 57.0 43.5| 588
TSC [268] 63.5 49.7 30.4| 524
GCL [267] 63.0 527 37.1| 545
TLC [260] 68.9 55.7 40.8| 55.1
BCL¥ [544] 67.6 54.6 36.6| 572
NCL [265] 673 55.4 39.0, 577
SAFA [192] 63.8 499 334| 53.1
DOC [456] 65.1 52.8 342 550
DLSA [490] 67.8 54.5 38.8| 575
ResLT [97] 633 533 403| 551
PaCo [98] 68.2 58.7 410/ 60.0
LWS [222] 622 486 31.8] 515
Zero-shot CLIP [352] 60.8 59.3 58.6| 59.8
DRO-LT [386] 64.0 49.8 33.1| 3535
VL-LTR [423] 778 67.0 50.8|  70.1
Cap2Aug [375] 78.5 67.7 51.9| 709
GeNIe-Ada 792 64.6 59.5| 715
ViT-B
LiVT* [493] 764 59.7 42.7|  63.8
ViT [111] 50.5 23.5 6.9 31.6
MAE [173] 747 482 19.4| 545
DeiT [434] 70.4 409 12.8| 484
LiVT [493] 73.6 56.4 410/ 609
LiVT + Img2Img” 743 56.4 343| 605
LiVT + Img2Img” 73.8 56.4 453 616
LiVT + Txt2Img 749 55.6 483 622
LiVT + GeNIe (r=0.8) 74.5 56.7 50.9| 62.8
LiVT + GeNIe-Ada  74.0 56.9 52.7| 63.1

A.9.10 More Visualizations

Additional qualitative results resembling the style presented in Fig. 6.4 are presented in Fig. A.25, and
more visuals akin to Fig. 6.2 can be found in Fig. A.23. Moreover, we also present more visualization

similar to the style in Fig. 6.5 in Fig. A.24.
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Prompt: A photo of a cat

GeNIe(r=0.45) GeNIe(r=0.50) GeNIelr=055) GeNIe(r=0.60) GeNTIe(r=0.65) GeNIe(r=0.70)

Prompt: A photo of a bus

GeNTIe (r=0.75)

Source Image

Source Image GeNIe(r=0.45) GeNIe(r=0.50) GeNIe (r=0.55) GeNIe (r=0.60) GeNIe (r=0.65) GeNIe(r=0.70) GeNTIe(r=0.75)
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Prompt: A photo of a bus

Source Image GeNTIe (r=0.45) GeNIe (r=0.50) GeNTIe (r=055) GeNIe (r=0.60) GeNTIe(r=065) GeNIe(r-O 70)
,/ S

Prompt: A photo of a bird
Source Image GeNTIe(r=0.45) GeNIe(r=0.50) GeNTe (r=0.55) GeNTIe (r=0.60) GeNIe(r=0.65) GeNIe(r=0.70) GeNIe(r=075)
- - i _— i - -

Prompt: A satellite photo of a pond from top

GeNIe (r=065) GeNIe(r=0.70) GeNIe(r=0.75) GeNIe(r=0.80)

‘N

Prompt: A satellite photo of a parking lot from top

Source Image

GeNIe(r 0.65) GeNIe(r=0.70) GeNIe(r=075) GeNIe (r=0.80) GeNTIe(r=085)

Prompt: A satellite photo of a solar panel from top

GeNTe (r=060) GeNTe (r=0.65) GeNTIe(r=0.70) GeNTIe(r=075)

Ficure A.23. Effect of noise in GeNIe: Akin to Fig. 6.2, we use GeNIe to create augmentations with
varying noise levels. As is illustrated above, a reduced amount of noise leads to images closely mirroring
the semantics of the source images, causing a misalignment with the intended target label.
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Prompt: A photo of an Espresso.
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Prompt: A photo of a Mushroom.
Source Class: Anemone Fish | Target Class: Mushroom . =05 1=0.8
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Source Class: Hay | Target Class: Mushroom

Source Class: Pomegranate | Target Class: Orange
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Source Class: Hotdog | Target Class: Banana

Prompt: A photo of a Border Collie.
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r=0.4

Ficure A.24. Effect of noise in GeNIe: Similar to Fig. 6.5, we pass all the generated augmentations
through the DinoV2 ViT-G model, which acts as our oracle model, to obtain their associated embeddings.
Subsequently, we employ PCA for visualization purposes. The visualization reveals that the magnitude of
semantic transformations is contingent upon both the source image and the specified target category.
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Ficure A.25. Visualization of Generative Samples: More visualization akin to Fig. 6.4. We compare
GeNIe with two baselines: Img2Img’ augmentation uses both image and text prompt from the same
category, resulting in less challenging examples. Txt2Img augmentation generates images based solely
on a text prompt, potentially deviating from the task’s visual domain. GeNIe augmentation incorporates
the target category name in the text prompt along with the source image, producing desired images with

an optimal amount of noise, and balancing the impact of the source image and text prompt.
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