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Abstract

Fundamental process understanding and description of heat, mass, and 
momentum exchanges across the land‐atmosphere interface in model 
boundary forcing parameterizations is critical to the simulation of near‐
surface soil moisture dynamics (e.g., bare‐soil evaporation). This study 
explores the sensitivity of a continuum‐scale porous media heat and mass 
transfer model to the spatial‐discretization length‐scales (i.e., spatial‐
resolution) of near‐surface atmospheric data; the goal is to determine how 
much data are needed to force the model and adequately capture 
evaporative water losses and subsurface state variable distributions. The 
requisite atmospheric forcing data were taken from the high‐resolution, 
precision bare‐soil evaporation experiments of Trautz et al. (2018, 
https://doi.org/10.1029/2018WR023102). Simulation results demonstrated 
that shallow subsurface mass and heat transfer dynamics can be adequately 
captured with forcing data averaged over large length‐scales, or a minimal 
number of measurements, provided that soil conditions are properly 
described. The soil moisture spatial distributions were found to be insensitive
to horizontal variations in the forcing data. The model failed to capture small‐
scale trends observed experimentally; this did not impact the accuracy of 
total evaporative water loss estimates however. These results indicate that 
in future physical experimental efforts conducted at 1–10‐m length‐scales, 
there is no need to focus on the generation of high‐spatial resolution 
atmospheric measurements—time and effort would be better spent in 
characterizing soil conditions and properties. Even though a theoretical 
foundation was not provided to directly extrapolate this work to the field 
scale, these findings have practical value in designing field data collection 
strategies.

1 Introduction

Soil moisture, or water stored in soils excluding groundwater, accounts for 
less than 0.05% of all freshwater on Earth by volume (Shiklomanov, 1993). 



Despite representing such a small fraction of water, soil moisture, and the 
plethora of associated heat and mass transfer processes and feedback 
existing within the pedosphere, hydrosphere, biosphere, and atmosphere 
(e.g., bare‐soil evaporation) are critical components of Earth's energy and 
water budgets across a wide range of spatiotemporal scales—hence its state 
variable designation (e.g., Berg et al., 2016; Betts, 2004; Brocca et al., 2012;
Diremeyer et al., 2006; Picotte et al., 2007; Taylor & Ellis, 2006). The 
accurate simulation of shallow subsurface soil moisture dynamics, 
irrespective of the model scale or application, ultimately depends on the 
proper characterization and description of the exchanges coupling of heat, 
mass, and momentum across the land‐atmosphere interface. When 
integrated over horizontal lengths, these exchanges are the net 
manifestation of a plethora of simultaneously occurring subgrid scale (i.e., 
relative to mesh size) transfer processes that vary spatially in response to 
local surface properties and atmospheric forcing conditions (Albertson & 
Parlange, 1999; Chen & Zhang, 2009; Diremeyer et al., 2006; Kato et al., 
2007; Koster et al., 2009; Rodriguez‐Iturbe et al., 2001).

A significant portion of research investigating impacts of atmospheric and 
strength of soil‐atmosphere coupling on the subsurface or atmospheric state 
is conducted numerically (e.g., Davarzani et al., 2014; Entekhabi et al., 2010;
Fetzer et al., 2016; Knist et al., 2016; Mosthaf et al., 2011; Santanello et al., 
2009). This is due in part to the fact that the generation of high‐resolution 
data sets needed to explore such coupling experimentally or validate model 
theory is difficult, if not at times impossible, to obtain in small laboratory 
column apparatuses or in the field setting which are constrained by issues 
related to scale, system control (e.g., soil property and climate variability), 
and cost (i.e., monetary, time) (Betts et al., 2015; Ferguson et al., 2012; 
Trautz, Illangasekare, Rodriguez‐Iturbe, Heck, & Helmig, 2017; Western et 
al., 2004). Many of these issues are now being overcome with the 
development of specialized laboratory systems such as the Center for 
Experimental Study of Subsurface Processes wind tunnel‐porous media test 
facility (e.g., Trautz, Illangasekare, & Rodriguez‐Iturbe, 2017; Trautz et al., 
2018; Trautz, Illangasekare, Rodriguez‐Iturbe, Heck, & Helmig, 2017) and 
refinement of remote sensing (e.g., satellite, eddy‐covariance) techniques 
(e.g., Ferguson et al., 2012; Hirschi et al., 2014; Hohenegger et al., 2009; 
Trigo et al., 2015). As more high‐resolution data sets become readily 
available, new questions regarding model data assimilation will continue to 
emerge—for example, how much data are needed to test, refine, and drive 
numerical heat and mass transfer models across a wide range of 
spatiotemporal scales.

This study explores the sensitivity of a continuum‐scale heat and mass 
transfer porous media model to the longitudinal spatial‐discretization length‐
scales over which near‐surface atmospheric forcing boundary condition data 
(i.e., air temperature, relative humidity, airflow) responsible for driving bare‐
soil evaporation are applied. This work was prompted by the recent findings 



of Trautz et al. (2018) who observed longitudinal variations in the subsurface
state in response to atmospheric feedback; one of the primary objectives of 
this work is to therefore determine the requisite spatial‐resolution of 
atmospheric forcing measurements that actually need to be collected for 
different edaphic scenarios to adequately reproduce such evaporative water 
losses and soil moisture/temperature distributions with such a model. While 
it is not the intention, nor is there any theoretical foundation provided to 
directly extrapolate this work to the field scale, it is the belief of authors that 
the findings presented herein will have practical value in helping to inform 
future experimental data collection strategies and model data assimilation 
across multiple scales. The atmospheric data used to force the model (i.e., 
drive fluxes) in the present study were taken from a series of four high‐
resolution, large‐scale (7.15 m) bare‐soil evaporation data sets of Trautz et 
al. (2018) that were conducted in an experimental laboratory system 
consisting of a low‐wind speed, climate‐controlled micrometeorological wind 
tunnel interfaced with a soil tank. For each experimental scenario tested, a 
series of four simulations were run in which the atmospheric forcing data 
were averaged over different spatial‐discretization length‐scales and applied 
to the top boundary (i.e., soil surface) of the model. The model's sensitivity 
to the forcing data input spatial‐resolution is assessed herein through a 
detailed intercomparison of simulation results and experimental 
measurements in the context of evaporative water loss, soil moisture 
distributions, and soil temperature distributions.

2 Numerical Experiments

In this section, the formulation of the numerical heat and mass transfer 
model is described, and the numerical experiments conducted for the 
present study presented. These two discourses are preceded however by a 
brief overview of bare‐soil evaporation dynamics to provide the reader 
unfamiliar with this phenomenon needed insight for interpreting simulation 
results.

2.1 Bare‐Soil Evaporation Overview

Bare‐soil evaporation is a complex, multiscale, multiphase phenomenon 
involving both phase change (i.e., volatilization of liquid water) and water 
vapor transport (Philip & de Vries, 1957;van Brakel, 1980; Or et al., 2013). 
Phase change is driven by the chemical potential gradient existing between 
the liquid water phase and water vapor in the gas phase within a partially 
saturated pore space (Marek & Straub, 2001). At the macroscopic or REV 
scale, the process of evaporation is described as occurring in stages 
identifiable by the magnitude of the measured flux and dominant transport 
mechanisms (van van Brakel, 1980; Yiotis et al., 2006).

Stage I evaporation, or the constant‐rate period, occurs in saturated or 
nearly saturated soils and is characterized by high, relatively constant fluxes 
driven primarily by local atmospheric demand (Hide, 1954). Stage I 
evaporation rates that decrease over time are usually characteristic of poorly



graded soils such as sands (Shahraeeni et al., 2012). The liquid water 
supporting the high evaporative fluxes is supplied via capillary flow to the 
soil surface from a retreating drying front within the soil body (Yiotis et al., 
2004). Stage I evaporation will continue until the depth of this drying front 
surpasses the characteristic length of the soil, or the maximum depth over 
which liquid water is transported predominately by capillary action to the soil
surface (Lehmann et al., 2008); beyond this point, the capillary force is 
exceeded by the combination of viscous and gravitational forces that act in 
the opposite direction (i.e., downward). As the soil continues to dry, it 
transitions to the falling rate period or Stage II evaporation in which the 
evaporative fluxes decline and become controlled primarily by the soil 
properties rather than the atmosphere (Shokri & Or, 2011). The evaporation 
rate decreases as a result of water transport becoming vapor diffusion‐
dominated and the rate of phase change being suppressed by the vapor 
lowering associated with increased capillary pressures (Ho, 2006; Yiotis et 
al., 2007).

2.2 Mathematical Model Formulation

A continuum‐scale, multiphase, multicompositional, nonisothermal, 
nonequilibrium phase change, two‐dimensional, porous media model was 
developed to simulate shallow subsurface heat and mass transfer dynamics. 
A mobile two‐phase system composed of two compressible Newtonian fluids,
liquid water (subscript l) and gas (subscript g) that exists in a rigid 
nondeformable porous medium (subscript s) is considered. The gas phase is 
treated as an idealized, homogenous binary mixture of air (composed of 
standard atmospheric constituents) and water vapor. Air is assumed to be 
immiscible in water (i.e., at equilibrium), so its compositional transport in the
liquid water phase is not simulated.

2.2.1 Mass and Momentum Balance (Mass Transfer)

A mass balance for the liquid water and gas phases are expressed in terms 
of Darcy's law (Bear, 1972):

(1a)

(1b)

where ϕ (m3/m3) is the soil porosity, K (m2) is the soil intrinsic permeability 
tensor, g (=9.82 m/s2) is the gravity vector, z (m) is the height, and t (s) is 
the time. The variable qlv (kg·m−3·s−1) is a source/sink term representing 
phase change (i.e., water volatilization, condensation); ρl is the temperature‐
and pressure‐dependent density of liquid water (Kell, 1975); ρg (kg/m3) is the 
temperature‐, pressure‐, and vapor concentration‐dependent density of 
moist air (Davis, 1992); μl and μg (Pa/s) are the dynamic viscosities of the two
phases (Poling et al., 2001); krl and krg (dimensionless) are the phase relative 



permeabilities; and Sl and Sg (dimensionless) are the phase saturations. The 
liquid water and gas phase pressures which are related to each other 
through pc (Pa), the soil capillary pressure (pc = pg – pl). Note that as phase 
velocities in unsaturated soils are often slow (i.e., Re ≪ 1), dispersion was 
neglected in equations 1a and 1b (Shokri et al., 2008).

The liquid water saturation is related to capillary pressure via the water 
retention curve and can be mathematically described using one of many 
existing models. Given the importance of the hygroscopic soil moisture state 
in the shallow subsurface and the failure of classical water‐retention models 
to capture conditions at low saturations, the Fayer and Simmons (1995) 
extension of the van Genuchten (1980) model is applied herein:

(2)

where Se (dimensionless) is the effective saturation, Slr (dimensionless) is the
residual liquid phase saturation, S* is the liquid phase saturation measured at
pc = 1 Pa, χ (dimensionless) accounts for the adsorption of the liquid phase 
to the soil grains, and α (m−1) and n (dimensionless) are the van Genuchten 
parameters—the value of these latter two variables are determined from 
experimental column studies (Sakaki & Illangasekare, 2007). The gas phase 
saturation is by definition, expressed as Sg = 1 – Sl. The relative permeability 
of the liquid and gas phases present in equations 1a and 1b are expressed as
a function of the effective soil saturation (equation 2) using the van 
Genuchten‐Mualem model (Mualem, 1976; van Genuchten, 1980).

Water vapor is an essential component of the gas phase in the unsaturated 
zone of the porous media model. Assuming that water vapor transport occurs
via both convection with the bulk gas phase and diffusion along vapor 
gradients, the mass balance for the vapor component of the gas phase can 
be written as

(3)

where wv (dimensionless) is a model primary unknown identified as the mass
fraction of water vapor in the gas phase (i.e., ρv/ρg) in which ρv (kg/m3) is the 
vapor density. The variable Dv

* (m2/s) is the effective vapor diffusion 
coefficient defined as the product of the diffusion coefficient of water vapor 
in air (Dv ≈ 2.5 × 10−5 m2/s) and soil tortuosity (Millington & Quirk, 1961).

In traditional heat and mass transfer evaporative modeling, phase change 
(i.e., water volatilization and condensation) is often assumed to occur 
instantaneously, or that the system is always at equilibrium with respect to 
the vapor density (e.g., Campbell, 1985; Philip & de Vries, 1957; Whitaker, 



1977). Experimental evidence (e.g., Bénet & Jouanna, 1982; Chammari et al.,
2003; Ruiz & Bénet, 2001) has shown that this assumption may not be valid 
when soils are in a hygroscopic moisture state; a finite time is required to 
volatilize water as the phase change is limited by the high binding energy of 
the water absorbed to soil grains (Lozano et al., 2008; Ouedraogo et al., 
2013). Nonequilibrium phase change, qlv, can be described using one of 
several existing formulations. In this work, qlv is defined according to a 
temperature‐ and soil water saturation‐dependent formulation derived from 
the kinetic theory of gases (Zhang & Datta, 2004):

(4)

where b (s/m2) is a constant of proportionality, R (Pa·m3·K−1·mol−1) is the 
universal gas constant, T (K) is the temperature, and Ml (kg/mol) is the 
molecular weight of water. For more information regarding nonequilibrium 
phase change, including the use of equation 4, the reader is referred to 
Trautz et al. (2015). The term ρveq (kg/m3) represents the equilibrium vapor 
density expressed per Kelvin's equation:

(5)

where ρvs (kg/m3) is the saturated vapor density estimated by the Antoine 
equation (Speight, 2005).

2.2.2 Energy Balance (Heat Transfer)

In general, heat transfer occurs within the soil by convective, conductive, 
and latent heat (due to phase change) mechanisms. Assuming local thermal 
equilibrium between phases (i.e., Tl = Tg = Ts = T), the energy balance of the
system is written as (Whitaker, 1977)

(6)

and solved for the temperature, another model primary unknown. The terms 
(ρcp)s, (ρcp)l, and (ρcp)g (J·kg−1·K−1) denote the phase heat capacities, L (≈2.45
× 106 J/kg) is the latent heat of vaporization of water, and Qs (W/m3) is the 
system heat loss/gains defined in terms of Newton's law of cooling. Given 
existing knowledge of the thermal properties and the experimental exterior 
tank temperatures, the associated heat loss coefficient was estimated using 
the average dimensionless Nusselt number. The term (ρcp)* corresponds to 
the effective heat capacity of the system defined here as summation of the 
individual phase heat capacities:

(7)



The effective thermal conductivity, λ* (W·m−1·K−1), is calculated using the 
Campbell et al. (1994) model that accounts for both phase saturation and 
temperature in a weighted summation:

(8)

where λs, λl, and λg (W·m−1·K−1) are the phase thermal conductivities and ωs, 
ωl, and ωg (dimensionless) are the weighting factors calculated according to 
Campbell et al. (1994).

2.2.3 Initial and Boundary Conditions

The soil tank used in Trautz et al. (2018) is represented by a two‐dimensional
model domain with identical depth and length. Following those physical 
experiments, at the start of each simulation, the water pressure is described 
as being hydrostatically distributed (i.e., pl = ρlgz) and the soil fully saturated
(Sl = 1). A total gas pressure equal to that of the atmospheric barometric 
pressure of Golden, Colorado (elevation 1,730 m) is assigned for the gas 
phase. An initial vapor concentration of zero is assigned to the entire model 
domain as the soil was fully saturated (i.e., Sg = 0). The initial soil 
temperature was set to the value measured at the start of each 
experimental scenario. Neumann boundary conditions, specifically zero heat 
and mass fluxes, are specified on the sides and bottom of the model domain 
for all phases and components. A zero‐mass flux (i.e., no flow) condition is 
also assigned to the top of the model domain for the liquid water phase. The 
gas pressure is set equal to the atmospheric pressure at this location as well.

The water vapor flux, or evaporative flux E (kg·m−2·s−1), is specified by a 
resistance‐based approach expressed in a formulation analogous to Ohm's 
law:

(9)

where RH(t) (dimensionless) is the time‐dependent experimentally measured
relative humidity and rbl (s/m) is the boundary layer resistance. Note that a 
soil resistance term is not applied in this model so that the effects of the 
atmospheric resistance could be better explored. Given the design and scale 
of the experiments of Trautz et al. (2018) and goals of the present study, rbl 
is specifically not defined in terms of aerodynamic resistance formulations 
traditionally applied in field‐scale studies (e.g., Bittelli et al., 2008; Thom, 
1972; van de Griend & Owe, 1994; Villagarcía et al., 2007; Zeng et al., 2011) 
but instead in terms of a scale‐appropriate vapor diffusion‐based formulation
modeled after Schlünder (1988) and Haghighi and Or (2013):

(10)

where Dv is the diffusion coefficient of water vapor in air and P (m) is the 
average soil pore size ( ), where d (m) is the grain diameter 



(Hamamoto et al., 2016). Parameter δ (m) in equation 10 denotes the 
viscous sublayer thickness, or the near‐surface region of the aboveground 
atmospheric turbulent boundary layer in which momentum transfer is 
dominated by viscous forces (Schlichting & Gersten, 2017); this value can be
estimated from experimental data (e.g., Cebeci & Smith, 1974; Pope, 2000) 
or surface renewal theory (e.g., Komori et al., 1989; Meek & Baer, 1970). A 
discussion of the determination of this variable from the data sets of Trautz 
et al. (2018) can be found in section 3.1. The term f (θsurf) is a surface 
wetness‐dependent function expressed as (Haghighi & Or, 2013; Schlünder, 
1988)

(11)

The thermal boundary condition along the top of the model domain is 
specified in terms of a sensible heat flux H (W/m2) expressed as

(12)

where T (K) is the surface temperature calculated by the model and Ta (K) is 
the time‐dependent air temperature measured immediately outside of the 
viscous sublayer. As experimental studies have shown that temperature 
gradients are linear across the viscous sublayer (Gaikovich, 2000), and in 
keeping with the approach used to define the evaporative flux, the heat 
transfer coefficient h (W·m−2·K−1) in equation 12 is formulated as

(13)

where λa (≈0.024 W·m−1·K−1) is the thermal conductivity of air and δ (m) is 
the experimentally measured viscous sublayer thickness.

2.2.4 Numerical Methods

The numerical solution of the coupled partial differential equations 
(equations 1a, 1b, 3, and 6) for the different scenarios described in section 
2.3 was obtained with the commercial software, COMSOL Multiphysics 
environment. The Galerkin finite element method with a quadratic spatial‐
discretization scheme for Lagrange triangular elements was employed. The 
built‐in PARDISO direct solver based on LU decomposition was employed to 
solve the system matrix. This solver is fully coupled in that it operates on the
full Jacobian matrix and includes the couplings between all of the unknown 
variables. PARDISO was selected over other available solvers for its ability to 
handle large, sparse, nonsymmetric linear systems of equations and its 
ability to store the solution out‐of‐core, reducing computational memory 
requirements. Time was advanced using the implicit backward Euler method 
with an adaptive time‐stepping scheme relying on a damped Newton solver 
to aid in convergence of this highly nonlinear problem. The triangular mesh 
composed of nominally 5‐mm edge lengths (refined locally at the soil surface
to 0.5–1 mm, depending on experimental scenario) was determined through 



a mesh convergence analysis that focused on solution stability and overall 
effect of mesh size on the calculated evaporative water losses; the mesh was
continuously refined until changes in water loss no longer exceeded an 
arbitrary determined threshold of 10−6 kg. The model was calibrated a priori 
using training data sets generated by Trautz (2015) in the same 
experimental system as Trautz et al. (2018) and soil properties (e.g., van 
Genuchten parameters) measured in small, effectively one‐dimensional 
column drainage experiments. After this initial calibration, no additional 
fitting was performed during the numerical simulations.

2.3 Numerical Experiments

The numerical experiments outlined below explore the sensitivity of the 
porous media heat and mass transfer model described in the preceding 
section to the spatial‐discretization length‐scales over which atmospheric 
forcing data are averaged and provided as inputs. The design of the 
numerical experiments was based on the traditional adage that the provision
of more information to a model will improve the accuracy and realism of 
simulation results. In the context of the present study, one can therefore 
hypothesize that shorter atmospheric forcing spatial‐discretization length‐
scales will better capture the local soil‐atmosphere feedback affecting the 
subsurface state. The question that must be asked pertains to the spatial 
resolution, or amount of forcing data (i.e., spatial resolution), that needs to 
be provided to the model to adequately capture evaporative water losses 
and the spatial distributions of soil moisture and temperature—these findings
can in turn be used to inform future experimental data collection strategies. 
Borrowing from Albertson and Parlange (1999) who investigated the impact 
of horizontal surface roughness variability on land‐atmosphere momentum 
exchanges and feedback, “to begin to develop a general answer to [such] 
questions demands a vast amount of information describing surface fluxes 
distributed in space and time over the study area and the dynamics of 
interaction between the surface and the atmospheric motions.” The present 
study addresses this particular issue by using the large‐scale (7.15 m long), 
high‐resolution bare‐soil evaporation experimental data sets generated by 
Trautz et al. (2018) under carefully prescribed climatic and edaphic 
conditions in a low‐wind speed, climate‐controlled micrometeorological wind 
tunnel coupled to a soil tank at the Center for Experimental Study of 
Subsurface Environmental Processes in Golden, Colorado.

Following the work of Trautz et al. (2018), a series of four scenarios are 
considered herein (Figure 1). These scenarios, hereon denoted EX‐1 through 
EX‐4, are distinguishable in terms of the applied soil packing configuration 
and surface roughness; wind speed, air temperature, and relative humidity 
were held constant among the scenarios at values of 0.8 m/s, 23.8 °C, and 
22%, respectively. The edaphic conditions were varied to induce different 
soil‐atmosphere coupling scenarios in which different aboveground and 
belowground flow and transport phenomena would dominate (Trautz et al., 
2018). In this study, Scenario EX‐1 consists of a flat homogeneous packing 



configuration, EX‐2 consists of a flat heterogeneous packing configuration, 
EX‐3 consists of an undulating homogeneous packing configuration, and EX‐4
consists of an undulating heterogeneous packing configuration.

A model domain with dimensions and soil properties identical to those used 
in Trautz et al. (2018) was created for each experimental scenario (Figure 1).
Note that the soil tank used in the experiments of Trautz et al. (2018) had 
physical dimensions of l × d × w:7.15 × 1.1 × 0.11 m. The homogeneous 
packing configurations of EX‐1 and EX‐3 were composed of a coarse‐textured
sand (Granusil #30) while the heterogeneous packing configurations in EX‐2 
and EX‐4 were composed of alternating layers of coarse‐ (Granusil #30) and 
fine‐textured sand (Accusand #50/70; see Figure 1). A summary of the key 
physical, hydraulic, and thermal properties of these sands assigned to the 
model are provided in Table 1. Surface roughness was defined in the 
scenarios as either being flat (EX‐1 and EX‐2) or in the case of EX‐3 and EX‐4,
a series of five trapezoidal undulations (Figure 1).



Prior to the start of the experiments, the top boundary of the model domain 
(i.e., the soil surface) was divided into smaller intervals (not to be confused 
with the models mesh created afterward) over which atmospheric forcing 
data would be applied (see Figure 1). The total number of intervals defined 
along this boundary was based on the number atmospheric velocity and 
relative humidity/temperature profiles measured by Trautz et al. (2018); the 
locations of these intervals were centered around the physical 
measurements. The numerical experiments of the present study were 
designed as a series of four simulations (denoted S1, S2, S3, and S4) that 
were run for each edaphic scenario. In each simulation of a given scenario, 
the associated atmospheric forcing data set was divided into a different 
number of “longitudinal (streamwise) averaging intervals” as depicted in 
Figure 1 and summarized in Table 2. The atmospheric measurements located
within a defined interval were averaged together and provided as the forcing
input to all corresponding boundary intervals (Figure 1); note that a weighted
mean was calculated in order to account for the spacing distance between 
the measurements in an input interval. The use of averaged values, rather 
than a randomly selected measurement within a spatial‐discretization length 
interval, was designed to help reduce any temporal climate control variability
(±3% relative humidity, ±1 °C temperature) associated with the wind tunnel 
that could bias a single data point taken within the 6‐ to 8‐hr experimental 
measurement window (Trautz et al., 2018). The definition of a different 
number of input intervals in each simulation created different spatial‐
discretization length‐scales that were used to force the model (Table 2). As 
depicted in Table 2, the spatial‐discretization length‐scales over which the 
atmospheric forcing data were averaged decreased from simulation S1 (7.15 
m) to simulation S4 (0.059–0.153 m). This sequential reduction in the spatial‐
discretization length‐scale was designed to specifically allow the hypothesis 
introduced above to be tested. When rephrased here in the context of these 
experiments, one can posit that if the model is sensitive to spatial variations 
in atmospheric conditions, the accuracy and realism of simulations should 
improve as spatial‐discretization length‐scales are reduced from simulation 
S1 to S4.



3 Results and Discussion

In this section the spatiotemporal variability of the measured atmospheric 
forcing data of Trautz et al. (2018) are discussed for the four experimental 
scenarios. This is followed by a detailed discourse focused on the impacts of 
the spatial‐discretization length‐scale over which atmospheric data are 
averaged and provided to force the model; results are analyzed in the 
context of mass transfer (i.e., soil moisture redistribution and cumulative 
evaporative water loss) and heat transfer (i.e., soil temperature distribution).

3.1 Model Inputs

Wind velocity and relative humidity/air temperature (RHT) profiles were 
measured by Trautz et al. (2018) in the wind tunnel test section along the 
7.15‐m length of the soil tank between the heights of 0.5 and 40 cm using 
laser Doppler velocimetry and a custom‐made relative humidity/temperature
sensor. These measurements resulted in the generation of data sets 
consisting 400 to 700 individual point measurements per atmospheric 
variable; the total number of measurements varied between experiments in 
response to the complexity of the applied packing configuration and surface 
roughness. As will be demonstrated below, out of all these available 
measurements, only those closest to the soil surface were used; all spatial 
averaging was therefore conducted solely in the longitudinal direction. Given
the large size of these data sets, extensive postprocessing was required with
respect to determining the thickness of the viscous sublayer and selecting 
appropriate air temperature and relative humidity data points to be provided
to the model.

The thickness of the viscous sublayer that forms above a surface in the 
presence of airflow varies from location to location in response to local 
changes in velocity and turbulence (Pope, 2000). The thickness of the 
viscous sublayer was estimated along the length of the soil tank using near‐
surface velocity profile measurements (e.g., Figure 2a) and the self‐similar 
logarithmic law of the wall for turbulent flow (Schlichting & Gersten, 2017). 
According to the law of the wall, the viscous sublayer is defined as the region
of a turbulent boundary layer that is located below 5 dimensionless wall 
coordinate units:

(14)



where z (m) is the height and ν (m2/s) is the kinematic viscosity. The term u* 
(m/s) is the friction or shear velocity expressed as (Pope, 2000)

(15)

where τw (Pa) is the local fluid wall stress calculated according to

(16)

Combining and rearranging equations 14–16 and setting z+ = 5 yields an 
estimated local viscous sublayer thickness δ (m), of

(17)



Velocity measurements could not be taken at distances less than 5 mm 
above the soil surface as a result of laser system and wind tunnel test‐
section physical limitations. The velocity gradient present in equation 17 was
therefore determined extrapolating the measured profile to the soil surface 
(see the red line in Figure 2a).

Figure 3 displays the final viscous sublayer thickness estimated along the 
length of the soil tank for the four experimental scenarios of Trautz et al. 
(2018). Parameter δ showed the greatest stability in the case of the flat soil 
surface experimental scenarios (i.e., EX‐1 and EX‐2), deviating by less than 
0.2 mm from the mean value of 2.3 mm along the entire length of the soil 
tank. Significant variations in δ could be observed in EX‐3 and EX‐4 in which 
the surface undulations were present however. In these experiments, the 
thickness of the viscous sublayer was close to that observed in EX‐1 and EX‐
2 upstream of the surface undulations. As the flow encountered the surface 
undulations, the local fluid dynamics changed leading to significant 
variations in the viscous sublayer thickness. Parameter δ increased above 
the upstream face of the first undulation as the flow accelerated and moved 
vertically away from the soil surface (see Figure 4; Trautz et al., 2018). This 
flow acceleration, a phenomenon referred to as speed‐up (e.g., Jackson & 
Hunt, 1975), was also responsible for the viscous sublayer thinning observed 
at the crest of each undulation. The thickening and thinning of the viscous 
sublayer above the downstream and upstream faces of the subsequent 
undulations were, respectively, caused by flow separation and reattachment 
(Haghighi & Or, 2015a; McInnes et al., 1994; Trautz et al., 2018).



In addition to being used directly in the model boundary condition 
formulation (equations 10 and 13), the thickness of the viscous sublayer was 
critical to the selection of the relative humidity and temperature inputs. This 
selection process simply involved identifying the RHT measurement data 
point made at the height closest to δ within a given profile (Figures 2b and 
2c) to best represent conditions immediately outside the viscous sublayer. 
Figure 4 presents the spatial distribution of relative humidity and air 
temperature measured outside of the viscous sublayer on days 1, 7, and 14 
of the four experiments over a 6‐ to 8‐hr time period (Trautz et al., 2018). 
Each measurement data set was applied as a constant forcing input for the 
week between available measurements. The results show that each 
experiment displayed the same general temporal behavior—a decrease in 
average relative humidity and an increase in average air temperature with 
time. These trends corresponded to the associated reduction in evaporation 
rates as the soil transitioned from Stage I to Stage II evaporation.

Inspection of Figure 4 reveals that at early times, day 1 in particular, 
quantifiable macroscopic trends in relative humidity and air temperature that
may impact the simulated soil moisture and temperature distribution could 
be observed. The macroscopic spatial variability or longitudinal trends in the 
RHT measurements (Figure 4) can be interpreted in terms of airflow and the 
applied edaphic conditions. In the case of the two flat soil surface 
experiments (i.e., EX‐1 and EX‐2), a unique airflow‐dependent 
micrometeorological phenomenon referred to as the fetch effect (i.e., an 
occurrence of larger upstream evaporation than downstream as a result of 
elevated relative humidity and lower air temperatures with distance 
downstream) contributed to the elevated relative humidity values measured 
above the downstream portion of the soil tank (Castellví, 2012; Horst & Weil, 
1994); air temperature did not display the same longitudinal spatial 
sensitivity.



The surface undulations present in EX‐3 and EX‐4 also had a visible impact 
on the near‐surface RHT spatial distributions (Figure 4). The highest relative 
humidity values and coolest temperatures were observed in the troughs 
between the surface undulations; the driest and warmest conditions were 
subsequently measured above the crests of the surface undulations. These 
trends can be explained in terms of a combination of local differences in the 
airflow dynamics (flow recirculation versus speed‐up) and evaporation 
behavior (Stage I versus Stage II evaporation) that result from the presence 
of the surface undulations (Veihmeyer, 1938; McInnes et al., 1994; Wagner 
et al., 2011); the reader is referred to Trautz et al. (2018) for a detailed 
discussion.

3.2 Mass Transfer

Soil moisture distributions measured and simulated on day 3 are presented 
in Figure 5 for the four experimental scenarios tested. The reader is referred 
to Trautz et al. (2018) for a detailed analysis of the experimental results in 
the context of mass transfer. Given the complimentary nature of this work to
that of to Trautz et al. (2018), focus is given herein to the analysis of day 3 
soil moisture distributions that are furthermore representative of Stage I 
evaporation which as discussed earlier, is primarily influenced by 
atmospheric conditions (i.e., wind speed, air temperature, relative humidity, 
solar radiation). One can therefore expect that the model should show the 
greatest sensitivity to the applied atmospheric forcing data at this time. Note
that analysis of the results is furthermore constrained to the downstream 
3.6‐m extent of the soil tank/model domain where the edaphic features were 
created, and greatest number of atmospheric measurements were taken.



Soil moisture measured during EX‐1 within the top 5 cm of the soil varied by 
a maximum of 0.05 m3/m3 along the 3.5‐m downstream extent of the soil 
tank as shown in Figure 5. This correlates well with the observed increase in 
relative humidity over the same distance (see Figure 4), suggesting that the 
atmospheric feedback associated with the fetch effect (i.e., 10% difference in
upstream and downstream relative humidity) are sufficiently strong so as to 
impact the shallow soil moisture dynamics during Stage I evaporation. The 
simulation result for EX‐1 does show this trend, albeit to a considerably 
smaller degree. Soil moisture simulated at a depth of 2.5 cm showed a 
longitudinal variation of less than 0.3% among the four simulations over the 
3.5‐m downstream extent of the model domain; the evaporative fluxes 
similarly varied by less than 5 × 10−4 kg·m−2·s−1 over this same distance. This
lack of sensitivity to local changes in the atmospheric demand associated 
with the applied spatial discretization length‐scale, resulted in a drying depth
consistent with that observed experimentally but an overprediction of the 
rate or, total amount of soil drying occurring within the first three days of the
experiment.

The soil moisture distributions for the flat heterogeneous soil experimental 
scenario (EX‐2) again demonstrate little sensitivity to the applied spatial‐
discretization length‐scale. Soil moisture varied horizontally by less than 
0.3% at a depth of 2.5 cm within a given sand layer. The longitudinal 
variability in soil moisture depicted between the different soil layers in EX‐2 
can be attributed to differences in soil properties and drying rates. The lack 
of sensitivity to applied forcing data may be attributed in part to the 
presence of a secondary co‐occurring and dominant transport phenomenon 
referred to as capillary pumping. This phenomenon transported soil water 
from the hydraulically connected coarse‐textured soil layers to the fine‐
textured‐soil layers as a result of a capillary head gradient (Lehmann & Or, 
2009; Yiotis et al., 2001).

The surface undulations of EX‐3 and EX‐4 created unique soil moisture 
patterns (Figure 5) because the surface undulations provided greater 
resistance to water vapor transport by increasing the average effective water
vapor diffusion pathway length and creating local differences in the 
microclimate (Holmes et al., 1960; Willis & Bond, 1971). As discussed in 
Trautz et al. (2018), these surface undulations affect the vapor transport in a
similar manner to that of vapor barriers or mulch layers. The simulation 
results depicted in Figure 5 for these two experimental scenarios also 
displayed elevated soil moisture (~0.07 m3/m3) near the base of the surface 
undulations, something that could not be captured by the low‐resolution 
sensor networks employed in Trautz et al. (2018).

Although it difficult to discern from inspecting Figure 5, the simulated near‐
surface soil moisture was significantly more sensitive to the spatial‐
discretization length‐scale of the atmospheric forcing data when the soil 
surface undulations were present (EX‐3 and EX‐4). Table 3 shows that as in 
the case of the flat soil surface experiments, there is very little longitudinal 



spatial variability within the top 2.5 cm of the soil. The model displays 
hydrostatic drying behavior and fails to capture the ~2–3% local variability 
observed experimentally beneath the series of undulations. Average soil 
moisture was observed to decrease as the spatial resolution of the 
atmospheric forcing data points were increased from simulations S1–2 to 
simulations S3–4 and the impact of the spatial averaging of the forcing data 
became less pronounced. This decrease corresponded directly to a larger 
number of boundary “averaging intervals” being provided input values 
consisting of smaller δ values and higher atmospheric demand (i.e., lower 
relative humidity, higher temperature); the thinner local viscous sublayer 
thicknesses reduced the boundary layer resistance (equation 10) and the 
higher atmospheric demand increased the vapor density and thermal 
gradients (equations 9 and 12).

These findings suggest that as the scale of the surface roughness increases, 
as in the case of EX‐1 and EX‐3, the effects on the local microclimate become
more pronounced and important—justifying the use of smaller discretization 
length‐scales. Despite significant local differences in forcing conditions 
(Figures 3 and 4), the values displayed in Table 3 show that the soil moisture
distribution was not sensitive to the applied spatial‐discretization length‐
scale. As shown in Figure 6 which presents time‐dependent cumulative water
losses measured and simulated for the four experimental scenarios however,
there is a discernable and quantifiable effect on the drying behavior (i.e., 
evaporative cumulative water loss). Cumulative water loss was determined 
through a two‐dimensional integration of the soil moisture data across the 
model domain at each model output time step:

(18)



where w (m) is the width of the soil tank in Trautz et al. (2018), ρl (kg/m3) is 
the density of water, ϕ (m3/m3) is the soil porosity, and θl (=Slϕ; m3/m3) is the
water content. The surface undulations were excluded from the calculations 
in EX‐3 and EX‐4 as soil moisture could not be measured at sufficiently high 
resolutions in Trautz et al. (2018) to perform accurate mass balances.

Visual inspection of Figure 6 demonstrates that the model is able to capture 
both the behavior (i.e., shape) and magnitude of cumulative evaporative 
water losses with great accuracy—confirmed statistically in Table 4. As in the
case of soil moisture, the model showed little sensitivity to the applied 
spatial‐discretization length‐scale of the forcing data in terms of impacts on 
cumulative evaporative water loss in the two flat soil scenarios. Comparison 
of the measured and simulated water loss curves reveals that the model's 
failure to capture the asymmetric drying patterns induced by the fetch effect
in EX‐1 and capillary pumping in EX‐2 had little meaningful impact. The 
cumulative evaporative water loss curves for the two undulating soil surface 
experiments (Figure 6) on the other hand do show sensitivity to the applied 
forcing data spatial‐discretization length‐scale. The best prediction of the 
experimentally measured water loss curves occurred in the case of 
simulation S4 in which the greatest number of atmospheric forcing data 
points. Simulation S2 provided the worst fit of the experimental water loss 



curves, underestimating the final water losses in EX‐3 and EX‐4 by 0.8 and 
0.6 kg, respectively. This poor fit is not entirely unexpected as simulation S2 
applied atmospheric forcing data with a 1 °C cooler averaged air 
temperature, 12–15% higher averaged relative humidity, and 2–3‐mm 
thicker averaged viscous sublayer over the majority of the surface boundary 
intervals than any of other three simulations.

3.3 Heat Transfer

Figure 7 depicts soil temperature distributions measured and simulated on 
day 3 of the four experimental scenarios described above; day 3 is again 
chosen for analysis as conditions are representative of atmospheric demand‐
controlled Stage I evaporation. Figure 7 shows that the simulations are able 
to capture the experimentally measured trends in soil temperature; however,
the temperature was consistently overestimated within the first 5 cm and the
total depth to which the atmospheric feedback signal propagated 
underestimated. Temperature increased with depth in the physical 
experiments and simulations as the soil's ability to store heat and resist 
changes in temperature (i.e., effective volumetric heat capacity) as a result 
of increases in soil moisture—increasing nonlinearly with water content 
(Berge, 1990; Prunty & Horton, 1994). The coolest temperatures were 
observed closest to the soil surface where in the first several centimeters, 
the temperature was suppressed by evaporative cooling (Monteith, 1981; 
Yiotis et al., 2007) and convective cooling (Haghighi & Or, 2015b; Hanks et 
al., 1967).



Unlike soil moisture, horizontal variations in simulated soil temperature could
be observed along the length of the model domain in all four experimental 
scenarios. In the case of experiment EX‐1, simulations S3 and S4 showed 
cyclical patterning air temperature distribution shown in Figure 4; the coolest
soil temperatures were observed beneath the boundary intervals in which 
the coolest air temperature data were applied. Variations in soil temperature 
were also visible in the flat heterogeneous soil experiment (EX‐2) 
simulations, constrained in this case to the individual soil layers with the 
coolest temperatures penetrating to the greatest depths in the fine‐textured 
fully saturated layers (Figure 7). The failure of the model to capture the same
degree of cooling in the first 5 cm can be attributed primarily to the heat 
transfer physics included in the applied thermal boundary condition 
parameterization—the model currently only accounts for heat diffusion 
across the viscous sublayer (i.e., sensible heat flux component).

Unique soil temperature distributions which followed the shape of the surface
undulations could be observed in EX‐3 and EX‐4. The coolest temperatures 
were observed upstream and downstream of the surface undulations; the 
surface undulations dampened the effect of the atmospheric temperature on 
the main soil body. In the immediate vicinity of the surface undulations, the 
coolest temperatures were locally observed beneath the troughs where the 
cooler air temperature forcing data were directly applied. As in the case of 
soil moisture, the model's ability to capture trends that could not be 
measured by Trautz et al. (2018) within the surface undulations could be 
discerned. The surface undulations displayed a uniform soil temperature in 
simulation S1 where a single air temperature value was applied across the 



top boundary of the model. As the resolution of the input files increased (i.e.,
spatial‐discretization length‐scale decreased), greater soil temperature 
variability was observed within the surface undulations. In simulations S3 
and S4, the coolest temperatures were observed along the downstream face 
of the undulations where the lowest air temperatures were applied.

4 Discussion and Outlook

In this study, the sensitivity of a REV‐scale coupled heat and mass transfer 
porous media model to the spatial‐discretization length‐scale of applied 
atmospheric forcing data was tested. As discussed earlier, this work was 
inspired by observed horizontal variations in the near‐surface soil moisture 
and soil temperature distributions observed by Trautz et al. (2018) in a series
of wind tunnel experiments. One of the primary objectives of this 
investigation was to use these findings to explore the resolution of the 
atmospheric data (e.g., air temperature, relative humidity, wind speed) that 
needs to be collected and provided to force a model (at a 1–10‐m length‐
scale) to accurately simulate water loss and soil moisture/temperature 
patterns in initially saturated sandy soils exposed to strictly drying 
conditions. Being able to adequately capture subsurface soil moisture and 
temperature dynamics with a minimal amount of forcing data or large 
spatial‐discretization length‐scales is desirable from both an experimental 
and computational stand point; high‐resolution data sets are costly from a 
monetary and time stand point to generate, take significantly longer to 
postprocess, and can be more computationally intensive to use.

The simulated soil moisture distributions for the four experimental scenarios 
in this study consistently showed little to no sensitivity to the spatial‐
discretization length‐scale of the atmospheric forcing data used to force the 
model. The corresponding longitudinal variability in the observed 
atmospheric forcing conditions (Figures 3 and 4) were not strong enough to 
produce the same effect as those observed in Trautz et al. (2018) in the 
simulated local soil moisture distributions; a slight impact on the soil 
temperature (Figures 5 and 7) was observed however. Despite the model's 
inability to capture these small, and depending on the simulation objectives, 
possibly negligible details, results demonstrated that this had little bearing 
from a water balance perspective. Evaporative water losses from the main 
soil body could be simulated with great accuracy using minimal atmospheric 
forcing data—an important caveat being the selection of atmospheric 
measurements used to force the model. The results presented in Figure 6 
demonstrates that for more complex surface conditions of EX‐3 and EX‐4, 
simulated water loss could be either overestimated or underpredicted based 
on any microclimatic bias introduced by the location where the applied 
inputs were measured experimentally. In such scenarios, there is enough 
variability in measurements between the peak and valleys of the surface 
undulations (8 mm δ, 10–15% RH, and 1–2 °C T) to have a statistically 
significant impact (Table 4) on simulated water loss. The use of 
measurements made in the cooler and moister valleys between the surface 



undulations in simulation S2, for example, resulted in the worst fit which 
underestimated water loss by approximately 1 kg by the end of the 
simulation.

Collectively, these results demonstrate that there is no need to generate 
high‐resolution atmospheric data sets for the experimental conditions of 
Trautz et al. (2018), which consisted of a sandy soil with a either a flat 
surface or surface consisting of a uniform series of undulations. While 
perhaps not fully realized because of the design of the surface undulation 
experiments of Trautz et al. (2018) which together behave like a vapor 
barrier, these results do suggest that the generation of high‐resolution data 
sets and use of small model spatial discretization‐length scales may still be 
important under certain circumstances. Complex surface conditions with 
large‐scale surface roughness or discrete objects (e.g., vegetation, buildings,
single mounds) can provide significant flow obstruction, changing the 
coupling strength between soils and the atmosphere (manifested through 
near‐surface microclimate variability) as well as the governing heat and 
mass transfer physics of the system. Under strong coupling conditions such 
as those proposed above, it may be possible to better capture longitudinal 
soil moisture and soil temperature variability as the feedback between the 
two systems becomes more apparent and influential (Trautz, Illangasekare, 
& Rodriguez‐Iturbe, 2017; Trautz, Illangasekare, Rodriguez‐Iturbe, Heck, & 
Helmig, 2017); this is a topic warranting further investigation.

Given the general insensitivity of the model to the applied spatial 
discretization length‐scale for the experimental scenarios tested herein, the 
findings suggest that greater experimental and modeling time and effort 
should be spent characterizing the soil and exploring model 
methodologies/parameterizations than generating high spatial‐resolution 
atmospheric data sets such as those of Trautz et al. (2018). This 
consideration is addressed briefly in two additional final numerical 
experiments presented in Figure 8: the first focusing on soil heterogeneity 
and the second, the prescribed boundary condition parameterization.



In the first experiment (Figure 8a), the soil heterogeneity of EX‐2 was 
replaced with two different vertical packing configurations consisting of (1) 
100% coarse‐ and 0% fine‐textured soil and 2 75% coarse‐ and 25% fine‐
textured soil. In these simulations the model was forced with the same 
atmospheric data set applied in simulation S4 of EX‐2. Conceptually, some 
information regarding the actual soil packing should inherently be retained 
as an artifact in the atmospheric data based on the differences in local 
evaporation rate between the sand layers. As would be expected from the 
results presented in sections 3.2 and 3.3 however, any associated local 
variability in the atmospheric conditions (see Figure 4) was not great enough
to induce any longitudinal variability in the soil moisture and soil 
temperature distributions (not shown for brevity), illustrating instead the 
need for careful soil characterization. The simulations providing a description
of the soil heterogeneity closest to the setup employed in Trautz et al. (2018)
unsurprisingly provide the best estimate of the soil moisture/temperature 
distributions and cumulative water loss. As shown in Figure 8a, the error of 
the simulated cumulative water loss (shape and magnitude) grew quickly as 
the heterogeneity became more poorly described. Reducing the total volume
of the coarse‐textured soil by half (i.e., black line) was enough to cause the 
water loss to be underestimated by 1.5 kg. Assuming a homogeneous 
packing configuration consisting of the coarse‐textured soil in lieu of the 
heterogeneous packing led to the overestimation of water losses by more 
than 7.5 kg.

Figure 8b provides a comparison of simulated water losses when the five 
surface undulations of EX‐3 are no longer explicitly modeled (i.e., S4) but 
instead incorporated into a traditional atmospheric resistance term that 
replaces rbl in the vapor flux boundary condition parameterization (equation 
9) and is used in a new form of the sensible heat flux (equation 12) 
expressed here as

(19)

Aerodynamic resistance, ra (s/m), is here defined according to (Thom, 1975)

(20)

where k (=0.41) is the von Karman constant, uz (m/s) is the wind speed 
measured at a height z (m), d (m) is the zero‐plane displacement height 
taken to be 2/3 the height of the surface undulations (Brutsaert, 1982), z0 
(m) is the roughness length (Holmes, 2015), and ψ(ς) is a stability function; 
neutral atmospheric conditions were assumed so ψ(ς) was set equal to zero. 
Experimental wind speed, air temperature, and relative humidity data 
measured at a height of 0.4 m were provided as model inputs to the different
spatial‐discretization length intervals. Results are presented here for a 
simulation in which only a single point measurement was applied over the 



full; there was little longitudinal variability in the atmospheric conditions at 
this height. These results show the importance of taking both the scale of the
problem (i.e., micrometeorological heat and mass transfer) and the 
measurement location into consideration; any variability in the near‐surface 
microclimate quickly disappears as one moves outside of the near‐surface 
boundary layer that forms above the soil and the air becomes well‐mixed. 
These results furthermore demonstrate that the conclusions reached in this 
study have not been biased by the adopted boundary condition 
parameterization but is also applicable to other approaches.

While it was not the intention, nor was there any theoretical foundation 
provided to directly extrapolate this work to the field scale, it is the hope of 
authors that the findings presented herein will have practical value in helping
to inform experimental data collection strategies and modeling efforts across
a wide scales ranging from the laboratory‐column scale to the plot scale in 
the field setting for problems pertaining to bare‐soil evaporation dynamics.
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