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ABSTRACT OF THE DISSERTATION

Gyrokinetic simulation of current-driven instabilities

By

Joseph McClenaghan

Doctor of Philosophy in Physics

University of California, Irvine, 2015

Professor Zhihong Lin, Chair

The gyrokinetic toroidal code(GTC) capability has been extended for simulating current-

driven instabilities in magnetized plasmas such as kink and resistive tearing modes with

kinetic effects. This new gyrokinetic capability enables first-principles, integrated simulations

of macroscopic magnetohydrodynamic(MHD) modes, which limit the performance of burning

plasmas and threaten the integrity of fusion devices. The excitation and evolution of

macroscopic MHD modes often depend on the kinetic effects at microscopic scales and the

nonlinear coupling of multiple physical processes.

GTC simulation in the fluid limit of the internal kink modes in cylindrical geometry has been

verified by benchmarking with an MHD eigenvalue code. The global simulation domain

covers the magnetic axis which is necessary for simulating the macroscopic MHD modes.

Gyrokinetic simulations of the internal kink modes in the toroidal geometry find that ion

kinetic effects significantly reduce the growth rate even when the banana orbit width is much

smaller than the radial width of the perturbed current layer at the mode rational surface.

This new GTC capability for current-driven instability has now been extended to simulate

fishbone instabilities excited by energetic particles and resistive tearing modes.

GTC has also been applied to study the internal kink modes in astrophysical jets that are

formed around supermassive black holes. Linear simulations find that the internal kink

xii



modes in astrophysical jets are unstable with a broad eigenmode. Nonlinear saturation

amplitude of these kink modes is observed to be small, suggesting that the jets can remain

collimated even in the presence of the internal kink modes. Generation of a mean parallel

electric field by the nonlinear dynamics of internal kink modes and the potential implication

of this field on particle acceleration in jets has been examined.
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Chapter 1

Introduction

Large currents are needed to form nested magnetic surfaces for confining high temperature

plasmas in axisymmetric fusion devices. These equilibrium currents often excite

magnetohydrodynamic(MHD) instabilities including ideal kink modes[2] and resistive tearing

modes[3]. The basic physics mechanisms of these current-driven instabilities manifest

themselves in tokamak plasmas as various macroscopic MHD modes, such as fishbones

[4], sawteeth[5], neoclassical tearing modes[6], and resistive wall modes[7], which can limit

burning plasma performance and threaten fusion device integrity[8]. The studies of the

MHD modes typically rely on MHD simulations[9, 10, 11] or reduced models[12]. However,

the excitation and evolution of macroscopic MHD modes often depend on kinetic effects

at microscopic scales, and on the nonlinear coupling of multiple physical processes, e.g.,

microturbulence, neoclassical transport, and energetic particle effects, etc. Therefore, fully

self-consistent simulations require a kinetic approach to incorporate microscopic kinetic

effects in these current-driven MHD modes.
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In this thesis project, we have extended gyrokinetic particle simulation for current-driven

MHD instabilities, and applied this new capability to study internal kink modes in both

fusion plasmas and astrophysical jets.

1.1 Gyrokinetic simulation

Gyrokinetic theory is a theoretical framework which is used to model strongly magnetized

plasmas for time scales longer than the ion cyclotron period and spatial scales that are

comparable to the ion gyroradius[13]. Gyrokinetic theory averages over the ion cyclotron

motion while maintaining finite Larmor radius effects, resulting in the averaging out of high

frequency modes on the order of the ion cyclotron frequency and above, and reduces the phase

space dimensionality of the particle distribution function from six to five. Since the frequency

and growth rate of kinetic-MHD modes are much smaller than the ion cyclotron frequency,

nonlinear gyrokinetics, which removes unwanted high frequency modes and rigorously retains

all linear and nonlinear wave–particle resonances and finite Larmor radius effects, is well

suited to study kinetic-MHD modes.

Gyrokinetic simulation now plays a major role in the investigation of low-frequency

neoclassical and turbulent transport[14, 15], and energetic particles[16]. It has recently

been extended to simulate pressure-driven kinetic-MHD processes including various Alfvén

eigenmodes[17, 18]. There are two common approaches to simulating the gyrokinetic

equation. The first method is the particle-in-cell method, which uses particles to sample

the phase space distribution. The second is the continuum method which the gyrokinetic

equation is discretized on a phase space grid. Both of these approaches have been successfully

applied to study low frequency pressure-driven kinetic-MHD modes[19]. However, very

few particle-in-cell simulations and no continuum simulations have attempted to study

current-driven MHD modes[20, 21].
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1.2 Toroidicity-induced Alfvén eigenmodes

Although this thesis project focuses on the development and application of gyrokinetic

particle simulation for current-driven instabilities, I started this project with first learning the

gyrokinetic particle simulation by applying Gyrokinetic Toroidal Code(GTC) to predict the

stability of the toroidicity-induced Alfvén eigenmode(TAE) driven by the pressure gradient

of alpha-particles in the International Thermonuclear Experimental Reactor(ITER). The

pressure driven TAE is commonly observed in present tokamak experiments[22]. Unstable

TAEs can lead to energetic particle transport[23, 24] that could potentially limit plasma

performance in ITER. Gyrokinetic simulation has been shown to have good agreement

with present experiments[18], and is currently capable of making predictions on future

experiments.

1.3 Internal kink mode in tokamaks

The internal kink mode with toroidal mode number n = 1 and poloidal mode number

m = 1 is an MHD perturbation that is driven unstable by the equilibrium currents in

magnetized plasmas. This internal kink instability can be thought of as a rigid displacement

of the plasma core[2]. While the internal kink is always MHD unstable in the cylindrical

geometry[2], toroidicity[25] is thought to be able to stabilize the internal kink mode.

Internal kink modes are thought to be the trigger for the sawtooth collapse which relaxes

the plasma pressure[26]. These sawtooth collapses are often observed to have m = n = 1

precursor and successor modes[5]. The physical interpretation is that sawtooth collapse is

caused by the internal kink mode[26] or the quasi-interchange mode[27], depending on plasma

parameters. One noteworthy experiment showed the characteristics of the sawtooth collapse

can change from kink-like to quasi-interchange-like depending on the plasma shape[28]. One
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open question is understanding the stability of the internal kink mode during the ramp phase

of the sawtooth oscillations, where the on-axis safety factor is commonly observed to be well

below unity[29, 30]. These kink-triggered sawtooth crashes can produce seed islands which

can destabilize dangerous neoclassical tearing modes[31].

Long sawtooth free periods have been observed[32, 33] during fast ion producing ion-

cyclotron-radio-frequency heating even when the on-axis safety factor can typically fall well

below unity during these periods[34]. This led to theoretical explanations that fast ions can

stabilize the internal kink mode through interaction with trapped ions if the fast ion energy

is large enough so that the thermal ion diamagnetic frequency is much less than the fast ion

precession frequency[35, 36]. However, sufficient fast ion pressure gradients can destabilize

long lived saturated kink modes[37] or even excite fishbone modes[38]. These long-lived kink

modes[39, 40] and fishbone modes[4, 41] have been observed to degrade fast ion confinement.

1.4 Astrophysical jets

Large plasmas in the form of powerful astrophysical jets and radial lobes are often observed

near active galactic nuclei[42]. The magnetic field strength and structure that these plasma

jets consist of are currently unknown. However, broadband polarized radiation which is

consistent with synchrotron radiation has been observed suggesting the magnetic fields can

be large[43, 44], and potentially magnetically dominated[45](i.e. kinetic energy of the jet

is much less than field energy). Large currents are necessary to maintain the dynamo in

proposed magnetically dominated models[46]. These currents would produce kink modes

that could disrupt the jets. Understanding how kink modes nonlinearly evolve in jets is

critical to understanding how the jets are capable of maintaining stability over long distances.
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The source of ultra-high-energy cosmic rays with energies up to 1020 eV is currently

unknown. These cosmic rays most likely originate within the Virgo Supercluster due to

the Greisen-Zatsepin-Kuzmin limit, which limits the distance that ultra-high-energy cosmic

rays can travel due to interaction with the cosmic microwave background[47, 48]. For this

reason, astrophysical jets have been suggested as a possible source of ultra-high-energy cosmic

rays[49]. The mechanism that could produce cosmic rays in the jet with such high energies

is currently unknown as they cannot be explained through relativistic shocks in jets by

conventional Fermi acceleration[50, 51].

1.5 Objectives of this thesis

First using the mature gyrokinetic capabilities of pressure-driven kinetic-MHD instabilities,

predictions of the toroidicity-induced Alfvén eigenmodes instabilities thresholds are

performed for the steady state and hybrid ITER operation scenarios[52, 53]. In these

simulations, it is found that with the fast alpha particle pressure, TAEs are near the stability

threshold for both scenarios. When beam ions are considered, these TAEs should be very

unstable for these operation scenarios.

Next, we extend the GTC[54, 55] capability for simulating internal kink modes, for the first

time, with kinetic effects in the toroidal geometry. The implementation of the equilibrium

current and the verification of its effects on reversed shear Alfvén eigenmode[56] enable GTC

simulation of current-driven instabilities, such as kink modes reported in this thesis, tearing

modes, and fishbone modes. In the present work, we first extend the simulation domain to

magnetic axis for global kink simulation. We then verify GTC simulations of internal kink

modes in the cylindrical geometry by benchmarking with an MHD eigenvalue code. Finally,

GTC gyrokinetic simulations of internal kink modes in the toroidal geometry find that ion
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kinetic effects significantly reduce the growth rate even when the banana orbit width is much

smaller than the radial width of the perturbed current layer.

Lastly, using the GTC capability to simulate kink modes, kink mode simulations in an

astrophysical jet equilibrium are performed. With the structure of the magnetic fields in the

accretion disk derived in Colgate et al.[46], a potential magnetic equilibrium for the jet is

constructed. With this equilibrium, the linear stability properties of internal kink mode in

the jet are examined where they are found to be unstable. Nonlinear saturation of the kink

mode is examined, finding that parallel nonlinearity and zonal flows can play an important

role in the saturation. A brief discussion is then given on the internal kink mode being able

to create a flux surface averaged parallel electric field which can accelerate particles to large

energies.

The structure of this thesis is as follows. In chapter 2, the gyrokinetic simulation model used

in GTC will be described. Using the mature kinetic-MHD capabilities for studying pressure-

driven modes, GTC will be used to simulate toroidal Alfvén eigenmodes in potential ITER

running scenarios in chapter 3. In chapter 4, the simulation capabilities are extended to the

magnetic axis, and GTC simulations of the internal kink mode are verified in the cylindrical

and the toroidal geometry with kinetic effects. In chapter 5, internal kink mode simulations

are performed in an astrophysical jet-like magnetic field configuration. Conclusions and

discussions are given in chapter 6.
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Chapter 2

Gyrokinetic simulation model for

kinetic MHD

2.1 Gyrokinetic formulation with equilibrium current

In the section, the gyrokinetic equations that are used in GTC are described. Using δ as a

smallness parameter, the gyrokinetic ordering is [57, 13],

ω

Ωi

∼ k‖ρi ∼
δB

B0

∼ k⊥ρi
eδφ

T
∼ O(δ). (2.1)

The variables ω, k‖, and k⊥ are wave frequency, parallel wave vector, and perpendicular wave

vector of the mode of interest; Ωi, ρi, and B0 are ion cyclotron frequency, ion Larmor radius,

and equilibrium magnetic field; δB, δφ, and T are perturbed magnetic field, perturbed

electrostatic potential, and plasma temperature.
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Since the electron mass is much smaller than the ion mass, the electron dynamics are

on a much faster time scale compared to the ion dynamics. Due to the computational

time constraints, it is often impractical to calculate the brute force electron dynamics for

macroscopic MHD modes. This motivated the fluid-kinetic hybrid electron model in which

the electron distribution function is expanded using the smallness parameter of the ratio

of wave frequency to electron transit frequency[58]. In the zeroth order, the electrons are

adiabatic and can be described by the continuity equation(i.e., massless electron model).

Nonadiabatic responses are treated kinetically in the higher order. However, in this thesis

only massless electrons will be considered since the important kinetic effects(finite orbit

width, wave-particle resonances, and polarization drift) on the kink instability are mostly

contributed by ions. The fluid-kinetic hybrid electron model removes collisionless tearing

mode physics from the simulation, and avoids well known numerical difficulties associated

with tearing mode physics[59]. In extension to this model, GTC simulations of resistive

tearing modes using the fluid electron model with a resistivity term have recently been

verified[60]. The collisionless tearing mode using a finite-mass electron model has also been

verified[61].

Starting with the electron fluid and field equations for the fluid-kinetic hybrid model, the

nonlinear continuity equation which can be derived from the drift kinetic equation is[56]:

∂ne
∂t

+ B0 · ∇
(
n0eδu‖e
B0

)
+B0vE · ∇

(
n0e

B0

)
−

n0e(δv∗e + vE) · ∇B0

B0

+ δB · ∇
(
n0eu‖0e
B0

)
+

c∇×B0

B2
0

·
[
−∇δP‖e + n0e∇δφ

]
+

δB · ∇
(
n0eδu‖e
B0

)
+B0vE · ∇

(
δne
B0

)
+

cδne
B2

0

b0 ×∇B0 · ∇δφ+
cδne
B2

0

∇×B0 · ∇δφ = 0,

(2.2)
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where the electron density ne and the electron parallel flow u||e are split into the equilibrium

and perturbed quantities: ne = n0e + δne and u||e = u||0e + δu||e. The drift velocities are

defined as vE = cb0×∇δφ
B0

and v∗e =
b0×∇(δP||e+δP⊥e)

n0eB0
, where b0 is the unit vector along the

direction of the equilibrium magnetic field, δP||e and δP⊥e are the parallel and perpendicular

perturbed electron pressure, and c is the speed of light.

Using the Padé approximation, the gyrokinetic Poisson equation is[57]:

c2

4πv2
A

∇2
⊥δφ = −(1− ρ2

i∇2
⊥)(Zi〈δni〉 − δne), (2.3)

where 〈A〉 denotes the gyro-averaging of any function A. The term 〈δni〉 is the perturbed

gyro-averaged ion density, vA is the Alfvén velocity, and Zi is the ion charge. Gyrokinetic

Ampere’s law is used to calculate the electron perturbed current,

n0eeδu‖e =
c

4π
∇2
⊥A‖ + Zin0i〈δu‖i〉. (2.4)

The variable 〈δu||i〉 is the perturbed parallel ion flow. The perturbed magnetic potential

δA||, defined as δB = ∇× δA‖b0, is calculated from:

∂δA||
∂t

= −b0 · (δφ− δφeff ), (2.5)

9



where the effective scalar potential, which describes the parallel electric field (δE|| = b0 · ∇φeff ),

in the lowest order is:

δφeff = eTe
δne
n0e

− δψ

n0e

∂n0e

∂ψ0

. (2.6)

This effective potential comes from the non-ideal MHD effects(e.g. ion polarization drift,

wave-particle interactions, etc). The parallel and perpendicular perturbed electron pressure

in the lowest order are:

δP||e = δP⊥e = n0eeδφeff +
∂(n0eTe)

∂ψ0

δψ, (2.7)

where ψ0 and δψ are the equilibrium and perturbed poloidal flux, respectively.

When ion kinetic effects are suppressed and parallel electric field is set to zero, Equations

2.2-2.7 form a closed system, which will be referred to as GTC fluid simulation from now

on. In this fluid limit, the vE terms in the electron continuity equation are removed because

they cancel out with the ions. This set of equations have been shown to recover reduced

MHD[56].

To incorporate the kinetic effects from the ions, the ion flow 〈δui〉 and the ion density 〈δni〉

are calculated using the gyrokinetic equation.

d

dt
fi(X, µ, v‖, t) ≡

[
∂

∂t
+ Ẋ · ∇+ v̇‖

∂

∂v‖

]
fi = 0 (2.8)

10



The term fi is the ion gyrocenter distribution function, Ẋ is the position of the gyrocenter,

v|| is the velocity parallel to the magnetic field, and µ is the magnetic moment.

The ion gyrocenter motion is governed by:

Ẋ = v‖b + vE + vd, (2.9)

v̇‖ = − 1

mi

B∗

B0

· (µ∇B0 + Zi∇δφ)− Zi
mi

∂δA‖
∂t

, (2.10)

where mi is the ion mass. The magnetic field is:

B∗ = B∗0 + δB = B0 +
B0v‖
Ωi

∇× b0 + δB, (2.11)

where magnetic drift velocity vd is the sum of the curvature drift vc and grad-B drift vg,

vd = vc + vg =
v2
‖

Ωi

∇× b0 +
µ

miΩi

b0 ×∇B0. (2.12)

Note that the equations presented in this section describe the full nonlinear equations of

the gyrokinetic ion/hybrid electron model. All nonlinear terms are dropped for linear

simulations.
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2.2 Equilibrium in magnetic coordinates

In this section, a brief description of the equilibrium model is given. GTC uses a magnetic

flux coordinate system (ψ, θ, ζ), where ψ is the poloidal magnetic flux, θ is the poloidal angle,

and ζ is the toroidal angle. The covariant and contravariant representations of the magnetic

field and the Jacobian J are shown below,[62]

B0 = g(ψ)∇ζ + I(ψ)∇θ

= q∇ψ ×∇θ −∇ψ ×∇ζ,
(2.13)

J −1 = ∇ψ · (∇θ ×∇ζ) =
B2

0

gq + I
. (2.14)

The parameters q, g, and I are the safety factor, poloidal current, and toroidal current,

respectively. Using the covariant representation of the magnetic field, the equilibrium current

density can be written as:

∇×B0 = g′∇ψ ×∇ζ + I ′∇ψ ×∇θ. (2.15)
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2.3 Zonal fields

Turbulence-driven fluctuating zonal fields and flows are important in the saturation and

nonlinear dynamics of kinetic-MHD modes[63, 64]. To describe zonal flows, quantities are

broken into their zonal and non-zonal components:

A = Ã+ A, (2.16)

where Ã represents the non-zonal, and A represents the zonal component of a quantity A.

Zonal fields are defined as the flux average of a field:

A =

∫
JdθdζA∫
Jdθdζ

. (2.17)

Using the Padé approximation, the zonal component of gyrokinetic Poisson equation can be

written as[55]:

niZ
2
i

miΩ2
i

∇2
⊥δφ = −

(
1− ρ2

i∇2
⊥
)
Ziδni. (2.18)

The zonal component of Ampere’s law is[55]:

A|| = −δ2
e

4πn0

c

(
Ziδu||i − eδu||e

)
. (2.19)
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To calculate the adiabatic component of δu||e correctly with the hybrid electron model, L2f0

corrections to the electron gyrokinetic equation must be retained, where L2 is the second

order term in the gyrokinetic propagator. This process was done in detail in the thesis of

Z. Wang[64], and a summary of the derivation is given here. The adiabatic response of the

electrons is derived from the lowest order of the electron drift-kinetic equation, which is split

into non-zonal and zonal components δf (0) = δ̃f (0) + δf (0).

The lowest order terms in the gyrokinetic equation for the electrons are:

∂

∂t
δf (0) + v||b · ∇δ̃f (0)+ v||

δB

B0

· f0 − v||
f0e

Te

(
b · ∇δφ+

1

c

∂

∂t
δA|| +

δB

B0

· ∇δφ
)

= 0. (2.20)

Taking the zonal components of this equation and noting that δB · ∇f0 = 0, the gyrokinetic

equation reduces to:

∂

∂t
δf (0) + v||

f0e

Te

(
−1

c

∂

∂t
δA|| −

δB

B0

· δφ
)

= 0. (2.21)

This equation has the solution of

δf (0) = v||
f0e

cTe
δAl||, where

 δAl|| ≡ δA|| − δAnl||
δAnl|| ≡ c

∫
δB
B0
· ∇δφ

(2.22)
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Plugging δf (0) into Ampere’s Law:

δA|| = −δ2
e

4πn0Zi
c

δu||i − c
∫
δB

B0

· ∇δφ dt

≈ −c
∫
δB

B0

· ∇δφ dt,

(2.23)

where δe is the electron skin depth, which is very small for the simulations in this thesis, and

can be ignored. Taking the time derivative of Equation 2.23, the zonal parallel electric field

is:

δE|| =
1

c

∂Anl||
∂t

=
δB

B0

· ∇φ =
b

c
· (vE × δB). (2.24)
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Chapter 3

Toroidicity-induced Alfvén eigenmode

In this chapter, two advanced scenarios for the International Thermonuclear Experimental

Reactor(ITER) which attempt to improve upon the well known ELMy H-mode scenario[52]

will be examined. The hybrid scenario has a lower plasma current than the H-mode scenario

and a low magnetic shear. With the low magnetic shear, the hybrid scenario minimizes the

threat to the dangerous neoclassical tearing modes and has shown higher energy confinement

than the H-mode scenario in current experiments[52, 53]. The steady state scenario operates

at an even lower plasma current which is driven non-inductively to allow for a sustained

steady state operation[52, 53].

The toroidicity-induced Alfvén eigenmode(TAE) is commonly observed in present tokamak

experiments[22]. TAEs could be potentially driven unstable by the presence of energetic

beam ions and the alpha particles produced by fusion reactions in ITER. Unstable TAEs can

lead to energetic particle transport that limits plasma performance[23, 24]. Understanding

the role of TAEs in the various ITER scenarios is critical in predicting the overall performance

of ITER.
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Toroidal mode number scans and alpha pressure βα scans of the TAE are performed for

a hybrid scenario equilibrium and a steady state scenario equilibrium using Gyrokinetic

Toroidal Code(GTC). The destabilization of TAEs can be influenced by the fast alpha

particle distribution, which is non-Maxwellian. In this work, GTC treats ions and alpha

particles gyrokinetically, and the electrons as a massless fluid. To treat the alpha particles

more realistically, an isotropic slowing down alpha particle distribution was implemented.

3.1 Implementing an isotropic slowing down distribution

for GTC

In this section, the implementation of the isotropic slowing down distribution function for

fast alpha particles into GTC is discussed. To implement a slowing down distribution into

GTC, there are two places that require change: the fast ion gyrokinetic weight equation and

the fast ion particle loading. The gyrokinetic weight equation used in GTC for a general

distribution function is:

dwα
dt

=(1− wα)

[
−
(
v‖
δB

B0

+ vE

)
· ∇f0α

f0

∣∣∣∣
µ

+

(
µ
δB

B0

· ∇B0 + Zα
B∗

B0

· ∇δφ+
Zα
c

∂A||
∂t

)(
1

mαf0α

∂f0α

∂v‖

)]
,

(3.1)

where f0α is the equilibrium distribution, and wα = δfα/f0α is the perturbed distribution

divided by the equilibrium distribution, v|| and µ are the parallel velocity and the magnetic

moment, respectively. The perturbed fields δA||, δφ, and δB are the magnetic vector

potential, electrostatic potential, and magnetic field, respectively. Here, vE is the E x B

drift velocity, B0 is the equilibrium magnetic field, Zα is the ion atomic number, and mα is
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the mass of the ion. The term c is the speed of light and the modified magnetic field B∗

is defined by Eq. 2.11. The dependence of f0α in the weight equation only appears in ∇f0α

and ∂f0α
∂v‖

, so these are the only two quantities that require change in the weight equation.

3.2 Maxwellian distribution function.

Before deriving the weight equation for the slowing down distribution, we will re-derive the

weight equation for the Maxwellian distribution which has been previously implemented

into GTC and documented in Holod et al[55]. This will allow for comparison between the

Maxwellian and slowing down distributions, and for understanding what changes need to be

made to implement the slowing down distribution. The Maxwellian distribution function is:

f0α =
n0α

(2πT0α/mα)3/2
exp

[
−

2µB0 + v2
‖

2T0α

]
, (3.2)

where n0α is the alpha density, and T0α is the alpha temperature. In this derivation,

the derivatives holding µ constant will be rewritten as derivatives holding v⊥ constant

because equilibrium distribution formulation is written as a bi-Maxwellian in v‖ and v⊥.

The normalized gradient of f0α is:

∇f0α

f0α

∣∣∣∣
µ

=
∇f0α

f0α

∣∣∣∣
v⊥

− µ

T0α

∇B0

=
1

n0α

∂n0α

∂ψ
∇ψ − µ

T0α

∇B0,

(3.3)
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and the derivative with respect to parallel velocity is

1

f0α

∂f0α

∂v‖
= −mαv‖α/Tα. (3.4)

Plugging in the derivatives, the same form of the gyrokinetic equation as Holod et al.[55] is

obtained.

dwα
dt

=(1− wα)

[
−
(
v‖
δB

B0

+ vE

)
·
(

1

n0α

∂n0α

∂ψ
∇ψ − µ

T0α

∇B0

)

−
(
µ
δB

B0

· ∇B0 + Zα
B∗

B0

· ∇φ+
Zα
c

∂A||
∂t

)(
v‖α/Tα

) ]

=(1− wα)

[
−
(
v‖
δB

B0

+ vE

)
·
(

1

n0α

∂n0α

∂ψ
∇ψ
)

+
Zα
Tα
v‖E‖ −

Zα
Tα

vd · ∇φ

]
(3.5)

3.3 Isotropic slowing down distribution function.

Repeating the same process as Section 3.2 for the slowing down distribution, the gradient

and parallel velocity of f0α are calculated. The slowing down distribution function is defined

as:

f0α =
dn0αH(v0 − v)

(v3 + v3
c )

, (3.6)
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where d = 3

4π ln((v30+v3c )/v3c)
is a normalization factor, vc is the critical velocity, and v0 is

the birth velocity. The variable H is the Heaviside function, and the particle speed is

v =
√
v2
‖ + 2µB0. The gradient and parallel velocity derivative are show below.

∇f0α

f0α

∣∣∣∣
µ

=
∇f0α

f0α

∣∣∣∣
v⊥

− 1

mα

3µv

v3 + v3
c

∇B0, when v ≤ v0 (3.7)

1

f0α

∂f0α

∂v‖
= − 1

mα

3v‖v

v3 + v3
c

, when v ≤ v0 (3.8)

Since these derivatives are undefined when the particle velocity is greater than the birth

velocity v > v0, for simplicity the derivatives when v > v0 will be set to the derivatives when

v = v0.

∇f0α

f0α

∣∣∣∣
µ

=
∇f0α

f0α

∣∣∣∣
v⊥

− 1

mα

3µv0

v3
0 + v3

c

∇B0, when v > v0 (3.9)

1

f0α

∂f0α

∂v‖
= − 1

mα

3v‖v0

v3
0 + v3

c

, when v > v0 (3.10)
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Plugging the derivatives into equation 3.5, the gyrokinetic equation for a slowing down

distribution function is obtained.

dwα
dt

= (1−wα)

[
−
(
v‖
δB

B0

+ vE

)
·
(

1

n0α

∂n0α

∂ψ
∇ψ
)

+
(
Zαv‖E‖ − Zαvd · ∇φ

)( 3v

v3 + v3
c

)]
(3.11)

The only difference between the weight equation for the slowing down and Maxwellian

distribution is that Zα
Tα

term for the Maxwellian distribution function is replaced by
(

3v
v3+v3c

)
for the slowing down distribution.

3.4 Loading particles

For the particle in cell method, the marker particles need to be loaded into the proper

distribution. For the Maxwellian distribution loading, a clever method is to invert the

cumulative distribution to obtain the appropriate random variable distribution. While

a similar method could be used for an isotropic slowing down distribution, it would be

cumbersome to apply such a method to more complicated distributions. A Monte Carlo

method is used for loading particles in an isotropic slowing down distribution in velocity

space, and can be extended to more complicated distributions in the future. The idea of this

Monte Carlo method is that a particle is given a random initial velocity, and if the velocity

satisfies the conditions of the slowing down distribution, the particle is kept. If the particle

is found to be outside the distribution, the particle is thrown away.

Random numbers are generated for total velocity v = [0, v0], the velocity space spherical

polar angle(i.e., the angle from the magnetic field vector to the velocity vector) θv = [0, π],
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and the slowing down distribution F = [0, Fmax], where Fmax = v2
0/(v

3
0 +v3

c ). If the following

condition is met with the randomly generated variables:

v2 sin θv
1

(v3 + v3
c )
≤ F, (3.12)

then particle is kept. Note that the v2 sin θv term is the spherical Jacobian in velocity space.

The quantities used in GTC
√
µ and ρ|| are calculated.

ρ|| = v cos(θv)
mα

qαB0

√
µ = v sin(θv)

mα

2B0

(3.13)

This method can be extended for anisotropic distributions in the future, but would require

more random variables due to coupling between real-space and velocity-space variables.

3.5 Calculation of βα

The fast ion pressure drive βα is an important property for determining the stability

properties for the TAE. The fast ion βα is defined as the ratio of fast ion kinetic pressure to

magnetic pressure, which can be calculated by the following equation:

βα0 =
2µ0nα0

B2
0a

Tαeff , (3.14)
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where the effective fast ion temperature Tαeff is defined as:

Tαeff =

∫ v0

0

v21/3mαv
2f dv. (3.15)

For the Maxwellian distribution, this integral equation reduces to Tα. While it is possible to

calculate Tαeff analytically for the slowing down distribution, the calculation does not come

out as neatly as the Maxwellian case. It is best to perform this integral numerically.

3.6 Numerical equilibria for ITER

In this section, the equilibria for two advanced ITER scenarios are given. These ITER

equilibrium profiles were obtained using the time dependent tokamak transport analysis

code TRANSP[65] to simulate an ITER hybrid operation scenario case and an ITER steady

operation scenario case. Then using the Variational Moments Equilibrium Code(VMEC)[66],

the data was translated into the spdata format for GTC. In Figure 3.1, the q-profile and fast

alpha profile for a hybrid and steady state scenario are shown. The hybrid scenario has a

low magnetic shear. Having a larger q-profile, the steady state scenario operates at a lower

plasma current, and is characterized by a strong reversed shear.
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Figure 3.1: In Panal(a), the q-profile is plotted vs. normalized poloidal flux ψ/ψw for both
the hybrid and steady state equilibria. Panal(b) is the normalized alpha particle density nα
plotted vs. normalized poloidal flux for both scenarios.

The numerical values for various physical quantities at the magnetic axis are given in

Table 3.1 for the hybrid scenario and Table 3.2 for the steady state scenario. At the magnetic

axis, B0a is the magnetic field, R0a is the major radius, n0ea is the electron density, vA is

the Alfvén velocity. Note that while the size and shape of the device is the same for both

equilibria, the on-axis major radii are different due to the Shafranov shift.

Hybrid equilibrium
B0a 5.03 T
R0a 6.43 m
n0ea 1.05 × 1020 m-3

T0ea 25000 eV
v0 1.82 vA
vc 0.48 v0

Table 3.1: On-axis values for ITER hybrid scenario operation

Steady state equilibrium
B0a 4.76 T
R0a 6.62 m
n0e 0.7 × 1020 m-3

T0e 25000 eV
v0 1.48 vA
vc 0.57 v0

Table 3.2: On-axis values for ITER steady state operation
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3.7 TAE in ITER hybrid equilibrium

In this section, simulations of the hybrid scenario in ITER are discussed. The on-axis alpha

particle pressure for this equilibrium is βα0 = 0.94%. Different toroidal mode numbers are

examined to determine what is the most unstable mode for this scenario. In Figure 3.2, a

toroidal mode number scan is shown with an enhanced fast alpha pressure of βα0 = 4% to

observe a clearly unstable mode. Different toroidal mode numbers all have similar growth

rates for the range of toroidal mode numbers n in this scan, however the n = 19 mode growth

rate is slightly larger.

Next, using the most unstable toroidal mode n = 19, the fast alpha pressure βα0 is adjusted

to find the stability threshold of the plasma. Figure 3.3 shows the hybrid scenario n = 19

TAE frequency and growth rate for different values of the on-axis βα0. When βα0 is adjusted,

the TAE frequency remains approximately constant near ω = 0.03ωA. The growth rate of

the TAE is approximately a linear function with respect to βα0. Using a line of best fit, the

growth rate is projected to find the approximate threshold required to excite the instability.

The n = 19 TAE is found to be marginally stable for the hybrid equilibrium with a threshold

of about βα0 = 1%.

25



æ

æ

æ

à

à

à

14 16 18 20 22 24
0.0

0.1

0.2

0.3

0.4

n

Γ
�
Ω

A
,Ω

�
Ω

A

à Ω�ΩA

æ 5 Γ�ΩA

Figure 3.2: TAE growth rate and frequency for the hybrid equilibrium are plotted vs. toroidal
mode number n with an alpha pressure βα0 = 4%.
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Figure 3.3: TAE growth rate and frequency for the hybrid equilibrium are plotted vs. the
on-axis alpha pressure βα0. A line of best fit for the growth rate which is drawn as the dashed
line is projected to find the alpha pressure threshold.

The TAE mode structure for the different toroidal mode numbers scanned are shown in

Figure 3.4, and the poloidal harmonics of the modes are shown in Figure 3.5. The mode

structures are all broad with modest ballooning and include many poloidal m-harmonics. For

the toroidal modes n = 15, n = 19, and n = 23, the strongest poloidal modes are m = 21, 22,
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m = 27, 28, and m = 32, 33, respectively. Note that as the toroidal mode number increases,

the radial width of the TAE decreases.

Figure 3.4: The electrostatic potential for toroidal mode numbers n=15,19,23 are plotted in
the hybrid scenario. The last closed flux surface is shown by a solid black line, and white
space represents outside of the simulation domain.

Figure 3.5: The poloidal harmonics m of the TAE in the hybrid equilibrium with toroidal
mode numbers n=15,19,23 are plotted vs. the normalized square root of the toroidal flux ρ.
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3.8 TAE for ITER steady state equilibrium

In this section, the same simulations as the previous section for a steady state scenario

equilibrium are repeated. Different toroidal mode numbers are examined for this scenario in

Figure 3.6 to determine what is the most unstable mode for an alpha pressure of βα0 = 4%.

The TAE frequency is ω = 0.032ωA for the n = 15 mode, and is ω = 0.034ωA for the n = 17

and n = 19 modes. Like the hybrid scenario, the growth rate of the n = 19 TAE mode has

a slightly larger growth rate.

The on-axis alpha particle pressure for this equilibrium is βα0 = 0.796%, and the βα0 is

adjusted to find the stability threshold. Figure 3.7 shows the steady state scenario n = 19

TAE frequency and growth rate for different values of the on-axis alpha pressure. When

alpha pressure is adjusted, the TAE frequency is ω = 0.032ωA when βα = 2% and βα = 3%.

When βα0 is increased to 4 %, the frequency raises to ω = 0.034ωA. Using a line of best fit,

the threshold required to excite the instability is approximately βα0 = 0.7%.
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Figure 3.6: TAE growth rate and frequency for the steady state equilibrium are plotted vs.
toroidal mode number with an alpha pressure βα0 = 4%.
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Figure 3.7: TAE growth rate and frequency for the steady state equilibrium are plotted vs.
the on-axis alpha pressure βα0. A line of best fit for the growth rate which is drawn as the
dashed line is projected to find the alpha pressure threshold.

The steady state equilibrium TAE mode structure for the different toroidal mode numbers

scanned are shown in Figure 3.8, and the poloidal harmonics of the modes are shown in

Figure 3.9. The ballooning structure is stronger in the steady state scenario than it is in the

hybrid scenario. The mode structure of the n = 15 and the n = 19 modes have dominant

harmonics at the minimum of the q-profile. The n = 23 TAE mode structure is shifted

radially outward from the q-profile minimum.
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Figure 3.8: The electrostatic potential for toroidal mode numbers n=15,19,23 in the steady
state scenario are plotted. The last closed flux surface is shown by a solid black line, and
white space represents outside of the simulation domain.

Figure 3.9: The poloidal harmonics m of the TAE in the steady state equilibrium with
toroidal mode numbers n=15,19,23 are plotted vs. the normalized square root of the toroidal
flux ρ. The minimum of the q-profile is located at 0.4 ρ.
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3.9 Summary

In this chapter, stability thresholds of the toroidal Alfvén eigenmodes were examined for the

hybrid and the steady state scenario in ITER. To perform these tests we first implemented

a slowing down fast alpha distribution into GTC. The TAE in the hybrid scenario has a

stability alpha pressure threshold of approximately βα0 = 1.0%. In the steady state scenario,

the TAE has a lower alpha pressure threshold of βα0 = 0.7%. So the hybrid scenario is more

stable than the steady state scenario. While it appears that both of thresholds are close to

marginal stability for their respective equilibria, adding the ITER 1 MeV beam ions to the

simulation should push the TAE from marginally unstable to unstable.
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Chapter 4

Internal kink mode in tokamaks

The ideal MHD internal kink mode is an m=n=1 perturbation driven unstable by the

equilibrium currents in a tokamak. Here m and n are the poloidal and toroidal mode number,

respectively. The mode structure peaks at the rational surface with the safety factor q=1.

Internal kink modes are thought to be the trigger for the sawtooth collapse, and interaction

between the internal kink mode and fast ions can excite fishbone modes. Both sawtooth

oscillations and fishbone modes are a potential threat to the α-particle confinement in the

International Thermonuclear Experimental Reactor(ITER). The excitation of fishbone-like

modes[41] by fast ions is routinely observed in current tokamak experiments. Recent

experiments manipulate the current profile to destabilize the sawtooth oscillations to

avoid the more dangerous neoclassical tearing modes[67]. When q is larger than unity

but approaches unity, a long-lived kink mode has been observed to degrade the fast ion

confinement[39, 40, 9].

The ideal MHD theory finds that the internal kink is always unstable in a cylindrical geometry

with a q=1 surface[2]. In a toroidal geometry, the internal kink mode can be stabilized by

the toroidicity[25] due to the coupling to the m=2 harmonic. However, the toroidicity can

32



be either stabilizing or destabilizing depending on the plasma beta β (defined as the ratio of

kinetic pressure to magnetic pressure) [68]. The stabilization of internal kink modes by the

toroidicity has been confirmed in some MHD simulations [69, 70]. Recent nonlinear two-fluid

simulations with sources and sinks was able to demonstrate the long time dynamics of kink

modes exhibiting sustained cycles[71].

Kinetic effects can play an important role on the stability of the internal kink mode due to the

thin layer of perturbed currents near the mode rational surface[2]. The kinetic effects tend

to stabilize the internal kink mode[72, 73] in general. However, sufficient fast ion pressure

gradients can destabilize internal kink modes[37] or even excite fishbone modes[38]. To study

the kinetic effects, gyrokinetic particle simulation has been utilized to simulate internal kink

modes in the cylindrical geometry[20, 74]. The growth rate and mode structure are found[21]

to depend strongly on the ratio of ion gyroradius to radial width of the perturbed current

layer near the rational surface. In the toroidal geometry, a gyrokinetic eigenvalue analysis[75]

shows that trapped ions can significantly affect the internal kink eigenmode structure and

growth rate.

4.1 Equilibrium model for kink simulations

While GTC has the capability to simulate realistic tokamak equilibria[76, 18], this chapter

will focus on using analytical equilibria to simulate kink modes for both cylindrical geometry

and toroidal geometry. In cylindrical geometry, the toroidal angle is defined as ζ = 2πz/L,

where z is the axial position and L is the length of the cylinder. The effective major radius
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in cylindrical geometry is R0 = L/2π, and a periodic boundary condition is used for the

toroidal angle. The cylindrical geometry equilibrium is:

B0 = Ba,

I = Bar
2/q,

g = BaR
2
0,

θ = θ0,

ζ = ζ0,

(4.1)

where Ba is the on axis magnetic field strength. The variables θ0 and ζ0 represent the

geometric poloidal and toroidal angles, and q is the safety factor.

For toroidal simulations, a tokamak with concentric flux-surfaces will be used at two levels of

approximation[77]. At the lowest order in the expansion of the toroidal geometry, using the

inverse aspect ratio as a smallness parameter, we approximate the magnetic flux θ-coordinate

as the geometric angle θ0,

B0 = Ba −Baε cos θ0 +O(ε2),

I = Bar
2/q +O(ε4),

g = BaR
2
0 +O(ε2),

θ = θ0,

ζ = ζ0,

(4.2)
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where ε is the local inverse aspect ratio r/R0. The next order is a realistic toroidal geometry

equilibrium[56], which uses a more realistic magnetic flux θ-coordinate,

B0 = Ba −Baε cos θ0 +O(ε2),

I = Bar
2/q +O(ε4),

g = BaR
2
0 +O(ε2),

θ = θ0 − ε sin θ0,

ζ = ζ0.

(4.3)

Note that a poloidal current term g of order ε2 was ignored while the toroidal current term

I of same order is kept. This is because poloidal current term is an order of ε smaller than

the toroidal current in the equilibrium current density ∇×B0 because |∇ζ/∇θ| ∼ ε.

For implementation of the realistic toroidal geometry equilibrium, the Cartesian coordinates

X(ψ, θ) and Z(ψ, θ) are approximated for construction of a 2D spline. This is done so that

each term in the X and Z are separable into a function of ψ and θ, and the 2D splines can

be constructed from a 1D spline in ψ and a 1D spline in θ.

X = 1− ε cos θ0 ≈ 1− ε cos(θ + ε sin θ)

≈ 1− ε cos θ + ε2 sin2 θ − 1/2ε3 sin2 θ cos θ

Z = ε sin θ0 ≈ ε sin(θ − ε sin θ)

≈ ε cos θ + ε2 sin θ cos θ − 1/2ε3 sin2 θ

(4.4)
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Note that higher order ε terms are kept for the 2D spline functions X(ψ, θ) and Z(ψ, θ)

to preserve the circular cross-section of the tokamak, and is discussed in more detail in

Appendix D

4.1.1 Extending the simulation region to the magnetic axis

In this subsection, a method to extrapolate solutions to the magnetic axis for the gyrokinetic

Poisson equation and Ampere’s Law is discussed. The simulation domain must include the

magnetic axis, since the m = n = 1 internal kink mode structures have a finite value near

the axis which will be shown in subsequent sections. This suggests that the internal kink

mode could be unphysically damped by excluding the magnetic axis in the simulation. GTC

uses the finite difference method to calculate the two dimensional perpendicular Laplacian

on a poloidal plane away from the magnetic axis. The Laplacian operator in GTC is written

in magnetic flux coordinates, as shown below[76].

∇2
⊥F =gψψ

∂2F

∂ψ2
+ 2gψθ

∂2F

∂ψ∂θ
+
(
gθθ + gζζ/q2

) ∂2F

∂θ2
0

+

1

J

(
∂J gψψ

∂ψ
+
∂J gψθ

∂θ

)
∂F

∂ψ
+

1

J

(
∂J gψθ

∂ψ
+
∂J gψψ

∂θ

)
∂F

∂θ

(4.5)

In the above equation, the contravariant tensor is defined as gαβ ≈ ∇α · ∇β, where α and

β are any combination of the magnetic coordinates ψ, θ, or ζ. The choice of the magnetic

flux coordinate system leads to numerical errors when inverting the Laplacian operator near

the axis for low-m modes. To understand why the numerical errors arise, consider Laplace’s

equation in cylindrical coordinates, which has the Bessel functions Jm as a solution. With

r being defined as the minor radius, Bessel functions behave as Jm ∝ rm near the axis, and
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the equilibrium poloidal flux behaves as ψ ∝ r2 near the magnetic axis. Since quantities like

∂r/∂ψ and ∂2r/∂ψ2 are singular near the magnetic axis, the Laplacian of a m = 0, 1 Bessel

function will lead to numerical errors in differencing the ψ derivatives.

To avoid numerical errors near the magnetic axis, the Laplacian is solved using finite

differences for the majority of the simulation domain, then δφ and δA|| are extrapolated

to the magnetic axis for the first few flux surfaces. The flux surface that separates the finite

differences region and the extrapolation region will be referred to as the “FD Boundary” for

short. The perpendicular Laplacian of a Bessel function returns the same Bessel function

multiplied by a constant with ∇2
⊥Jm(ηr) cos(mθ) = −η2Jm(ηr) cos(mθ), where η is the

numerical constant. This relationship can be used to extrapolate the behavior of δφ and

δA|| near the magnetic axis. The method described here retains only the m = 0, 1 modes

near the axis. To extrapolate solutions to the magnetic axis, perturbed quantities such as δφ

and δA|| can be Fourier decomposed at the FD Boundary surface. Since the m = 0 Bessel

function is approximately constant, and the m = 1 Bessel function is approximately linear

in r, the Laplacian of a function near the magnetic axis can be extrapolated with the form

of the equation below,

∇2
⊥F = a0 + a1

r

rb
cos θ + b1

r

rb
sin θ. (4.6)

The quantities a0, a1, and b1, are the poloidal Fourier coefficients of the perturbed quantities

at the FD Boundary flux surface. The radial location of the FD Boundary is given by

rb, where the subscript b represents the radial FD boundary grid point. To complete the
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finite differences Laplacian matrix, a linear boundary condition in r is chosen between the

extrapolation region and the finite difference region.

Fb−1 = 2Fb − Fb+1 (4.7)

To test this Laplacian operator, with the variable “a” being defined as the minor radius of

the wall, the function F = re−50(r/a)8 , was chosen because it is linear in r near the magnetic

axis. A perpendicular Laplacian is applied analytically on F to obtain G = ∇2
⊥F . The

function G is input into GTC, which solves the gyrokinetic Poisson equation for F . The

numerical solution to the perpendicular Laplacian and the analytical function F can be seen

in Figure 4.1. For this test case the first eight radial grid points were chosen to be in the

extrapolation region, and the rest in the finite differences region. The GTC solution and

the analytic function F agree well in both regions with no significant error near the FD

boundary.
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Figure 4.1: The GTC laplacian operator solution and the analytic solution for F are plotted
against radial coordinate, r/a. The FD boundary flux surface is drawn with a vertical dashed
line.
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To treat the ion dynamics near the magnetic axis, if a particle is located within the flux

surface of the first radial grid, the position is updated using Cartesian-like coordinates,

x =
√
ψ cos θ,

z =
√
ψ sin θ.

(4.8)

The ion position is updated using the following equations,

x1 = x0 + ∆t

(
∂x

∂ψ
ψ̇ +

∂x

∂θ
θ̇

)
,

z1 = z0 + ∆t

(
∂z

∂ψ
ψ̇ +

∂z

∂θ
θ̇

)
.

(4.9)

The subscripts 0 and 1 represent the old and new position, respectively. The term ∆t is

the time step size, θ̇ and ψ̇ are the time derivatives of the particle position in magnetic

coordinates, which are described in detail in Holod et al[55]. To return to magnetic

coordinates, Equations 4.8 are inverted:

ψ = x2 + z2,

θ = z/|z| arccos
[
x/(x2 + z2)

]
,

(4.10)

where |z| is the magnitude of z.
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4.2 GTC simulation of kink instability in cylindrical

geometry

The first internal kink mode simulations are in cylindrical geometry in order to verify the

gyrokinetic capability of simulating kink modes and to benchmark the GTC results against

ideal MHD theory without added complexity of toroidicity. The MHD eigenvalue code

used to benchmark the GTC internal kink simulation is based on the 1D solution to the

MHD equations in the cylindrical geometry and contains all ideal MHD effects[78]. This

eigenmode code is described in detail in Appendix A. The GTC fluid limit model contains

only the reduced MHD physics making approximations such as k||/k⊥ � 1, and δB|| = 0.

The Alfvén frequency is used to normalize the internal kink growth rate and is defined as

ωA = vA/R0. In this simulation, a uniform pressure is used with the ion gyroradius of

ρi/R0 ≈ 0.001 and an electron beta of βe = 8πn0eTe/B
2 = 0.4%. In the MHD eigenvalue

code, the finite beta effect that gives rise to compressibility is found to be negligible. The

safety factor is

q(r) =
4

5

(
1 +

r2

a2

)
, (4.11)

where a is the minor radius of the device.

4.2.1 GTC simulations in fluid limit

For the GTC fluid simulations, the linearized Equations 2.2-2.7 are used with ion kinetic

effects suppressed and with the parallel electric field set to zero(i.e. δφeff = 0). Since

the effective scalar potential is set to zero and there is no equilibrium pressure gradient, βe

cancels out and does not have any effect on the system of fluid equations.
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Applying an initial perturbation to δA||, the simulation is ran long enough to observe

exponential growth and converged mode structures. Figure 4.2 shows the growth rate of

the internal kink mode for three different inverse aspect ratios. As the inverse aspect ratio

increases, the growth rate of the internal kink mode increases for both GTC and MHD

eigenvalue codes. For all three aspect ratios, the GTC growth rate agrees with the MHD

growth rate to within 15%. This increase in growth rate for larger inverse aspect ratio can

be seen in Rosenbluth et al.[2], where it was shown that the internal kink growth rate is of

the order γ ∼ r2/R2
0 ωA. The frequency from the GTC simulation is zero, which is consistent

with the ideal MHD theory.

With radial location of the q = 1 mode rational surface defined as rs, the rs/R0 = 0.25 case

will be examined more closely, since it has the largest growth rate and a broad mode width

at the mode rational surface. While all m-modes are kept, the m = 1 mode is the dominant

mode in these simulations. The GTC m = 1 mode structures of δA‖, δue‖, and δφ, along

with their ideal MHD counterparts are shown in Figure 4.3 and 4.4. Overall, the agreement

between GTC and ideal MHD mode structures is good, however, the GTC mode structures

are slightly sharper at the q = 1 surface than the MHD mode structures. In Figure 4.3, the

perturbed current δJ|| has a thin layer that is peaked at the q = 1 surface. Defining ∆rkink

as the half width of this current layer, the current layer width is ∆rkink/a ≈ 0.061. It is

the size of this current layer that the ion gyroradius and other relevant scale lengths will be

compared to in the following sections.

The small differences in growth rates and mode structure between GTC and MHD eigenvalue

codes can likely be attributed to the difference between the two models such as the

assumption of k||/k⊥ � 1, and δB|| = 0 in GTC.
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Figure 4.2: The internal kink mode growth rate is plotted vs. the inverse aspect ratio rs/R0

of the q = 1 surface for cylindrical geometry.

Figure 4.3: The mode structure of δA‖ and δJ‖ are plotted against the radial coordinate
r/a, for the rs/R0 = 0.25 case in cylindrical geometry.

4.2.2 GTC gyrokinetic simulations

For studying kinetic effects on the internal kink mode for the rs/R0 = 0.25 case, the

same parameters as the fluid simulation are used, where βe = βi = 0.4%. For the

gyrokinetic simulations, the linearized Equations 2.2-2.12 are used. In this simulation, the
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Figure 4.4: The mode structure of the electrostatic potential δφ vs. the radial coordinate
r/a is plotted for the rs/R0 = 0.25 case in cylindrical geometry.

ion Larmor radius is much smaller than the minor radius and the perturbed current layer

with ρi/a ≈ 0.002 and ρi/∆rkink ≈ 0.033. Since the ion gyroradius scale length is much

smaller than relevant mode scale lengths, kinetic effects should play only a small role and

the result should be similar to the fluid simulation.

The internal kink mode growth rate from the kinetic simulation is γ = 0.026ωA, about 10%

smaller than the fluid simulation. Figure 4.4 shows the internal kink mode electrostatic

potential from GTC gyrokinetic, GTC fluid and MHD simulations. The electrostatic

potential in the gyrokinetic simulation is almost identical to the GTC fluid simulation.

In the regime where the Larmor radius is much smaller than the perturbed current layer,

the kinetic effects are not significant as expected. This result agrees with Mishchenko et

al.[21], which showed that the ion kinetic effects are not important when the ratio of the ion

gyroradius to the MHD current layer ρi/∆rkink is approximately twice the value used in our

simulation.
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4.2.3 Convergence tests

In this subsection, two convergence tests that were performed for GTC fluid simulation of

the rs/R0 = 0.25 case are shown in Figure 4.5. The first convergence test is to ensure that

the FD boundary does not cause any numerical problems. Figure 4.5(a) shows the internal

kink mode growth rate for different values of radial FD boundary point. The growth rate

remains almost constant for different rb, suggesting that the FD radial boundary location

has little effect on the growth rate as long as the boundary is far away from the mode q = 1

surface. For the rest of the simulations in this chapter, a FD boundary point of rb = 0.04 a

is chosen where the q = 1 surface is at r = 0.5 a.

The other convergence test is a radial grid point convergence shown in Figure 4.5(b). Since

internal kink modes can have a thin current layer at the q = 1 surface, it is important to make

sure that the thin layer is adequately resolved. The growth rate is approximately converged

when there are 128 radial grid points, which corresponds to approximately 7 grid points

within the current layer half width ∆rkink. For the rs/R0 = 0.1 simulation in Figure 4.2, the

current layer at the mode rational surface ∆rkink is very thin. A radially nonuniform grid

have also been successfully used so there can be higher resolution near the q = 1 surface,

and lower resolution away from it.
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Figure 4.5: Panel(a): The growth rate of the internal kink mode is plotted vs. radial position
of the FD boundary rs/R0 = 0.25 case. Panel(b): The GTC internal kink mode growth rate
is plotted against the number of radial grid points for the rs/R0 = 0.25 case.
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The internal kink mode growth rate is well converged for 32 grid points in the ζ direction

and 300 grid points in the θ-direction at the q = 1 surface. In GTC gyrokinetic simulations

of high-n microturbulence, the number of poloidal grid points is determined such that the

arc length between grid points is approximately constant on all flux surfaces. This means

there are less poloidal grid points near the axis, which is why 300 poloidal grid points at

the q = 1 surface were needed. For simulations of the low-n modes, it is computationally

more efficient to use a uniform grid in the θ-direction, which will be used in the future. For

gyrokinetic simulations, ten particles per cell are adequate for convergence.

4.3 GTC simulations of kink instability in toroidal

geometry

Using the analytic toroidal equilibria shown in Equation 4.2 and Equation 4.3, GTC

simulations are performed with the same parameters as the cylindrical simulation to study

the effects of toroidicity on internal kink modes with rs/R0 = 0.25.

4.3.1 GTC simulations in fluid limit

When the lowest-order tokamak model shown in Equation 4.2 is used, the properties of

the internal kink mode are very similar to the cylindrical geometry. The growth rate is

γ = 0.026ωA, which is approximately the same as the cylindrical geometry growth rate

of γ = 0.028ωA. Figure 4.6 shows the electrostatic potential of internal kink mode for

the two toroidal geometry models. The kink mode structure for the lowest-order toroidal

model(Equation 4.2) is approximately the same as the cylindrical geometry model, and little

coupling to higher m harmonics is observed.
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When the realistic toroidal model shown in Equation 4.3 is used, the growth rate is

γ = 0.0255ωA, which is approximately the same as the lowest order tokamak model of

Equation 4.3. Figure 4.6(b) shows that for the realistic toroidal model, the internal kink mode

is bent so that the mode is larger on the low field side. This bending is along the magnetic

flux coordinate θ such that the internal kink mode is still almost purely an m = 1 mode in

the flux coordinate system, with little m-mode coupling. Since the only physical difference

between the lowest-order tokamak model and the realistic tokamak model is magnetic field

configuration that gives rise to a different Jacobian, the change to the mode structure must

be solely due to the more realistic magnetic field configuration. The growth rates for both

toroidal models are approximately the same as the cylindrical geometry model, and only

small stabilization due to m-mode coupling as predicted by Bussac et al[25]. However, we

note that Galvao et al. predicted that the kink mode becomes more unstable for a lower

aspect ratio case[68].

Figure 4.6: The δφ mode structure is plotted in the poloidal plane. The lowest-order tokamak
mode structure is plotted in panel(a), and realistic tokamak model mode structure is plotted
in in panel(b)
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4.3.2 GTC gyrokinetic simulations

Using the linearized gyrokinetic Equations 2.2-2.12, the realistic toroidal geometry model

shown in Equation 4.3 is simulated in this section with kinetic effects. The ion banana orbit

width for this simulation is approximately ∆rbanana = 2q(R0/r)
1/2ρi = 4ρi. Then the ratio

of the ion banana orbit width to the kink current layer width is ∆rbanana/∆rkink ≈ 0.12, so

kinetic effects due to the finite orbit width should still be minimal when βi = 0.4%. However,

when ion kinetic effects are added to the toroidal geometry simulation, the internal kink mode

growth rate decreases significantly to γ = 0.0085ωA compared to the GTC fluid simulation

of γ = 0.0255ωA in the same geometry as discussed in subsection 4.1.

To understand the gyrokinetic result, several simulation scans were performed, which are

shown in Figure 4.7. In the first scan, the ion pressure is varied while βi = βe and the

parallel electric field δE|| is kept. The growth rate of the internal kink mode increases

as the βi is reduced, where at very low plasma pressure does the gyrokinetic growth rate

reach the fluid growth rate. In the second scan, the βi is varied while βi = βe and setting

δE|| = 0. The variations of the growth rate are approximately the same as the scan with

finite parallel electric field δE||. As a third scan, the ion temperature is varied while the

electron temperature remains constant with βe = 0.4%, and δE|| = 0. The mode growth

rates change is about the same as the previous two scans.

As a further check to see if this reduction of the growth rate is physical, Figure 4.8 shows

a test excluding ion kinetic effects near the magnetic axis, while retaining kinetic effects in

the rest of the simulation domain. In this test, if a particle crosses the boundary between

the kinetic region and the region where thermal ion motion is suppressed, it will be reflected

back into the kinetic region. When kinetic effects are removed near the q = 1 surface, the

internal kink mode growth rate jumps from the gyrokinetic growth rate to the fluid growth
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Figure 4.7: The growth rate vs. the ion beta βi.

rate. The kinetic effect that reduces the growth rate is located near the resonant surface,

which verifies that this effect is physical.
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Figure 4.8: Internal kink mode growth rate is plotted against the kinetic effects radial cutoff,
where kinetic effects are kept only outside the radial cutoff position. Inside the radial cutoff
domain, the ion thermal motion is suppressed. Outside of the radial cutoff domain, all kinetic
effects are kept.

The fact that the growth rate of the internal kink mode with the parallel electric field

turned on and off are about the same suggests that the parallel electric field plays little
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role. The reduction of the growth rate in kinetic simulations is due to ion kinetic effects,

even though the banana orbit is much smaller than the MHD current layer. The ion kinetic

effects that could cause this stabilization include trapped ions, wave-particle interactions,

and polarization drift. The most likely candidate for this reduction of growth rate is due to

the physics of the trapped ions interacting with the kink. Note that while the gyrokinetic

eigenvalue calculation by Qin et al.[75] was in a regime where the ratio of the banana orbit

width to fluid current layer ∆rbanana/∆rkink is much larger than our simulation, they also

observed that the trapped ions can significantly affect the internal kink growth rate. While

this chapter has focused on uniform pressure profiles, in simulations with a finite pressure

gradient, the pressure gradient can destabilize the internal kink mode.

4.4 GTC simulations of kink instability in DIII-D

In this section, the kink mode is simulated for a realistic geometry for the DIII-D tokamak

shot #150363, at a time of 3110 ms. The simulation in this section was performed in the

fluid limit. For this equilibrium as shown in panel(a) of Figure 4.9, the on axis safety factor

is qa = 0.9, and has a mode rational q = 1 surface at the r = .34 a. Density and temperature

profiles are typical to what are observed in DIII-D. The on-axis values are shown in Table 4.1,

where B0a is the magnetic field, R0a is the major radius, n0ea is the electron density, and

T0ea is the electron temperature.
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DIII-D equilibrium

B0a 1.99 T

R0a 1.7 m

n0ea 0.56 × 1020 m-3

T0ea 2470 eV

Table 4.1: On-axis values for DIII-D equilibrium internal kink mode simulation

To have an appropriate pressure drive for this simulation, the thermal ion and fast ion

pressures are added to the electron pressure, as shown below:

Te,sim = (neTe + niTi + nfTf )/ne, (4.12)

where Te,sim is the electron temperature for this simulation. The total pressure is plotted in

panel(b) of Figure 4.9

(a) (b)

Figure 4.9: Panel(a): The safety factor q is plotted vs. the normalized poloidal flux.
Panel(b): The total pressure P0tot is plotted vs. the normalized poloidal flux.

The growth rate for this simulation is γ = 0.015ωA. This growth rate is in a similar range

to that was observed for the analytical geometry simulations. The poloidal harmonics of the

electrostatic potential for this case is plotted in Figure 4.10. Note that there is mode coupling
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between the m = 1 and the m = 2 harmonics unlike the analytical equilibrium. This increase

in mode coupling is most likely due to the the finite pressure gradient for the DIII-D geometry.

A more recent simulation for this geometry was performed using gyrokinetic thermal and

fast ions, where a fishbone mode excited by the fast ions is observed.

Figure 4.10: The poloidal cross section of δφ mode structure is plotted for the DIII-D
equilibrium.

4.5 Finite difference vs. finite element operator

While the finite difference operator using the extrapolation method was found to be

numerically robust in kink simulations, a Laplacian operator with any type of boundary

condition near the axis is desired. To achieve this, the perpendicular Laplacian for gyrokinetic

Poisson equation and Ampere’s Law is also calculated using a finite element method.

The finite element method has many advantages compared to the finite difference method.

In general, finite element method is considered to be more accurate than finite difference

method. The finite element method is especially useful for simulations that want to

incorporate the magnetic axis or separatrix into the simulation domain as its formulation is
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based on Cartesian coordinates, and does not rely on the complex magnetic flux coordinates

which break down at the magnetic axis and separatrix. Another advantage of finite element

method is that it does not require ghost coordinates that could lead to error like the current

formulation of the finite difference method in GTC. A more detailed discussion of the

implementation of the finite element solver is given in Appendix B.

In finite differences method simulation, the internal kink mode growth rate is γ = 0.028ωA,

while the finite element method simulation gives a growth rate of γ = 0.027ωA. The two

growth rates are approximately the same. The electrostatic potential of the internal kink

mode is plotted in Figure 4.11 for both the finite difference method and the finite element

method. The mode structures of the electrostatic potentials between the two models agree

very well. Note that the slight tilt of the mode structure in these plots is the phase of the

internal kink mode due to choice of initial perturbation.

Figure 4.11: The internal kink mode structure δφ on the ζ = 0 poloidal plane are plotted.
The finite differences mode structure is plotted in panel(a), and finite element mode structure
is plotted in panel(b).
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4.6 Summary

A method extending the simulation domain to the magnetic axis was implemented in GTC.

With this capability, the internal kink mode was simulated in both cylindrical and toroidal

geometry. In the cylindrical geometry, the simulations were benchmarked and showed good

agreement with ideal MHD. In the toroidal geometry, fluid simulations have a similar growth

rate compared to the fluid simulations in the cylindrical geometry. However, for the realistic

toroidal geometry model there is a change in mode structure due to the change in magnetic

field configuration. When ion kinetic effects are added to the toroidal geometry simulation,

the internal kink mode growth rate is significantly reduced even when the radial width of

the perturbed current layer is an order of magnitude larger than the banana orbit width.

Nevertheless, this reduction of growth rate is attributed fully to the ion kinetic effects.
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Chapter 5

Internal kink mode in astrophysical

jet

Powerful astrophysical jets and radial lobes are often observed near active galactic nuclei,

where a stream of plasma emerges from the center of a galaxy. These jets can reach lengths

of tens of kiloparsecs(i.e. many orders of magnitude larger than the radius of the jets)[42].

Accretion disks which can produce large scale magnetic fields around the black hole are

believed to play a pivotal role in the launching of astrophysical jets [79, 80, 81, 82].

Astrophysical jet formation and collimation has been investigated in both the hydrodynamic

limit [83, 84, 85], where the kinetic energy in the jet is assumed to be much greater than

the magnetic energy, and in the Poynting flux limit[86, 87, 88, 89, 90, 91], where the energy

from the accretion disk is carried predominantly by the electromagnetic field.

To maintain collimation over length scales of kiloparsecs(1 kiloparsec = 3262 light years),

the plasma must be incredibly stable. Jet propagation and stability has been investigated

extensively in the hydrodynamic limit. Many researchers have performed simulations similar

to the work of Norman et al.[92] which studied how highly supersonic matter propagates in a
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background medium[93, 94, 95, 96, 97]. Overall, even though some of these studies included a

background magnetic field, they found that the jets in this regime tend to be highly unstable

to the hydrodynamic Kelvin-Helmholtz instability driven by sheared flows.

Recent observations have suggested that the magnetic energy inside the radio lobes of the jet

is large[44, 98]. This suggests that the magnetic energy inside the jet could also be significant

and that the jet could possibly be magnetically dominated. A strong magnetic field could

help suppress the Kelvin-Helmholtz instability and explain how these jets are able to remain

collimated over such long distances. However, such a jet would most likely be unstable to

dangerous kink modes associated with the current that produces the magnetic field, which

has been studied extensively in fusion literature.

Another open problem in active galactic nuclei is in understanding the source of ultra-

high-energy cosmic rays that have been observed with energies up to 1020 eV. It has been

speculated that since jets contain a significant amount of energy from the supermassive

black hole, the acceleration of these cosmic rays likely occur in the jets or lobes[99]. The

acceleration mechanism for these cosmic rays is currently unknown and an area of active

research, as they cannot be explained through relativistic shocks in the launching of jets

using conventional Fermi acceleration[50, 51].

In this chapter, we describe the first gyrokinetic simulation of kink modes in a proposed

astrophysical jet equilibrium to investigate the stability of the jet and mechanisms for

production of ultra-high-energy cosmic rays, which was done in collaboration with Hui

Li and Ken Fowler. First, a magnetically dominated model is introduced. Then, a brief

overview of the magnetic field structure in the accretion disk as derived in Colgate et al.[46]

is presented. Using the structure of the magnetic fields in the accretion disk, a potential

equilibrium for the jet is constructed. With this equilibrium, the linear stability properties

of kink modes in the jet are examined, where the kink modes for the jet equilibrium are

found to vary significantly in mode structure and growth rate from the kink modes seen in
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tokamaks. Next, in an attempt to understand the ultra-high-energy cosmic rays, a potential

mechanism for particle acceleration in the jet is proposed. Nonlinear dynamics of the kink

modes are also examined, where the kink is observed to saturate and remain benign. A

brief discussion is given for kink modes being able to create parallel electric field which can

accelerate particles to large energies.

5.1 Model for magnetically dominated astrophysical

jet

In this section, the properties of the magnetically dominated jet model are explained as

an aid in understanding this model. An illustration of an astrophysical jet from Colgate et

al.[46] is shown in Figure 5.1 that shows the structure of the magnetic fields. This illustration

depicts a jet of length L and radius R that is propagating upward on the page, and shows

important characteristics of the jet such as: the central column, accretion disk, diffuse pinch

region, and the closing of the current loop.

Using cylindrical coordinates(r,θ,z), Figure 5.1 describes the astrophysical jet model with

the jet being axisymmetric in the θ-direction. The supermassive black hole is located at the

origin (r = 0, z = 0). The accretion disk shown at the bottom of the left figure is a diffuse

plasma structure orbiting the black hole. This disk produces the initial magnetic fields and

is believed to be important in the initial launching of the jet. At the end of the jet z = L is

the nose, where the current begins the return back to the accretion disk to close the magnetic

field lines. Breaking the jet into radial sections, the central column r ≤ a which is shown as

the red bar in Figure 5.1 is where the majority of the plasma current is located. Figure 5.1

also defines the diffuse pinch region a < r ≤ R0, which is radially outward from the central

column and where the plasma current falls off rapidly. Next is the closed flux region r > R0,
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where the λ-profile λ = jz/Bz is approximately constant, and lastly is the region where the

current returns.

Figure 5.1: On the left is a simplified sketch of the magnetic field structure produced by
the jet that was launched by the accretion disk. On the right, various properties of the jet
are plotted, including the axial current jz, poloidal flux function ψ, and the lambda profile
λ = jz/Bz. This figure is reproduced by permission of the AAS.

5.2 Structure of magnetic fields in accretion disk

The behavior of the equilibrium magnetic fields in the accretion disk could have a strong

influence on the fields in the jet. A brief description of the derivation of the magnetic fields

structure in the accretion disk by Colgate et al.[46] is given here. The accretion disk has a

finite length that starts at z = 0 and ends at z = H, where the thickness of the accretion

disk is much smaller than the length of the jet H � L. The behavior of the fields in the disk

comes from the momentum equation of the accretion disk. To obtain this behavior, using

the boundary conditions of Br = 0 at z = H, and that the jet begins where gravity induced
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accretion ceases(i.e. hydrodynamic terms approach zero at z = H), the accretion disk radial

momentum equation can be written as the pressureless screw pinch equation,

∂B2
z,disk

∂r
+

1

r2

∂
(
r2B2

θ,disk

)
∂r

= 0; at z = H, (5.1)

where Bz,disk and Bθ,disk are axial and azimuthal magnetic field in the accretion disk. The

length of the accretion disk z = [0, H] is integrated over for the angular momentum equation

and the following equation is obtained:

g
[
Ṁ/2ΩK

]
= r (rBθ,disk |Bz,disk|)r,H , (5.2)

where g represents the fraction of the angular momentum extracted by the jet and is defined

as:

g =
[
Ṁ/2ΩK

]−1
∫ H

0

dz 4 (π/r)
∂

∂r

{
rρ|vr|r2Ω [1 + (ν/|vr|)∂(ln Ω)/∂r]

}
, (5.3)

where ΩK = GM/r3 is the Kepler rotation of the disk with G being the Newtonian

gravitational constant and M being the black hole mass. Ω is the accretion disk angular

rotation velocity, and Ṁ = dM/dt is the mass accretion rate. The term ν is the kinematic

viscosity of the disk, ρ is the mass density, and vr is the accretion disk fluid velocity along

the radial direction. By exploring the limiting cases when g = 1(zero viscosity), and when

the accretion disk rotation is the Kepler rotation Ω = ΩK , the behavior of the fields in the
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diffuse pinch zone has been shown to be in the asymptotic limit when the radius is much

larger than the central column r >> a:

Bz,disk ∝ r−3/2,

Bθ,disk ∝ r−1.

(5.4)

These asymptotic expressions for the magnetic fields in the accretion disk are used to

construct the magnetic fields in the jet in the following section.

5.3 Equilibrium model for the jet

In this section, an equilibrium magnetic field model for an astrophysical jet is constructed.

The simulation region that will be studied in this work contains only a small section of the jet

near the central column, thus the equilibrium magnetic fields are assumed to be symmetric

along θ and z. Making the assumption that the behavior of the fields in the jet are similar to

the fields in the accretion disk, the magnetic fields are chosen to have the same asymptotic

relation as the disk. One choice that satisfies the asymptotic expression in equation 5.4

is the approximate axial magnetic field Bz,approx and approximate azimuthal magnetic field

Bθ,approx are:

Bz,approx = B0a[1 + (r/a)3/2]−1,

Bθ,approx = B0a(r/a)[1 + (r/a)2]−1,

(5.5)
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where B0a is the on-axis magnetic field. While these approximate fields satisfy the behavior

of the asymptotic expressions in Equation 5.4 when the radial distance is much greater than

the central column r � a, they do not represent a force free equilibrium. To obtain force

free fields Bz and Bθ in the jet, we use the equations for the q-profile and the pressureless

screw pinch equilibrium, shown below. The q-profile is defined as:

q = (2πrBz)/(LBθ) =
2πa

L

1 + (r/a)2

1 + (r/a)3/2
, (5.6)

and the screw pinch equilibrium pressure equation is:

∂

∂r

(
Bθ +Bz

2µ0

)
+
Bθ

µ0r
= 0. (5.7)
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Figure 5.2: The normalized q-profile is plotted vs. radial coordinate r/a.
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Solving these two equations, a numerical equilibrium is constructed for the jet fields Bz and

Bθ. The numerical values of Bz and Bθ are plotted in Figure 5.3 along with the approximate

analytical expressions Bz,approx and Bθ,approx. While the numerical fields and the approximate

fields are noticeably different near the central column, the numerical fields still retain the

desired asymptotic behavior of Equation 5.4.

In tokamak geometry, the q-profile is the most important quantity in determining the

strength of the kink instability and the shape of the mode structure. In astrophysical jets,

there is no physical periodicity in the axial direction, and modes of any kz are possible. With

the assumption that the mode resonance will be somewhat near the central column, then

the modes of interest are on a much smaller length scale than the jet length, and it is safe to

assume that the modes are periodic in the axial direction(i.e., we consider a local problem

in the axial direction). In the jet, an nq-profile can be used to determine stability properties

of the internal kink mode for a specific kz, where n is the axial mode number. We define

the wavelength along the plasma column as λz = L/n and wave vector as kz = 2π/λz, with

n � 1. If there is an nq = 1 surface, then the internal kink mode will be unstable. For

these simulations, n � 1, but for simplicity only one wavelength in the z-direction will be

simulated ∆z = L/n = λz.
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Figure 5.3: The axial and poloidal field are plotted vs. radial coordinate r/a. The
approximate analytic expressions for magnetic fields are plotted in blue and self-consistent
magnetic fields in red.

GTC does not use the vector components of the equilibrium magnetic fields Bz and Bθ

directly. Rather, GTC uses the magnetic flux coordinates with scalar quantities of current,

total magnetic field, and safety factor. To implement equilibrium quantities into GTC,

the poloidal current 2πg, toroidal current 2πI, the safety factor q, and total magnetic field

strength B0 are needed. In cylindrical geometry, these physical quantities can be written in

terms of the azimuthal and axial magnetic field.

B0 = B2
z +B2

θ ,

I = rR0Bθ,

g = BzR
2
0

q = rBz/R0Bθ

(5.8)
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For these jet simulations, we simulate a wavelength λz in the axial direction. The toroidal

angle is defined as ζ = 2πz/λz, where z is the axial position and λz is the length of the

cylinder section being simulated. The effective major radius for the cylindrical geometry is

R0 = λz/2π, and a periodic boundary condition is used for the toroidal angle.

5.4 Linear simulations

The actual strength of the magnetic fields in the jet are unknown. We assume that the

jet is magnetically dominated and that the gyroradius is very small compared the jet. It

is convenient to use the same parameters as the tokamak simulations in Chapter 4 which

satisfy both these conditions. With plasma beta βe = 0.4% and ion gyroradius ρi/a = 0.001,

these quantities should be sufficiently small.

In Figure 5.4, the growth rate of the kink mode is plotted while varying the axial wave vector

kz. A maximum growth rate is found when kza = 0.8, or when the z-length is about 8 times

of the radius of the central column. To explain the peak growth rate of this kink, two limiting

cases are examined. When kza > 1, the main limit is that the nq-profile raises above unity

to stabilize the kink. In the long wavelength limit kza � 1 , the typical kink growth rate

is limited by the Alfvén speed γ ∝ kzvA[100]. This results in the largest growth rate lying

between these two kz values. We also note that the growth rates for this jet model are large

for internal kink modes with growth rates on the order of 0.1ωA, where ωA = vA/R0. In the

tokamak simulations performed in Chapter 4, growth rates were on the order of 0.01ωA.

In Figure 5.5, the mode structure of the internal kink mode for astrophysical jets and for the

tokamak case are plotted vs. radial coordinate r/a. The astrophysical jet mode structure is

significantly different than the tokamak mode structure. Where the tokamak case has a thin

layer at the q = 1 surface, there is no such layer for the astrophysical jet case. The peak
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Figure 5.4: The growth rates are plotted against the normalized axial wave number kza.

of the mode structure for the astrophysical jet is near the plasma column r = a, where the

peak of the equilibrium current is. The mode structure of δφ in this case also has a long tail

in the radial direction, where the mode gradually approaches zero.

"q=1"

q=1

Figure 5.5: Panel(a): the mode structure of the electrostatic potential for the jet equilibrium
with kθ/kz = 0.9. Panel(b): the mode structure of the electrostatic potential for a typical
tokamak with kθ/kz = 4

As seen in the tokamak equilibria, when the kθ � kz, the resonant layer at the mode rational

surface is sharp. This has been explored in Appendix A, where it is shown that the size of the

layer at the mode rational surface is heavily dependent on the aspect ratio a/R0 or the ratio

between the wave vector in the azimuthal direction to the wave vector in the axial direction

64



kθ/kz. The layer broadens as kθ/kz decreases. In the tokamak case shown in Figure 5.5, the

mode structure is already fairly broad at kθ/kz = 4. For this astrophysical jet equilibrium,

the kθ/kz ∼ 1, so the perturbed current layer should be very broad to the point where the

current layer scale length is on the same order as the global kink mode structure. So the

difference in mode structure between the astrophysical jet case and the classic tokamak case

can be explained by the ratio of kθ/kz.

We also note that for this astrophysical jet equilibrium, the resonant surface of the mode is

far away from the bulk of the mode structure. This property is similar to an external mode

where the resonant surface would be outside of the plasma.

5.5 Potential mechanism for acceleration

The physical mechanism that accelerates cosmic rays to ultra high energies is currently

unknown since it can not be explained by conventional acceleration mechanisms[50, 51].

Using MHD dynamo theory[101], the fields created by a saturated kink mode could

potentially be the source of the acceleration. Dynamo theory has been used to explain

how magnetic fields are maintained in planets and stars, and is required to explain how a

large spatial scale magnetic field can be maintained throughout the jet. There has been

some experimental evidence of this volume averaged electric field arising from the dynamo

effects. On the spheromak SPHEX, there was observed ion acceleration and a significant

volume averaged parallel electric field [102]. Picturing the jet as a large circuit, the current

of this circuit travels through the central column of the jet, turns around at the nose, and

returns the current in the radio lobes. A DC parallel electric field would then be required to

maintain the current in the jet. MHD dynamo theory suggests that the fluctuations between

the plasma bulk velocity and the magnetic field δv× δB could potentially provide this mean
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parallel electric field and can maintain the current in the jet. The magnetic energy that is

lost due to resistivity is replaced by δv × δB. This can be seen by looking at Ohm’s law:

E + δv ×B0/c ≈ δv × δB/c = D, (5.9)

where D represents a hyper-resistivity which describes transport. Then the mean parallel

electric field can be written as

δE|| = b · δv × δB/c = b · (δuE × δB) /c, (5.10)

With a turbulent electric field δE = a cosωt + b cosωt and magnetic field δB = c cosωt +

d cosωt, then δE|| could have a finite DC component if δE and δB are not perfectly out of

phase. While in linear ideal MHD δE and δB are out of phase, with non-ideal MHD effects

and nonlinear effects, δE|| could potentially be non-zero.

Going one step further, we suggest that these fluctuations could be a source of particle

acceleration, where the fluctuations between the bulk plasma velocity and the magnetic field

can create a volume averaged parallel electric field, and this electric field could accelerate

particles to high energies. We propose a model where acceleration occurs as it would in a

laboratory plasma when plasma is connected to a voltage source when density is so low that
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voltage causes ions to “run away”, only impeded by radiation. In this simple circuit, the

parallel acceleration equation of ions is:

dp||
dt

= e(E|| − ERAD), (5.11)

where p|| is the ion momentum, E|| is the parallel electric field, and ERAD represents

deceleration due to radiation. This flux averaged electric field that is discussed in this

section was introduced into GTC in the form of: δE|| = b · (δuE × δB) /c, as was derived by

Wang et al., and is described in section 2.3.

5.6 Nonlinear simulations

In this section, nonlinear simulations are performed to find stability properties and to look

for a volume average parallel electric field that could accelerate particles. We will focus on

the nonlinear mode properties of the kza = 0.9 case.

Figure 5.6 shows the nonlinear evolution of the kink quantities δA|| and δφ including

saturation for three gyrokinetic cases. The first case is a gyrokinetic simulation ignoring

the parallel nonlinear physics and zonal fields. This simulation does not saturate, and the

kink instability grows until the simulation blows up. For the second case, a gyrokinetic

simulation is performed which incorporates the ion parallel nonlinearity, but excludes zonal

fields. This case has a saturation level that corresponds to a perturbed magnetic field of

δB/B0 = 0.01. The evolution of the perturbed electrostatic potential δφ is chaotic after

saturation compared to the mangetic potential δA||. Lastly, a simulation is performed with

parallel nonlinearity and the addition of zonal flows and currents. This simulation has the

lowest saturation amplitude of δB = 0.003, however, the non-zonal electrostatic potential
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is highly oscillatory with a frequency of ω ∼ ωA. This results in the simulation becoming

numerically unstable shortly after saturation.

Since the saturation of the perturbed magnetic field is small compared to the equilibrium

magnetic field, the plasma should be relatively undisturbed by this saturated kink. With a

low saturation amplitude, these saturated kinks could nonlinearly evolve in the astrophysical

jet, and provide turbulent fields to accelerate ions.

(a) (b)

Figure 5.6: Panel(a): The nonlinear behavior of perturbed magnetic potential δA|| is plotted.
Panel(b): The behavior of the electrostatic potential δφ is plotted.

Next, the volume average parallel electric field δE|| as was discussed in Section 2.3 and 5.5

will be investigated. Figure 5.7 shows the radial-time history of zonal quantity δE|| that is

calculated without being fed back into the simulation for the “w/ parallel NL” case(i.e., zonal

fields are not kept in the simulation). The electric field δE|| shows no strongly coherent mode

structure, and has a saturation amplitude of δE||R0/φrms ∼ 10−8. The small amplitude of

δE|| and the lack of a coherent radial structure reduces the prospect of the internal kink

accelerating particles.

The self-consistent simulation with zonal fields could enhance the electric field δE||, which

will be studied in the future work. We point out that this is our first attempt of nonlinear

gyrokinetic simulation of the internal kink modes. More nonlinear simulations are needed
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to clarify the nonlinear saturation mechanism and the possible mechanism of particle

acceleration.
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Figure 5.7: The zonal parallel electric field δE|| is plotted in the radial-time space for the
“parallel NL” case.

5.7 Summary

Using the experience from kink mode simulation in tokamaks, kink modes in astrophysical

jets have been simulated using GTC. First, a numerical equilibrium is constructed for a

potential jet magnetic field configuration. Linear stability properties were then examined

where it was found that the strongest kink instability had an axial length eight times of the

radius of the central column, and that the internal kink mode structure varies significantly

to the standard tokamak picture of the kink mode. In the nonlinear regime, the kink mode
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saturates at a low amplitude where the magnetic field remains relatively unperturbed. There

are two saturation mechanisms of the kink observed from the ion kinetic effects: the parallel

nonlinearity and generation of zonal flows. We also observe a volume averaged parallel

electric field, but this field is small compared to the rms electric field and it is fairly turbulent.

A more detailed nonlinear investigation will be performed in the future work.
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Chapter 6

Conclusions

In this thesis, Gyrokinetic Toroidal Code has been applied to further understand the physics

for current-driven MHD instabilities. As a first step to learn GTC, stability parameters of

the toroidal Alfvén eigenmode were examined for the hybrid and the steady state scenario in

ITER. To perform these tests we first implemented a slowing down fast alpha distribution into

GTC. The steady state scenario has a lower alpha beta threshold than the hybrid scenario.

This suggests that the TAEs could be more unstable in the steady state running scenario

in ITER which could lead to more energetic particle transport. We also note that both

thresholds are close to marginal stability for their respective equilibrium. These simulations

are missing effects from energetic beam ions, which could drive the TAEs unstable.

Next, a method extending the simulation domain to the magnetic axis was implemented into

GTC. With this capability, the current-driven internal kink mode was simulated in both

the cylindrical and toroidal geometry. In the cylindrical geometry, the simulations were

benchmarked and showed good agreement with ideal MHD. In the toroidal geometry, fluid

simulations have a similar growth rate compared to the fluid simulations in the cylindrical

geometry. However, for the realistic toroidal geometry model there is a change in mode
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structure due to the change in magnetic field configuration. When ion kinetic effects are

added to the toroidal geometry simulation, the internal kink mode growth rate is significantly

reduced even when the radial width of the perturbed current layer is an order of magnitude

larger than the banana orbit width. Nevertheless, this reduction of growth rate is attributed

fully to the ion kinetic effects.

Using the experience from kink mode simulation in tokamaks, kink modes in astrophysical

jets have been simulated using GTC. First, a numerical equilibrium is constructed for a

model jet magnetic field configuration. Linear stability properties were then examined where

it was found that the strongest kink instability has an axial length eight times of the radius

of the central column, and that the internal kink mode structure varies significantly from

the standard tokamak picture of the kink mode. This astrophysical jet kink saturates at

a low amplitude where the equilibrium magnetic field remains relatively unperturbed. The

saturation mechanisms of the kink observed are from the parallel nonlinearity and generation

of zonal flows. There is an observed flux surface averaged parallel electric field that is

generated from this saturated kink, but it is small compared to the total electric field.

Future work for this thesis project will include improvements upon the current-driven MHD

simulation capabilities. One example is that the gyrokinetic equation and electron continuity

equation are still written using magnetic flux coordinates which rely on gradients that are

singular near the magnetic axis. One potential solution to this problem is to write these

equations using a finite element method, similar to the finite element implementation of

the Laplacian operator presented in this thesis. Another example is to figure out how to

properly handle the m = 0 harmonic of the kink, which can cause numerical problems

in gyrokinetic simulations of the kink and fishbone mode in a realistic geometry with a

finite pressure gradient. One potential method which might ease this problem is to use

the gyrokinetic vorticity equation instead of the gyrokinetic Poisson equation, and explicitly

cancel the E x B terms which are likely the source of this strong m = 0 harmonic of the kink
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in the electron and ion density. This type of method has been used to improve simulation

performance of low-n TAEs[103].

The gyrokinetic capabilities developed during this research on the current-driven internal

kink mode has led to the verification of a resistive tearing model in GTC[60] and to

gyrokinetic simulations of the fishbone mode in DIII-D. The future work for current-driven

instabilities in tokamaks is to make a detailed comparison for the kink and fishbone modes

in the DIII-D and NSTX tokamaks. Investigation into what plasma parameters such as

the fast ion gradient and q-profile would produce long-lived saturated kinks, and what

parameters would excite fishbone modes on these devices will be performed. Next is to extend

simulations to the nonlinear regime for kink and fishbone modes and examine saturation

mechanism and nonlinear evolution. A longer term goal is to self-consistently simulate the

dangerous neoclassical tearing mode which may trigger disruptions in ITER. This would

require simulation of neoclassical effects which have been implemented in GTC, and further

development of nonlinear simulation capabilities of current-driven MHD modes.

Future work for the astrophysical jet kink simulations include further investigation into the

nonlinear saturation mechanism of the jet and possible production of a flux surface averaged

parallel electric field. This flux surface averaged parallel electric field was hypothesized to

be produced from saturated kink modes. If nonlinear simulation times could be extended

further incorporating zonal fields, then maybe this DC electric field could be observed.

Also, periodic boundary conditions that are imposed in the axial direction could potentially

impede production of this parallel electric field. While it would be quite difficult to use

non-periodic boundary conditions in GTC, simulation of multiple axial wave numbers might

aid in observing this field.
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Appendix A

Shooting Method

A.1 Formulation

This appendix describes an MHD eigenmode formulation used to benchmark with GTC

simulations of the internal kink mode in cylindrical geometry. To construct the eigenmode

code, we follow the formulation and notation in Ideal Magnetohydrodynamics written by

Jeffery Freidberg[104]. This eigenmode code uses cylindrical coordinates (r, θ, z). The

equilibrium axial magnetic field Bz, poloidal magnetic field Bθ, and equilibrium pressure

p0 are required for this formulation and can be solved for using the screw pinch force balance

equation, as will be shown in subsection A.2.

Taking a single poloidal mode number m and axial wave number k, the linear ideal MHD

equations can be reduced to a 1D differential equation as derived by Goedbloed et al[78].

The variable being solved for is the MHD displacement function ξ = ξr̂ + ξ||b̂ + ηη̂, where
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b̂ =
(
Bzẑ +Bθθ̂

)
/B0 and η̂ = r̂ × b̂ =

(
Bzθ̂ −Bθẑ

)
/B0. To simplify the notation we

define the following terms:

F = k ·B0 = kBz +mBθ/r

G = r̂ · k×B0 = mBz/r + kBθ.

(A.1)

The terms F and G might be better known in other notations as k|| and k⊥−kr, respectively.

The sound speed Vs, the Alfvén speed Va, and α are defined as:

V 2
s = γp0/ρ,

V 2
a = B2

0/µ0ρ,

α2 =
4V 2

s ω
2
a

k2
0(V 2

s + V 2
a )
,

(A.2)

where the variable γ is the ratio of specific heats, ρ is the mass density, and k2
0 = m2/r2 +k2.

The following frequencies are defined as:

ω2
a =

F 2

µ0ρ
,

ω2
h =

(
V 2
s

V 2
s + V 2

a

)
ω2
a,

ω2
g =

V 2
s

V 2
a

ω2
a,

ωf,s =
1

2
[k2

0(V 2
s + V 2

a )][1±
√

1− α2].

(A.3)
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We can use the generalized Hain-Lust Equation[78], which reduces the ideal MHD equations

in a screw pinch equilibrium to a single 1D equation assuming there is a single poloidal mode

m and a single axial wavenumber kz. The 1-dimensional eigenmode Hain-Lust equation is:

d

dr

[
A
d

dr
(rξ)

]
− C(rξ) = 0 (A.4)

where,

A =

[
ρ(V 2

s + V 2
a )

r

]
(ω2 − ω2

a)(ω
2 − ω2

h)

(ω2 − ω2
f )(ω

2 − ω2
s)

(A.5)

and,

C = −ρ
r

(ω2−ω2
a)+

(
4k2V 2

a B
2
θ

µ0r3

)
(ω2 − ω2

g)

(ω2 − ω2
f )(ω

2 − ω2
s)

+
d

dr

[
B2
θ

µ0r2
−
(

2kB2
θG

µ0r2

)
(V 2

a + V 2
s )(ω2 − ω2

h)

(ω2 − ω2
f )(ω

2 − ω2
s)

]
.

(A.6)

The other two vector quantities of the displacement function can be written in terms of the

radial displacement function.

ξ‖ = −
(

iγp0F

rρB(ω2 − ω2
f )(ω

2 − ω2
s)

)[
(ω2 − ω2

a)(rξ)
′ +

(
2kGBθ

µ0ρ

)
ξ

]
(A.7)

η = −
(

i

rρB(ω2 − ω2
f )(ω

2 − ω2
s)

)[
G

(
γp0+

B2

µ0

)
(ω2−ω2

h)(rξ)
′+

2kB2Bθ

µ0

(ω2−ω2
g)ξ

]
(A.8)
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In order to solve the Hain-Lust eigenmode(Equation A.4), we must supply the boundary

conditions. Assuming a conducting wall, ξ must be zero at the outer boundary. For the

inner boundary, if we take a power series of ξ about the origin, we find that:

ξ ∼ r|m|−1

.

For the m = 1 mode, approaching the r = 0 boundary, ξ will be approximately constant in

r, and ξ′ approaches zero.

ξ(0) = 1 , ξ′(0) = 0

With these boundary conditions, the shooting method can be used, which reduces the

boundary value problem into an initial value problem to find the correct growth rate and

the eigenmode structure. This is done by picking an initial guess for the frequency ω,

and narrows the guess down down until a mode structure that satisfies the outer boundary

condition ξ(a) = 0 is found.
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A.2 Testing Eigenmode Formulation

To make sure that the results from this eigenmode code are correct, it is benchmarked

against the solution by Goedbloed and Hagebuek[78] in this section. The magnetic field

configuration used in this benchmark is a Lundquist field:

Bz = B0J0(νr),

Bθ = B0J1(νr),

(A.9)

where J0 & J1 are Bessel functions, and B0 is the on-axis magnetic field. In Figure A.1,

while setting νa = 8, the growth rate of the internal kink mode is calculated for various

values of k/ν. The growth rate scan with our MHD eigenmode code matches the result from

Goedbloed et al[78].
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Figure A.1: Growth rate of the m=1 internal kink mode with ν = 8 for various k/ν from
the 1D MHD eigenmode code on the left, the result from Goedbloed et al. on the right[78].
The figure from Goedbloed et al. is reprinted with permission from AIP Publishing LLC.
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In Figure A.2, the mode structure of the internal kink mode for νa = 8.0 and k/ν = 0.2

is shown. The mode structures from the eigenmode code and Goedbloed et al.[78] are the

same, verifying this eigenmode code.
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Figure A.2: The MHD eigenmode code mode structure of rξ(r) is plotted on the left, the
result from Goedbloed et al. on the right[78]. The figure from Goedbloed et al. is reprinted
with permission from AIP Publishing LLC.

A.3 Eigenmode formulation in Cylinder

This eigenmode code requires the screw pinch force balance equation to be satisfied. To

obtain the fields Bθ and Bz, the desired safety factor q = rBz
R0Bθ

and pressure profile p0 are

substituted into the screw pinch force balance equation. These two profiles reduce the force

balance equation to a 1D ordinary differential equation, as shown below.

d

dr

(
p0(r) +

B2
θ (r) + q2(r)R2

0/r
2B2

θ (r)

2µ0

)
+
B2
θ (r)

µ0r
= 0 (A.10)

This equation can be numerically solved for the equilibrium poloidal field Bθ, and

subsequently the equilibrium axial field Bz. Choosing a/R0 = 1/2, m = 1, k = −1/R0,

and q(r) = .8 + .8 r
2

a2
, the eigenmode equation can be solved and has the displacement

88



function ξ shown in Figure A.3 for various inverse aspect ratios a/R0. Note that the sharp

resonant layer of ξ(r) at the mode rational q = 1 surface is broader for the low aspect ratio

cases. This means that the low aspect ratio cases are easier to simulate since they require

less resolution near the mode rational surface.
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Figure A.3: The radial mode structure of the MHD displacement function ξ is plotted for
inverse aspect ratios of a/R0 = 1/2, 1/3, 1/5.

The displacement function ξ is not used in the gyrokinetic equations. To benchmark mode

structures between GTC and this eigenmode code, the parallel magnetic potential δA|| and

the electrostatic potential δφ are computed from ξ. Using Ampere’s Law, Faraday’s Law,

ideal Ohm’s Law, and assuming that the parallel magnetic field is small such that the

magnetic vector potential δA is in the direction parallel to the equilibrium magnetic field

δB = ∇× δA||b0, the equation to solve for δA|| is formed:

δJ = ∇× (∇× δA||b0) = ∇× (∇× (ξ ×B0)). (A.11)

Choosing the boundary conditions to be δA||(r = 0)) = 0 and δA||(r = a)) = 0, the shooting

method is used again to solve for δA||.
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The electrostatic potential can be solved using the equation for the perturbed radial electric

field.

∇φ · r̂ = − (γξ ×B0) · r̂ (A.12)

The mode structure of δA|| and δφ are shown in Figure A.4
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Figure A.4: The mode structure of δA|| vs. radial coordinate r/R0 is plotted on the left.
The mode structure of δφ is on the right.
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Appendix B

Finite Element method

implementation for GTC

B.1 Introduction

This appendix describes the implementation of the finite element method in GTC for the

gyrokinetic Poisson equation and the gyrokinetic Ampere’s Law. The presented material is

based on the 2006 finite element paper by Nishimura[105], and will extend the formulation

to include toroidicity and electromagnetic simulations.

B.2 Calculation of triangular mesh

When performing finite elements, a triangular mesh that connects the computational grid

points is required, and it is important to ensure that the mesh is well formed. A common

method of mesh generation is Delaunay triangulation. This method has a strict limit that

any two neighboring triangles have their sum of their opposing angles be less than 180
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degrees, called the Delaunay condition. Delaunay triangulation is robust in that it makes

no assumption on the structure of the grid, however this method can be fairly complicated

to implement.

Using the knowledge of how the grid is formed, a more simple method of triangulation is

implemented into GTC. The grid point generation algorithm that is used in GTC sets a

number radial grid points that are evenly spaced in radial coordinate r, where r is the

minor radius. The number of grid points in the poloidal direction θ is chosen such that it

ensures that the arc-length between poloidal grid points is approximately constant on each

flux surface. This grid creation method turns out to be advantageous for the finite element

method, since it helps the grid points be evenly spaced which helps the triangular mesh be

well formed. When the radial grid length and poloidal arc length are approximately even,

the triangles produced by this method obey the Delaunay condition.

To interpolate solutions between grid points, a linear shape function S(e) is used.

S(e) =
1

4∆(e)
[(xiyk − xkyj) + (yj − yk)x+ (xk − xj) y] , (B.1)

where x and y are the Cartesian coordinates, the subscript i, j, k represent the three grid

points that form a triangular element, and ∆(e) is the area of the triangular element e.

∆(e) =
1

2
[(xi − xk)(yj − yk)− (xk − xj)(yk − yi)] (B.2)

The calculation of the triangular mesh is done between two flux surfaces at a time. The first

triangle is created by taking one point on the inner flux surface, then finding the nearest two

92



points on the outer flux surface. The quality of shape of each potential triangle is considered

by calculating the sum of the square of the length of each side of the triangle as shown below,

P =
(
(xi − xj)2 + (yi − yj)2

)
+
(
(xk − xj)2 + (yk − yj)2

)
+
(
(xi − xk)2 + (yi − yk)2

)
. (B.3)

The triangle with the smallest value of P is usually the best shaped triangle. Minimizing

this function is similar to minimizing the perimeter of the triangle, but there is an extra

emphasis of having a triangle with sides of similar length. Applying the constraint that two

vertices on the next triangle are fixed and that the third vertex has a similar arc length away

from the other two vertices, the triangle with a smaller value of P is most likely the better

shaped triangle.

Subsequent triangles are calculated by examining the next point in the poloidal direction on

both the inner and outer flux surfaces, and the better formed triangle is chosen by minimizing

P . This is demonstrated in Figure B.1, where the potential triangle 1 would have the smaller

value of P , and be chosen because of its better shape.

1

2

Figure B.1: The original triangle pick in between two flux surfaces is plotted with solid lines,
and the next two potential triangles are plotted with dotted lines.
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This process is repeated until the entire region between the two flux surfaces is filled, then

the entire process is repeated for the rest of the flux surfaces until the entire domain is filled.

In Figure B.2, the triangular mesh of the first twenty flux surfaces are plotted. Note that all

the triangles on this plot have no angles greater than 90 degrees, automatically satisfying

the Delaunay condition.

Figure B.2: The triangular mesh of the first twenty flux surfaces are plotted.

B.3 Setup of FEM equations

This section will describe the equations that are solved using finite element method and the

construction of the finite element matrix. The equation being solved using finite elements is

the gyrokinetic Poisson equation and Ampere’s law, which have the form:

∇2
⊥A = b. (B.4)
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The variables A and b are dummy variables. Note that finite Larmor radius term

∇2
⊥ρ

2
i (Zi〈δni〉 − δne) in the gyrokinetic Poisson equation is ignored for this Appendix

to simplify the description of the equations, but it has been added in the code. The

perpendicular Laplacian is approximately:

∇2
⊥ =

∂2

∂x2
+

∂2

∂y2
, (B.5)

in cylindrical coordinates, and

∇2
⊥ =

1

x

∂

∂x

(
x
∂

∂x

)
+

∂2

∂y2
, (B.6)

in toroidal coordinates. The finite element matrix can be written in the form:

N∑
j=1

LijAj = dijbj. (B.7)

For toroidal geometry, the quantities Lij and dij are:

Lij =
1

4∆(e)
(bibj + cicj)xi , (B.8)
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dij =
∆(e)

12
(δij + 1)xi. (B.9)

The variables in Equation B.8 are as follows: bi = yj − yk , and ci = xk − xj. In cylindrical

geometry, the Lij and dij matrices would not have the xi term in Equations B.8 and B.9.

For one triangle element e with vertices i, j, k, the matrix term in Equations B.8 and B.9

are:


Lii Lij Lik

Lji Ljj Ljk

Lki Lkj Lkk



A1

A2

A3

 =


dii dij dik

dji djj djk

dki dkj dkk



bi

bj

bk

 . (B.10)

To construct the final Laplacian matrix, the sum of all matrix elements are taken. The

gyrokinetic Poisson equation, using the Padé approximation is:

∇2
⊥δφ = δn, (B.11)
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where δφ is the electrostatic potential, and δn is the charge density. For the gyrokinetic

Poisson equation, since bij = δn is a know quantity, the right hand side can be simplified by

matrix multiplication.


Lii Lij Lik

Lji Ljj Ljk

Lki Lkj Lkk



δφi

δφj

δφk

 =


d

(e)
i

d
(e)
j

d
(e)
k

 (B.12)

where d
(e)
i = ∆(e)

12
[2δni + δnj + δnk]. This equation can then be solved for the electrostatic

potential δφ using PETSc.

Gyrokinetic Ampere’s law can be written as,

δu|| = ∇2
⊥δA||, (B.13)

where δu|| is the parallel charge flow, and δA|| is the parallel magnetic vector potential. For

Ampere’s Law, when using the hybrid electron model, the electron current is the physical

quantity that is being solved for, as shown below. This means that the finite element method

matrix equations have to be reformed for Ampere’s law where bij = δu|| is solved for. Since
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δA|| is known, the Laplacian matrix Lij can be multiplied by δA|| to form the right side of

the equation.


L

(1)
1

L
(1)
2

L
(1)
3

 =


d11 d12 d13

d21 d22 d23

d31 d32 d33



δu||1

δu||2

δu||3

 (B.14)

where L
(e)
i is Lij matrix multiplied by δA||. In this form, the paralle charge flow δu is solved

for using PETSc.

98



Appendix C

Extending the simulation to the

magnetic axis

In this appendix, a detailed explanation of the extrapolation method used in the internal

kink mode simulations in Chapter 4 and 5 is given. The magnetic axis is important to

simulate for internal kink modes, since the m = 1, n = 1 internal kink mode structure has

finite value near the magnetic axis. Currently, GTC uses the finite differences method to

calculate the two dimensional perpendicular Laplacian for the gyrokinetic Poisson equation

and Ampere’s law. The perpendicular Laplacian is

∇2
⊥F =gψψ

∂2F

∂ψ2
+ 2gψθ

∂2F

∂ψ∂θ
+
(
gθθ + gζζ/q2

) ∂2F

∂θ2
0

+

1

J

(
∂J gψψ

∂ψ
+
∂J gψθ

∂θ

)
∂F

∂ψ
+

1

J

(
∂J gψθ

∂ψ
+
∂J gψψ

∂θ

)
∂F

∂θ
,

(C.1)

where ψ is the magnetic poloidal flux, θ magnetic poloidal angle, and ζ is the magnetic

toroidal angle. In the above equation, the contravariant tensor is defined as gαβ ≈ ∇α · ∇β,
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where α and β are any combination of the magnetic coordinates ψ, θ, or ζ. The

computational grid is evenly spaced in poloidal angle θ0, and is nonuniformly spaced in

poloidal magnetic flux coordinate ψ. The differencing of the derivatives with respect to ψ

and θ are given below for a location with radial grid point i and poloidal grid point j.

∂F

∂ψ
= w2

Fi+1,j∗ − Fi,j
h2

+ w1
Fi,j − Fi−1,j∗

h1

∂2F

∂ψ2
=

2

h1h2

(w1Fi−1,j∗ + w2Fi+1,j∗ − Fi,j)

∂F

∂θ
=
Fi,j+1 − Fi,j−1

2∆θ
∂2F

∂θ2
=
Fi,j+1 − 2Fi,j + Fi,j−1

∆θ2

∂2F

∂θ∂ψ
=

(
w1

h1

− w2

h2

)
Fi,j+1 − Fi,j−1

2∆θ
+
w2

h2

∂Fi+1

∂θ0

+
w1

h1

∂Fi−1

∂θ0

(C.2)

The variables are defined as: ∆θ = θi−θi−1, h1 = ψi−ψi−1 , h2 = ψi+1−ψi , w1 = h2/(h1+h2),

and w2 = 1− w1.

Due to the choice of magnetic flux coordinate system, there are some numerical difficulties

solving the Laplacian near the magnetic axis(ψ = 0). These numerical difficulties are most

problematic for low poloidal mode number m modes.

C.1 Extrapolating to the magnetic axis

In this section, a method to extrapolate the solutions of ∇2
⊥ near the magnetic axis to avoid

numerical error is discussed. We can solve the Laplacian up to a certain point using finite

differences, then use a linear radial boundary condition for the transition point between the

finite differences region. This transition point for the extrapolation region will be called “FD
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Boundary” for short. Solutions can be extrapolated from the lowest order Bessel function

Jm to the magnetic axis.

∇2Jm(αr) cos(θ − ζ) ≈ cJm(αr) cos(mθ − ζ) (C.3)

We can use this relationship to extrapolate the behavior of δφ and δA|| near the magnetic

axis for m = 0, 1 modes. Expanding near the magnetic axis, the Bessel functions are

approximately:

J0(αr) ≈ 1− (α2r2/2), (C.4)

and

J1(αr) ≈ αr/2− (α3r3/16). (C.5)
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If close enough to the magnetic axis, αr << 1, only the lowest order solution needs to be

kept. Fourier decomposing the “FD Boundary” surface, we can project the lowest order

solution to the magnetic axis. The boundary surface will be referred to as i = l in equations.

a0 =
1

m

m∑
j

Fi=l,j

a1 =
2

m

m∑
j

Fi=l,j cos(2πi/m)

b1 =
2

m

m∑
j

Fi=l,j sin(2πi/m)

(C.6)

With the Fourier coefficients a0, a1, and b1, the Laplacian near the magnetic axis is

approximated as:

∇⊥F = a0 + a1
r

rl
cos θi + b1

r

rl
sin θi. (C.7)

C.2 Changes to the size of Laplacian matrix

To explain the changes made to the Laplacian matrix in GTC, we use an example of the

Laplacian matrix for a simple uniform 1D grid with only four grid points as shown below.

Figure C.1: 1D grid for simple Laplacian matrix example.
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The finite differences 1D Laplacian is:

∇2F =
d2F

dx2
=
Fi+1 − 2Fi + Fi−1

∆x
. (C.8)

Considering only zero boundary conditions for simplicity, the first and the last grid points

are set to be zero. The previous method for handling the Laplacian matrix would be to have

a 4× 4 matrix where the boundary points in the matrix Ξ are very large numbers. Ξ being

a very large forces F to be very small when solving the matrix equation, effectively setting

the boundaries to zero.

∇2
⊥F =

1

∆x2



Ξ 0 0 0

1 −2 1 0

0 1 −2 1

0 0 0 Ξ





F0

F1

F2

F3


(C.9)

Having Ξ in the matrix allows for only the possibility of zero boundaries. For the new

version, the boundaries were removed from the matrix and explicitly set F0 and F3 to zero.

For this simple example, instead of having a 4× 4 matrix, we would then only have a 2× 2

matrix.

∇2
⊥F =

1

∆x2

−2 1

1 −2


F1

F2

 (C.10)

103



C.3 New boundary conditions

For GTC, the radial boundaries were previously set to zero. The inner and outer radial

boundary would be expressed as Ξ in the old matrix, and would no longer be included in

the new matrix form. Having the matrix without the inner and outer boundary allows us

to implement different boundary conditions as desired; e.g. for external kink modes, peeling

ballooning modes, etc.

For the inner flux surface boundary, there is no l − 1 term in the matrix. We can remove

dependance of the l − 1 term by assuming the solution is linear in r. This gives us the

equation:

Fl−1,j∗ = 2Fl,j − Fl+1,j∗ . (C.11)

Plugging in Equation C.11 into the finite difference equations:

gψψ
∂2F

∂ψ2
=

2gψψ

h1h2

{(2w1 − 1)Fl,j + (w2 − w1)Fl+1,j∗}, (C.12)

1

J

(
∂J gψψ

∂ψ
+
∂J gψθ

∂θ0

)
∂F

∂ψ
=

1

J

(
∂Jgψψ

∂ψ
+
∂J gψθ

∂θ0

)(
w1

h1

+
w2

h2

)(
Fl+1,j∗−Fl,j

)
, (C.13)
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2gψθ
∂2F

∂ψ∂θ
= 2gψθ

(
w1

h1

+
w2

h2

)(
−Fl,j+1 − Fl,j−1

2∆θi
+
∂Fl+1,j∗

∂θ0

)
. (C.14)

Note that the ∂F
∂θ

and ∂2F
∂θ2

terms were not explicitly rewritten out again since they remain

unchanged as they have no differencing in the radial direction.

105



Appendix D

Increasing order of the spline

algorithm for analytic equilibria

For implementation of the realistic toroidal geometry equilibrium, the Cartesian coordinates

X(ψ, θ) and Z(ψ, θ) are approximated for construction of a 2D spline. This is done because

of the need to transform from the geometric poloidal coordinate θ0 to the magnetic poloidal

coordinate θ.

θ = θ0 + εθ0 (D.1)

While the equilibrium is only of order ε = a/R0, this transformation of the spline coefficients

from geometric coordinate to magnetic coordinate must be of higher order to preserve the
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circular cross-section of the equilibrium. Previously, the X and Z spline corrections were

only taken to second order in ε, as shown below.

X =ε cos θ0

=ε cos(θ − ε sin θ)

≈ε cos θ − ε2 sin2 θ

(D.2)

Z =ε sin θ0

=ε sin(θ − ε sin θ)

≈ε cos θ + ε2 sin θ cos θ

(D.3)

Panel(a) of Figure D.1 shows the last flux surface both analytically and using the X and

Z splines that keep only second order corrections in the transformation from geometric to

magnetic coordinate. The error produced from only keeping the second order correction

is quite significant. This suggests that higher order corrections must be kept to maintain

concentric flux surfaces. The X and Z splines with the third order ε correction is shown

below.

X ≈ ε cos θ − ε2 sin2 θ − 1/2ε3 sin2 θ cos θ

Z ≈ ε sin θ − ε2 sin θ cos θ − 1/2ε3 sin3 θ

(D.4)

Panel(b) of Figure D.1 shows the last flux surface keeping third order corrections has much

better agreement than only keeping second order corrections.
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(a) (b)

Figure D.1: The last flux surface is plotted in the X-Z plane. The black line represents the
analytic value for the last flux surface r = a. The red dots represent the last flux surface
using the X and Z splines. Panel(a) keeps second order correction for X and Z splines in ε.
Panel(b) keeps third order corrections for X and Z splines.

The same procedure is also performed for the magnetic field spline. Previously the magnetic

field spline only kept ε2 corrections, and dropped any higher order terms as shown below.

B = 1−X + ε2 cos2 θ (D.5)

This causes a distortion in the magnetic field strength, which can be seen in panel(a) of

Figure D.2. To remove this distortion of the magnetic field, we can write the magnetic field

as second order in ε while using the geometric coordinate, then keep higher order ε terms

associated with the coordinate transformation. When this is done, the magnetic field is no

longer distorted which can be seen in panel(b) of Figure D.2.

B =1− ε cos θ0 + ε2 cos2 θ0

=1−X +X2

(D.6)
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Figure D.2: Panel(a): The magnetic field B0 is plotted keeping second order corrections is
ε for X and Z splines while using the magnetic coordinate θ0. Panel(b): The equilibrium
magnetic field is plotted keeping third order corrections is ε for X and Z splines while using
the geometric coordinate θ0.
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