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Automated Production of Optimization-Based Control Logics for Dynamic Facade
Systems, with Experimental Application to Two-Zone External Venetian Blinds

Brian Coffey, Andrew McNeil, Thierry Nouidui, Eleanor S. Lee

Lawrence Berkeley National Laboratory, 1 Cyclotron Rd, Berkeley, CA 94720, USA

Abstract

The primary goal of this research is to devise a system that produces controllers for complex fenestration systems that perform nearly
as well as Model Predictive Control but at a level of cost and implementation complexity that rivals simple heuristic controls. To
this end, a cloud-based automated controller production system has been set up for a motorized external Venetian blind device,
with a simple web interface that can be used by non-experts. The computation cost per controller is in the range of a few dollars,
and the control logic is simple enough to be implemented on small and cheap distributed controllers. The web interface allows
the user to specify some details of their particular building and window configuration, including orientation, latitude, interior
geometries, and lighting and HVAC system parameters. Upon submittal, a cloud-based system configures the necessary files and
commands, and then runs thousands of optimizations with them. Once the calculations are finished, the system produces a lookup
table and interpolation-based controller scripts that can be used on a simple and cheap distributed controller. This paper describes
the underlying models and optimization processes. It also describes the resulting control logics for two cases tested at Lawrence
Berkeley National Laboratory’s Advanced Windows Testbed Facility: illuminance maximization subject to glare constraints; and
lighting + HVAC energy minimization. The performance of the model-based controllers produced by the automated web-based
system are compared to a heuristic ‘block beam’ controller in physical experiments at the Testbed. The experimental results are
supplemented by simulation experiments with the same configuration as the Testbed. The results show the illuminance maximizing
controller significantly outperforms the heuristic controller in terms of glare avoidance, and also outperforms it in terms of hours
of daylight autonomy. The energy minimizing controller also outperforms the heuristic controller. This paper also discusses how
the web-based system may be extended to consider other configurations, such as electrochromic windows and thermally massive
HVAC systems. Potential roles for this type of system within the building design and construction industry are discussed.

Keywords: Model Predictive Control (MPC), dynamic facades, Complex Fenestration Systems (CFS), Bi-directional Scattering
Distribution Functions (BSDF)

1. Introduction

In a study evaluating greenhouse gas (GHG) emission reduc-
tion strategies based on cost minimization criteria, the Interna-
tional Energy Agency (IEA, 2011) concluded that half of the
GHG reductions required to meet a 2°C target would need to be
achieved through energy-efficiency measures (EEMs). Techno-
economic analyses have identified significant cost-savings po-
tential for many building energy efficiency measures, but in re-
ality, real estate market barriers such as split incentives, hid-
den costs, transaction costs, risk, and access to capital have
slowed market realization of this potential. This “energy para-
dox”, where there is a fundamental contradiction between slow
market uptake of energy efficiency technologies and profitabil-
ity of the measures, has in part been countered by sustainable,
green building practices where adoption of EEMs has increased
despite the paradox (Eichholtz, Kok and Quigley, 2013) and
more lately by concerns for human health and well-being par-
ticularly in light of the recent COVID-19 pandemic. Market
adoption of healthy building practices by early adopters has
been driven by corporate reputation, belief in financial bene-

fits in the long term, and social responsibility, but to achieve
mainstream adoption, empirical evidence on the positive finan-
cial impacts of EEMs on real estate premiums are still needed
(Tan et al., 2021).

Natural daylight through windows and skylights has long
been advocated for by both the architectural and real estate
industry as being both beneficial for humans and for prop-
erty valuation. Daylight has been linked positively to human
physiological and psychological health, increased productivity,
and higher workplace satisfaction (Boyce, Hunter and Howlett,
2003; Aries, Veitch and Newsham, 2010; Veitch, Christoffersen
and Galasiu, 2013). In a study involving a sample of 5154 of-
fice spaces, Turan et al. (Turan et al, 2020) found that occu-
pied spaces with high amounts of daylight have a 5-6% value
premium over spaces with low amounts of daylight in the high-
density urban environment of Manhattan. Daylighting also has
an estimated potential to reduce lighting energy use by 1.055
× 1018 joules in the U.S. (Arasteh et al., 2006) with additional
significant savings potential worldwide given that lighting ac-
counts for 15% of global electricity consumption. Daylight is
also an invaluable asset in the event of an extended power out-
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age. Managing daylight through windows, however, is a com-
plicated affair involving trade-offs between aspects that pos-
itively affect human health and indoor environmental quality
(i.e., daylight and view) and those that negatively affect build-
ing energy efficiency and comfort (i.e., solar gains, glare, ther-
mal discomfort). Energy-efficient, healthy, and cost-effective
solutions are highly dependent on the particulars of individual
site, building, and space characteristics and occupant tasks and
orientation to the windows (Gentile et al, 2021).

Automated, operable shading can provide such solutions, but
delivering high performance at low cost has been a challenge
historically for two reasons: (1) from a technical perspective,
heuristic controls tend to be far from optimal, but determining
optimal control for particular configurations requires complex
models and algorithms to account for glare, daylighting and the
effects of solar gains on HVAC energy use; and (2) from an eco-
nomics or business perspective, the return on investment for any
one building implementation tends to be poor because of the
cost of one-off implementation of complex customized control.
Solving this twin challenge could not only facilitate adoption
of automated shading systems by the buildings industry, thus
reducing energy use and associated GHG emissions, but could
also help to spur further development of more advanced active
facade technologies, endorsing the vision of future buildings
that more intelligently manage the interface between indoors
and outdoors.

The primary goal of this research is to devise a system that
automatically produces controllers that perform nearly as well
as Model Predictive Control but at a level of cost and imple-
mentation complexity that rivals heuristic controls. MPC is a
common controls technique in other fields. It consists of a re-
peated real-time solution of a finite-time-horizon optimization
problem with a model of the system under consideration. It has
received significant research attention in the buildings industry
over the past decade, but has not yet made significant inroads
into the mass market (Drgona et al, 2020). Among the reasons
for this lack of market penetration include the relatively poor
payback period on complex energy-minimizing building con-
trols because of the one-time cost associated with their devel-
opment and installation. MPC has been successful in the chem-
ical processing industry because each plant is valuable enough
to warrant significant investment in customized controls. It has
been successful in some aerospace and automotive applications
because of a combination of unit value and production envi-
ronments that allow for a concentration of controls expertise
to influence a large number of units. Buildings, on the other
hand, tend to be designed as unique projects, and the energy
cost savings available through each individual MPC implemen-
tation tend to be relatively modest.

The techniques described herein address these general chal-
lenges associated with model-based controls (MBC) in build-
ing systems. In particular, a MBC configuration is automati-
cally generated based on a few simple inputs via a web-based
interface and sampled using the Hookes Jeeves generalized
pattern search (GPS) algorithm to produce an approximation
to its behavior. The output is then encapsulated in a sim-
ple lookup table controller that can be implemented at low

cost. Section 2 provides an overview of the controller construc-
tion process, including the web interface, the automated cloud-
computing process to produce a tailored near-optimal lookup
table for control, and how the results are used in simulation
and/or in physical control hardware. Section 3 describes the
underlying Radiance and Modelica models used in the pro-
cess. Section 4 describes the optimization processes that pro-
duce near-optimal controllers using those models. Section 5 de-
scribes some simulation-based analyses of the controllers’ per-
formance. Section 6 describes physical experiments with the
controllers at a full-scale outdoor testbed. Section 7 provides
some additional general discussion, including next steps in de-
velopment, and Section 8 draws some conclusions.

2. Overview of the Controller Construction Process

Construction of the controller is intended to be conducted
by non-expert users who specify the building zone’s internal
geometry and external solar obstructions, click a button and re-
ceive customized near-optimal control logic for a small comput-
ing cost. The complicated analysis associated with developing
the site-specific controller occurs ”under the hood”, but both the
user interface and the resulting controllers are meant to be sim-
ple and easy to use. Figure 1 shows an example web interface.
The user tailors the control logic to their particular latitude, fa-
cade orientation, lighting system and HVAC configuration, then
chooses from various control objectives and constraint options.
For the purposes of this study, the web interface has been set
up to configure a controller for a two-zone, outdoor, motorized,
horizontal louver system for a testbed private office in the Ad-
vanced Windows Testbed at the Lawrence Berkeley National
Laboratory. In a more developed product, the user interface
would provide a library of shade options and allow the user to
upload their site-specific zone geometries.

Once users have defined their desired configuration through
the web interface, a central machine takes the user inputs
and sets up the controller construction process, launches other
cloud-computing instances, performs thousands of optimiza-
tions on them, and then collects and processes the results be-
fore sending them to the user. The controller construction pro-
cess consists of two major stages: (1) determination of glare
constraints (if applicable) and (2) optimization over a grid of
conditions. The process, and the underlying models used in
the process, are described in Sections 3 and 4. One output file
describes the conditions tested and the optimal values of the
shade position. Two Python files can also be emailed to the
user, one of which provides a desktop version of an interpola-
tion controller based on the lookup table, and the other provides
a version of the controller that is ready to use on an appropri-
ately configured embedded controller. The last available option
is for the user to receive some of the detailed process outputs,
which include a listing of all of the points tested during the op-
timizations - this latter option is intended for reporting and/or
verification purposes.

The current solution was tested with the Raspberry Pi plat-
form (Figure 2), which is significantly more powerful than
needed for this purpose, but is much easier to develop when
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Figure 1: Simplified example of a web interface to the control logic constructor

(a) (b)

Figure 2: (a) Screenshot of controller GUI app, (b) Raspberry Pi

compared to less expensive distributed controllers. In general,
the hardware needs only to be able to store a small lookup ta-
ble worth of data (approximately 50-200 KB when stored in flat
text file format), and perform a four- or five-dimension nearest-
neighbor interpolation at each control timestep (15 min in our
test cases) given sensor readings.

3. Underlying Models

3.1. Overview

The following models form the basis for the two controllers
described in Sections 4.2 and 4.3: (1) maximize daylight il-
luminance without glare so as to reduce lighting energy use
(”illumMax”), or (2) minimize HVAC and lighting energy use
(”energyMin”). Forecasting loads based on the thermal mass of
the building is not included; the controller is designed to base
control on conditions within the present time step. MPC con-
trol involving thermal mass was investigated in a prior study
(Coffey, 2012).

Equations 1 to 3 summarize the three major calculation
groups in the underlying models, where u1 is the upper blind
position, u2 is the lower blind position, w1 is the day of year, w2
is the time of day, w3 is the direct normal radiation (in W/m2),

w4 is the diffuse horizontal radiation (in W/m2), and w5 is the
outdoor dry bulb temperature (in ◦C).

The HVAC+lighting power consumption calculation is
somewhat more involved than the other two; the desktop illumi-
nance is used as a sub-component within it to determine light-
ing energy use, along with three other major subcomponents,
as shown in Figure 3. Note that the HVAC+lighting power cal-
culation is the only one of the three that requires the outdoor
temperature as an input.

3.2. Radiance Calculations

Figure 4(a) illustrates parts of the Radiance model used for
the visible spectrum calculations, and Figure 4(b) illustrates the
main parts of the Radiance model used to calculate the solar
gains on the interior surfaces. Note that the sky model, BSDFs
and interior matrices are different between the two models, but
the exterior view matrices are the same.

For the case of the Advanced Windows Testbed Facility,
which is used in the case studies below, the exterior view ma-
trices and interior view matrices are set to match the particu-
lars of the perimeter office space geometries and reflectivities
of the Facility. There are no exterior obstructions to the south-
facing facade at the Facility, so the exterior view matrices are
for an unobstructed view. The interior view matrices for the
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glare (DGP) = glare (u1, u2,w1,w2,w3,w4) (1)
desktop illuminance = illuminance (u1, u2,w1,w2,w3,w4) (2)

HVAC + lighting power consumption = energy (u1, u2,w1,w2,w3,w4,w5) (3)

upper blind position (u1)

lower blind position (u2)

day of year (w1)

hour of day (w2)

direct normal rad (w3)

diffuse horizontal rad (w4)

outdoor temperature (w5)

average desktop
illuminance

desktop illuminance
calculation

HVAC+lighting 
power consumption

lighting
calculation

lighting power
consumption

internal surfaces
solar gains

internal surfaces solar
gains calculation

thermal and
HVAC calcs

HVAC power
consumption

Figure 3: Overview: HVAC+Lighting Power Consumption Calculation Components

sky model

BSDF descriptions
of upper and lower shades
(each for a particular shade position)

exterior view
matrices occupant's view

(for glare calculation)

desktop illuminance

interior view 
matrices

sky model

BSDF descriptions
of upper and lower shades
(each for a particular shade position)

exterior view
matrices

radiant gains
on interior
surfaces

interior view 
matrices

(a) (b)

Figure 4: Radiance models: (a) visible spectrum, (b) full solar spectrum

desktop illuminance and glare calculation are based on calcu-
lations made with a Radiance model description of the office
space. The office space and its visible spectrum instrumenta-
tion is illustrated in Figure 5, where L1-L6 are lux sensors at
the workplane level (note that only L3-L6 are used to calcu-
late the average desktop illuminance) and C1 and C2 are HDR
cameras used to ‘measure’ glare - note that C1 (located at the
back of the room) faces the window, while C2 (located at the
occupant’s expected seating location) faces the desk and wall.
For comparison, as described in the Glare Calculation section
below, a glare calculation viewpoint is also considered at the
same location as C2 but facing the window. But aside from this
comparison, the glare calculation is completed for the space po-
sition corresponding to C1, and may be compared to the ‘mea-
sured’ glare values for that position.

3.2.1. Glare Calculation
The glare calcation uses dctimestep and the Radiance-

derived internal matrices to construct a HDR image of what
camera C1 would see, and then uses evalglare to calculate the
daylight glare probability (DGP), as described in Equations 4
and 5, where Viglare is the internal view matrix for glare for shad-
ing control zone area i, Tvisible (ui) is the BSDF matrix for the vis-
ible spectrum for the given shade position ui, Di is the external
view matrix for the shading control zone area i, and svisible is the
sky vector.

south facade

L6 L5

L4 L3

L2 L1

C1

C2

2.5’

5.0’

5.0’

3.0’

Figure 5: Office space geometries and visible spectrum instrumentation at the
Advanced Windows Testbed Facility

C1view.hdr =

2∑
i=1

Viglare Tvisible (ui)Disvisible (4)

DGPC1 = evalGlare ( C1view.hdr ) (5)
4



Figure 6: Comparison of calculated DGP values at two positions in the room

Work by (Wienold, 2009) suggests that DGP values greater
than 0.35 correspond to perceptible glare, and values greater
than 0.42 are potentially disruptive. As discussed in the opti-
mization processes section below, an important input that must
be decided upon is what DGP value to use as a threshold that
the controller should try to stay below. We are using the cam-
era position C1 as our glare calculation position so that we can
more easily compare it to ‘measured’ data, but we may also
want to avoid potentially disruptive glare for a person sitting
at position C2 and looking towards the window. If we select a
low enough DGP threshold for the C1 position, we can avoid
discomfort glare at the C2 position. Figure 6 shows how the
calculated DGP values at the two positions compare, and sug-
gests that a DGP threshold of 0.30 for C1 should keep the DGP
at C2 below 0.42 almost all of the time.

3.2.2. Desktop Illuminance Calculation
Again using dctimestep and the Radiance-derived internal

matrices, the illuminance is calculated for four points on the
workplane, points L3-L6 in Figure 5 (Equation 6), and the av-
erage of these values is then calculated (Equation 7).

[l3, l4, l5, l6] =

2∑
i=1

Viillum Tvisible (ui)Disvisible (6)

ldaylight =

∑4
i=1 li
4

(7)

3.2.3. Solar Gains Calculation
The solar gains on each of the interior surfaces are also calcu-

lated using dctimestep. This forms a part of the HVAC+lighting
power consumption calculation (Equation 3 and Figure 3). The
calculation of the absorbed solar gains is also a matrix calcu-
lation (with the absorbed matrix coefficients calculated using

Window 7). Note that relative to the gains on the internal sur-
faces, the absorbed solar gains in the glazing are very small.

QinteriorS olarGains =

2∑
i=1

VisolarGains Tsolar (ui)Dissolar (8)

3.3. Energy Calculations using Python and Modelica

The energy calculation (Equation 3) starts with the compu-
tation of the desktop daylight illuminance and the interior so-
lar gains, as described above. Given the desktop daylight il-
luminance, a simple calculation is performed to determine the
artificial lighting requirement. The artificial lighting require-
ment and solar gains are then input into a Modelica-based cal-
culation of the space thermal loads and resulting HVAC energy
consumption.

3.3.1. Lighting Energy Calculation
The artificial lighting is controlled locally, dimming as nec-

essary to maintain an estimated 500 lux on the desktop.1 The
artificial lighting requirement, in lux, is calculated simply as
shown in Equation 9. The lighting power consumption, in W,
is then calculated as shown in Equation 10, which is based on
the correlation with measured data from an overnight test of
artificial light output, shown in Figure 7. Note that the model
assumes that all of the lighting energy use also ends up in the
space as a convective heat gain.

1The lighting control is actually based on a ceiling sensor that has been cali-
brated to roughly match the workplane lux measurements, rather than using the
workplane lux measurements directly, to more accurately approximate standard
daylight dimming control practice.
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larti f icialReq = max(0, 500 lux − ldaylight) (9)

Plighting =

{
1.6185 larti f icialReq + 26.642 if larti f icialReq < 32.912
0.4256 larti f icialReq + 65.903 if larti f icialReq ≥ 32.912 (10)

PthermalLoad = ModelicaModel (w1,w2,w3,w4,w5, Plighting,QinteriorS olarGains) (11)

Figure 7: Lighting power model

3.3.2. Heating / Cooling Requirement Calculation

Note that all of the calculations up to this point are inde-
pendent of the outdoor temperature, while the heating / cooling
requirements and power consumption are dependent on it. The
calculation uses a Modelica thermal model, as noted in Equa-
tion 11. Figure 8 illustrates some key variables in the Modelica
thermal zone model, built using the Modelica Buildings Library
(Wetter et al., 2018).2 The model is run for a 15 minute sim-
ulation to reach a near steady state (there is very little thermal
mass in the model), and the heating/cooling requirement at that
point is used.

outdoor temp (w5)

indoor temp

internal gains,
inc. lights

solar gains
on surfaces

heating or cooling
required to maintain
indoor temperature
setpoint

Figure 8: Modelica model - key variables

2The model was constructed in Dymola and exported as an executable us-
ing a Binary Model Export license, which allows that particular model to be
simulated on a multitude of machines without any further licensing.

3.3.3. Power Consumption Calculations
The HVAC power is calculated from the heating / cooling re-

quirement with the assumption of a constant heating efficiency
µheating and a constant COPcooling, as shown in Equation 12.
Both values are modifiable by the user. In the case study de-
scribed herein, they are assumed to be 90% and 3.5. The total
energy is then calculated simply as the addition of the calcu-
lated artificial lighting use and the calculated HVAC energy use,
as shown in Equation 13.

PHVAC =

 PthermalLoad
µheating

if PthermalLoad < 0
PthermalLoad
COPcooling

if PthermalLoad ≥ 0
(12)

Ptotal = PHVAC + Plighting (13)

3.4. Summary
Figure 9 shows some of the intermediary and final outputs

of the models for three sets of conditions and the full range of
possible shading position values. Figure 10 shows an example
day of simulated values compared to measured values from the
Advanced Windows Testbed Facility.

4. Optimization Processes

The controller construction process consists of two ma-
jor stages: (1) determination of glare constraints (if appli-
cable) and (2) optimization over a grid of conditions. The
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Figure 9: Model outputs as function of shade positions and conditions
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Figure 10: Model outputs versus measured data: November 21 (‘heuristic’ controller running)

models described in the previous section are used to calcu-
late values at particular points (ie. for particular vectors of
{u1, u2,w1,w2,w3,w4,w5} values), as determined by the pro-
cesses described in this section.

4.1. Constraint: Discomfort Glare Probability (DGP)

Figure 11 shows the derivation of glare constraint lines (in
red) for 4 particular sets of solar conditions, alongside the
glare model outputs for every possible lower blind tilt angle
(in black). Note that in all the graphs throughout, for simplicity

of representation, the fully open position is considered as hav-
ing an angle of -10. In each of the rows in Figure 11, the three
graphs on the left show DGP as a function of the lower blind tilt
angle, given some constant upper blind tilt angle (noted directly
above the graph). The constraints are defined by finding the
points whose DGP values are closest to but less than the user-
specified DGP threshold. The graph on the right of each row
summarizes the constraints over the full set of possible upper
blind positions. The three graphs on the left are thus detailed
slices through the graph on the right. (Note that the axes are
changed in the graph on the right, with the upper blind position
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Figure 11: DGP and Glare Constraints - Direct Normal = 900 W/m2, Diffuse Horiz = 100 W/m2

shown on the horizontal and the lower blind position shown on
the vertical.) In short, the graphs on the right show the un-
acceptable combinations of upper and lower blind positions as
shaded red.

These illustrative graphs show calculated DGP values for all
of the blind positions (black dots). However, it is not neces-
sary to simulate every point - we only need to evaluate a few
points to locate the places where the DGP curve crosses the
DGP threshold line. For the case shown in these figures, where
the slat angles are restricted to horizontal (0◦) and downwards
(positive): for each of the possible values of the upper blind
position, one optimization routine is run, starting at a lower
blind tilt angle of +90◦ and searching in a negative direction
(by bounds of decreasing size, using the GPS Hookes Jeeves
algorithm in GenOpt) until it finds the cross-over point (the red
line on the graphs on the left); and for each of the possible
values of the upper blind position, a single-simulation check is

then also made for the case of the open lower blind position,
to see if it produces an acceptable DGP. (For the case where
the slat angles are not restricted to horizontal and downwards,
but instead may vary from +90◦ to -90◦, the approach is the
same, except that two optimization routines are used, starting at
the two extremes and moving towards the middle, with two red
lines being produced.)

For the production of the controller itself, the glare constraint
lines are calculated over a grid of 2450 possible solar condi-
tions, as shown in Table 1.

Table 1: Conditions grid used for glare constraints calculations
range number of points

day of year June 21 - Dec 21 7
hour of day 6 - 18 7

direct normal radiation (W/m2) 100 - 1000 10
diffuse horizontal radiation (W/m2) 100 - 500 5

total number of points 2450
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4.2. Control Objective Option #1: Illuminance Maximization

4.2.1. Mathematical Definition
For the case of illuminance maximization, the optimal con-

trol problem for any given set of solar conditions is defined in
Equation 14, where, as before, u1 is the upper blind position, u2
is the lower blind position, w1 is the day of year, w2 is the hour
of day, w3 is the direct normal radiation in W/m2 and w4 is the
diffuse horizontal radiation in W/m2, and where ‘OP’ stands for
the fully open (retracted) position and γ is the upper bound on
the blind tilt angle (-90 if unrestricted, 0 if restricted to horizon-
tal and downward only).3

max
u1,u2

illuminance(u1, u2,w1,w2,w3,w4) (14)

s.t. glare(u1, u2,w1,w2,w3,w4) ≤ 0.42
u1, u2 ∈ [γ, 90] ∪ [OP]

To increase computational efficiency, the glare constraint is
first made explicit, as described in the previous section. For
any given values of (w1,w2,w3,w4), the constraints are then de-
fined by two (if γ = 0) or three (if γ = −90) lines through the
(u1, u2) space. The case where the blind tilt angle is restricted
to horizontal and downwards (γ = 0) is shown in Equation 15.

max
u1,u2

illuminance(u1, u2,w1,w2,w3,w4) (15)

s.t. (u2 ≤ constraintLine1(u1,w1,w2,w3,w4)) OR
(u2 ≥ constraintLine2(u1,w1,w2,w3,w4)) ,
∀u1, u1, u2 ∈ [0, 90] ∪ [OP]

4.2.2. Illustrative Case: Maximizing illuminance subject to
glare constraints

Figure 12 illustrates the illuminance-maximizing optimiza-
tion algorithm (for the downward-only case), with its four start-
ing points, applied to a representative grid of 16 conditions
cases. (In the case of unrestricted blind tilt, 7 starting points are
used for the optimization.) The underlying black-grey-white
dots are the calculated illuminance values (the same as those
shown in Figure 9), and the red lines and shaded sections are
the calculated glare constraints (as per Figure 11). The point
shown as a dark blue star is the optimum point - the point that
produces the highest average desktop illuminance while staying
within the constraints. The light blue dots show the points that
were tested by the algorithm: note that not very many of them
are required to find the optimal point.

Example results for the 16 illustrative conditions are shown
in Figure 13. As expected, the optimal points are always to be
found on the glare constraint lines: in order to increase illu-
minance, the blinds will always tend towards greater openness,
until they run into the glare constraint.

3In the case where the glare constraint is not considered, the optimization
problem definition is the same minus the constraint lines. (But note in this case
that the solution is trivial, since it will always move towards the (OP,OP) point.)

opt #1

opt #2

opt #3opt #4

Figure 12: Illustration of the optimization process

The optimization process is repeated for the 2450 points
shown in Table 2. For each set of solar conditions being con-
sidered, the optimization process finds a single 2-dimensional
optimal point (u1, u2). These points are then placed in a lookup
table and used with nearest neighbor interpolation to deter-
mine the approximate optimal control response for any given
set of conditions. Some of the calculated optimum points (in
dark blue), with nearest-neighbor interpolation between them
(in black), are shown in Figure 14.

Table 2: Conditions grid for illuminance maximization optimization
range number of points

day of year June 21 - Dec 21 7
hour of day 6 - 18 7

direct normal radiation (W/m2) 100 - 1000 10
diffuse horizontal radiation (W/m2) 100 - 500 5

total number of points 2450

4.3. Control Objective Option #2: Energy Minimization

4.3.1. Mathematical Definition
For the control objective option of minimizing the combined

HVAC and lighting power consumption, the optimal control
problem for any given set of solar conditions is defined in Equa-
tion 16, which is analogous to the previous case, except with
the energy model used in the place of the illuminance model.4

(Note that w5, outdoor temperature, appears here but not in the
previous case.)

min
u1,u2

energy(u1, u2,w1,w2,w3,w4,w5) (16)

s.t. glare(u1, u2,w1,w2,w3,w4) ≤ 0.42
u1, u2 ∈ [−88, 88] ∪ [OP]

As before, with the glare constraints made explicit, the case
where the blind tilt angle is restricted to horizontal and down-
wards (γ = 0) is shown in Equation 17.

4Note that again, if the glare constraint is not considered, the optimization
problem is the same minus the constraint lines. However, in this case, the opti-
mal solution is not trivial.
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Figure 13: Illuminance, constraints, optimization process and optima
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Figure 14: Optimal control set points from a more refined lookup table, with nearest-neighbor interpolation
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Figure 15: Minimization of total (HVAC + lighting) power required as function of shade positions, outdoor temp. = 5C

min
u1,u2

energy(u1, u2,w1,w2,w3,w4,w5) (17)

s.t. (u2 ≤ constraintLine1(u1,w1,w2,w3,w4)) OR
(u2 ≥ constraintLine2(u1,w1,w2,w3,w4)) ,
∀u1, u1, u2 ∈ [0, 90] ∪ [OP]

4.3.2. Illustrative Case: Minimizing energy without glare con-
straints

As in the previous section, Figure 15 shows how the overall
optimization comes together, but in this case without the glare
constraint option used. The underlying black-grey-white dots
are the calculated power consumption values. The light blue
dots show the points that were tested by the optimization al-
gorithm. The point shown as a dark blue star is the optimum
point.

The optimization process is repeated for the 17150
(=2450*7) points shown in Table 3. Some of the calculated

optimum points (in dark blue), with nearest-neighbor interpola-
tion between them (in black), are shown in Figure 16.

Table 3: Conditions grid for illuminance maximization optimization
range number of points

day of year June 21 - Dec 21 7
hour of day 6 - 18 7

direct normal radiation (W/m2) 100 - 1000 10
diffuse horizontal radiation (W/m2) 100 - 500 5

ambient temperature (◦C) 0 - 30 7
total number of points 17150

5. Performance of Controllers in Simulation

5.1. Overview

For comparison with the physical implementation studies de-
scribed in the next section, the simulation studies were based on
the Advanced Windows Testbed Facility (LBNL Building 71T).
And as with the physical studies, three different controllers
were tested: two different optimization-based controllers were
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Figure 16: Optimal control set points, with nearest-neighbor interpolation (temp=20C)

tested, alongside a simple heuristic controller for comparison,
as described below. The simulations were carried out for sam-
pled days over a full year, using measured weather data from
the Testbed Facility.

5.2. Descriptions of the Three Controllers Tested

Baseline Heuristic Controller, ‘heuristic’
As a baseline for comparison, a simple ‘block beam’ algorithm
was implemented, based on the controller ‘VB-E1n-auton1’ de-
scription on page 35 of (Lee and Selkowitz, 2009): when the
outdoor brightness exceeds 40,000 lux, the blind angle is set to
the minimum required to entirely block the direct beam (a ge-
ometric calculation); when the outdoor brightness is less than
40,000 lux, the blind angle is kept at horizontal. The idea of
this heuristic control logic is to allow maximum daylight ad-
mittance (without fully retracting the blinds) when it is cloudy,
but to block the direct beam when it is sunny.

Optimization-Based Controller #1, ‘illumMax’
The construction of this controller by the cloud-based auto-
mated tool is described above. The objective was set to maxi-
mize illuminance. The glare constraint is used and set to DGP ≤
0.28.5 The horizontal-and-below-only constraint was also used.

Optimization-Based Controller #2, ‘energyMin’ The construc-
tion of this controller is also described above. The objective
was set to minimize energy consumption. No glare constraint
was used in its construction. The horizontal-and-below-only
constraint was used.

5Earlier tests highlighted a simple and potentially very useful improvement
to the controllers: the optimizations should use DGP and desktop-lux thresholds
that are slightly inside of their proper values, so that when the interpolation-
based controller misses by a little bit, it does not go over the threshold.

5.3. Simulation Results: Cumulative Comparisons

Figure 17 and Table 4 describe the relative performance of
the three controllers, with respect to glare, desktop illuminance
and energy consumption, for the simulations using measured
weather data sampled over the full year.

Note that the ‘illumMax’ vastly outperforms the ‘heuristic’
controller in terms of glare control while still providing ade-
quate daylighting (including more daylight than the ‘heuristic’
controller under cases of limited outdoor light): it provides a
79% reduction in the incidence of DGP > 0.30.

Also note that the ‘energyMin’ controller provides signifi-
cantly better energy performance than does the ‘heuristic’ con-
troller. (The ‘illumMax’ controller also provides good energy
performance because it is often blocking potentially high solar
gains, but note that the ‘energyMin’ controller does outperform
it on that metric.) The annual lighting plus HVAC energy use
for this one perimeter zone is reduced by 18%.

6. Example Controller Implementations at the Advanced
Windows Testbed Facility

6.1. Overview

The Advanced Windows Testbed Facility (LBNL Building
71T) was used as a testing ground for the controllers being
developed. Room B was configured with a two-zone exter-
nal Venetian blind system. The same optimization-based con-
trollers and simple heuristic controller were tested as were used
in the simulation tests, as described above. In all three control
cases, the control logic was embedded on a Raspberry Pi that
was connected to the sensors and actuators at 71T via the http
interface that had been previously set up for such tests. The
Raspberry Pi reads the sensor readings and sends the control
setpoints for the blind positions every 15 minutes.
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Figure 17: Cumulative results from simulations

Table 4: Summary results for annual simulations

absolute values % better than heuristic
heuristic illumMax energyMin illumMax energyMin

ave hrs/day with DGP ≥ 0.30 6.63 1.38 1.09 79.2% 83.6%
ave hrs/day with DGP ≥ 0.35 4.67 0.09 0.04 98.0% 99.2%
ave hrs/day with daylight ≥ 500 lux 8.38 8.68 8.24 3.5% -1.7%
ave illum during daylight hours (lux) 1403 834 573 -40.6% -59.2%
ave lighting + HVAC power (W) 132.30 113.55 108.03 14.2% 18.3%

6.1.1. Testing Configurations: Measurements and Simulations

The experiments were carried out over ten days in late sum-
mer. Only one controller could be physically tested at any time,
and they were cycled daily (2 days were allotted to the ‘heuris-
tic’ control, 5 to ‘illumMax’, and 3 to ‘energyMin’). The re-
sults of the physical experiments constitute the ‘measured data’
comparison. It provides a concrete comparison of performance,
but suffers from the inability to compare the controllers under
identical conditions.

To provide a supplemental way of comparing the controllers’
behavior and performance, the three controller implementations
were simulated (with the same Radiance and Modelica models
described earlier) for all of the days in the experimental pe-
riod. This allows for a comparison of the three controllers un-
der identical conditions. It also provides a comparison point
between the simulation studies shown in the previous section
and the experimental results shown here.

6.2. Experimental and Simulation Results: Example Details

Figure 18 provides an example of one day of detailed results.
Note that on this day, the ‘heuristic’ control option was being
physically tested. Note that the behaviors of the ‘illumMax’
and ‘energyMin’ controllers make sense in the light of their ob-
jectives. The ‘illumMax’ controller keeps the modeled DGP
just below 0.30 and still provides around 1000 lux on the work-
plane. The ‘energyMin’ controller, on the other hand, maintains
a lower desktop illuminance - it keeps it effectively at 500 lux
through the middle of the day, just enough to avoid having the
automated lights turn on, and otherwise blocking as much so-
lar heat gain as possible because the exterior zone is in cooling
mode - and has the least modeled energy use of the three. In
contrast to these, the ‘heuristic’ controller does very poorly on
the modeled DGP metric, and uses significantly more energy.

6.3. Experimental and Simulation Results: Cumulative Com-
parisons

Figure 19 and Table 5 describe the relative performance of
the three controllers, with respect to glare, desktop illuminance
and energy consumption, for the two types of tests: measured
data from the experimental period, and simulations using the
same weather data as the experimental period.

Note that the measured results do not cohere very strongly
with the simulated results. As discussed in the next section,
more attention needs to be given to model calibration in future
work. And the small number of days with cycled implementa-
tions does not lend itself to very robust comparisons between
the controllers’ performance in the ‘measured data’ case.

The experimental implementations did provide an opportu-
nity to demonstrate implementation feasibility, to make sure
that we had worked through the details necessary to make it
operational, and to better understand what needs further work.
And the control behavior for the optimization-based controllers
were generally reasonable and sensible.

7. Discussion

7.1. Possible Improvements to Models and their Calibration

As the physical experimental results highlight, the models
do not match reality as closely as they should. The Modelica
models were roughly calibrated, but not to a great precision,
and the Radiance models were taken as given: more systemic
calibration of the models would almost certainly improve the
performance of the controllers in physical implementation.

However, in the overall context of the web-based controller-
producer, the idea of calibration leads to some tricky questions
that still need to be worked out. Should the user be asked to
upload historical data for the calibration process? Should the
controller hardware collect the necessary data itself (what then
are the necessary connections to other sensors?), and after some
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Figure 18: Experimental result details, representative day (‘heuristic’ controller running)

Table 5: Summary results

absolute values % better than heuristic
heuristic illumMax energyMin illumMax energyMin

measured data

ave hrs/day with DGP ≥ 0.30 0.96 0.70 0.00 27.0% 100.0%
ave hrs/day with DGP ≥ 0.35 0.00 0.00 0.00 0.0% 0.0%
ave hrs/day with daylight ≥ 500 lux 7.92 8.17 8.81 3.2% 11.2%
ave illum during daylight hours (lux) 440 459 340 4.5% -22.6%
ave lighting + HVAC power (W) 119.72 160.20 133.15 -33.8% -11.2%

simulations over
measured data period

ave hrs/day with DGP ≥ 0.30 7.11 1.03 0.25 85.6% 96.5%
ave hrs/day with DGP ≥ 0.35 4.56 0.00 0.00 100.0% 100.0%
ave hrs/day with daylight ≥ 500 lux 9.13 9.82 9.16 7.5% 0.3%
ave illum during daylight hours (lux) 1321 854 552 -35.4% -58.2%
ave lighting + HVAC power (W) 121.47 102.52 96.09 15.6% 20.9%
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Figure 19: Cumulative results from experiments and simulations

time (and/or periodically) redo the cloud-based calculations to
update the control logic using models that are calibrated to the
data? Or should the overall idea be revised slightly such that the
web-based app produces a starting point for the controller and
a learning algorithm that helps it get better with in-situ data?

This is certainly a soft spot in the overall idea described in
this report, but it is likely not an insurmountable challenge to
find ways of capturing the benefits of the outlined approach
while still benefitting from properly calibrated models.

7.2. Possible Improvements to the Optimization, Sampling and
Approximation Methods

More work could be done to make the optimization-based
controller production computations faster and more efficient.
One of the biggest possible time-savers at this stage would be
the use of interpolation of glare constraints to reduce the com-
putation time required to calculate those constraint lines. Adap-
tive sampling methods, rather than the simple regular ‘condi-
tions grid’, may also produce more accurate and/or more effi-
cient approximations to the MPC without much increase in im-
plementation complexity. Similarly, other controller implemen-
tations, beyond the simple lookup-table 1-Nearest-Neighbor
interpolation used herein, could provide more nearly-optimal
control responses while potentially also decreasing the storage-
space and/or computational requirements of the embedded con-
troller.

7.3. Practical Implementation Notes

Note that in its current configuration, the control logic is
open-loop; there is no feedback in the system as presently de-
signed. Ideally, the blind positions suggested by this model-
based control logic would be used as a starting point (perhaps
set every 15 min to 1 hr) that can then be tweaked (perhaps on a
1-minute or 5-minute timescale). For the ‘illumMax’ case, the
blind positions would be moved towards the closed direction if
the glare is too high or towards the open direction if the glare is

fine. However, this would require some sort of proxy measure-
ment for glare, which is tricky and/or expensive, and so many
not be worth it in most cases. For the ‘energyMin’ case, how-
ever, this would certainly be feasible to slightly open or close
the blinds based on real-time measured HVAC and lighting en-
ergy use.

The ‘energyMin’ controller is often keeping the blinds nearly
fully closed, and the resulting loss of view is likely to bother oc-
cupants. Further constraints on the objective function to main-
tain view could be added to the controller-maker system. In
any case, for practical implementation, any of these controllers
should be configured with an interface to allow for temporary
overrides by occupants. But even with that in place, one should
try to set up the control algorithm such that the override is rarely
used. (Though, as a side benefit, the history of such overrides
could potentially be used as a proxy for measured glare being
over the comfort threshold.)

Another implementation option might be to use the ‘illum-
Max’ control when an occupant is present, and the ‘energyMin’
control (modified for the case where the lights are always off)
when no occupants are present, again with the option of tempo-
rary occupant overrides.

7.4. Possible Extensions

The tool has been set up (and guided by the nature of the dc-
timestep calculation method) to allow for one to easily swap out
particular components, such as the interior view matrix or the
facade system BSDFs, without having to change any of the rest
of the calculation procedure. This means that other active fa-
cade elements (such as electrochromic windows or other types
of shades or glazings) can be added to the list of possible facade
elements chosen by the user, as can other types of interior or ex-
terior geometric configurations. It also means that a user could
upload their own BSDF set and/or their own external or inter-
nal matrices. With some additional functionality added to the
tool, the user could even be allowed to simply upload a CAD
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file describing the interior and exterior geometry, and the auto-
mated system could automatically calculate the matrices before
starting the MPC calculations with them.

Other possible extensions to the tool include the considera-
tion of any arbitrary number of zones (instead of only consid-
ering the case of two zones, as done so far), and the option
of coupling the facade control with that of thermally massive
HVAC systems (building on previous work in this project, (Cof-
fey, 2012)).

7.5. Potential Roles in Industry
This project was carried out with the non-expert user in mind.

The intent has been to create an app that could be used by a
facade system installer or curtainwall assembler, or an architect
or design engineer.

One possible use case is that of a shading device company or
curtainwall assembly company with a fixed set of components
that customers can choose from. The company hires an expert
to set up BSDF files for each of the components, and to modify
the web-based app to provide their product line as options. The
customized version of the app can then be used by salespeo-
ple, architects, installers or others, producing control logics for
those shading systems that are customized to the specific inter-
nal and external geometries of the window and perimeter zone
under consideration.

8. Conclusions

A cloud-based automated controller production system has
been set up for a motorized external Venetian blind device, with
a simple web interface that can be used by non-experts. The
computation cost per controller is in the range of a few dollars.
The computation time and expense can be decreased with some
improvements. The control logic is simple enough to be imple-
mented on small and cheap distributed controllers.

Annual simulation experiments suggest that the ‘illumMax’
controller (illuminance maximization subject to glare con-
straints) can very significantly reduce the occurrence of times
with high glare probability (79% less frequently than a ‘heuris-
tic’ block-beam controller in the tests), while also providing
good daylighting performance. The simulation experiments
also suggest that the ‘energyMin’ controller (lighting + HVAC
energy minimization) can provide significantly better energy
performance, with estimated annual savings of 18% of lighting
and HVAC energy use in south-facing perimeter zones, without
any increase in controller hardware cost, and hopefully negli-
gible difference in configuration cost, when compared with the
‘heuristic’ controller.

These two control configuration cases were also physically
implemented and tested at the Advanced Windows Testbed Fa-
cility. A Raspberry Pi was used to control the blinds using the
automatically-produced control logic. The tests demonstrated
the technical feasibility of the approach and provided an oppor-
tunity to learn what needs greater focus in further work.

The next steps towards market uptake include investigations
into how this cloud-based app idea can fit into existing de-
sign, implementation and business models. Future research

work should include extensions to the system to include other
dynamic facade elements and HVAC systems, such as elec-
trochromic windows and thermally massive HVAC systems.
This research can also be used to guide further work in related
building control application areas.
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