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Abstract—This paper presents Eciton, a very low-power LSTM
neural network accelerator for low-power edge sensor nodes,
demonstrating real-time processing on predictive maintenance
applications with a power consumption of 17 mW under load.
Eciton reduces memory and chip resource requirements via
8-bit quantization and hard sigmoid activation, allowing the
accelerator as well as the LSTM model parameters to fit in a low-
cost, low-power Lattice iCE40 UP5K FPGA. Eciton demonstrates
real-time processing at a very low power consumption with
minimal loss of accuracy on two predictive maintenance scenarios
with differing characteristics, while achieving competitive power
efficiency against the state-of-the-art of similar scale. We also
show that the addition of this accelerator actually reduces the
power budget of the sensor node by reducing power-hungry
wireless transmission.The resulting power budget of the sensor
node is small enough to be powered by a power harvester,
potentially allowing it to run indefinitely without a battery or
periodic maintenance.

I. INTRODUCTION

Cyber-Physical Systems (CPS), coupled with the Internet-

of-Things (IoT), enable deeper, data-driven analytics and

insight into our physical world by employing swarms of

small, low-power sensor nodes communicating over a wire-

less network. The real-world impact of CPS/IoT is rapidly

growing, and are impacting a wide range of areas including

manufacturing [32], agriculture [18], and healthcare [45], [44].

Predictive maintenance is a prominent emerging application

of CPS, which takes advantage of fine-grained data collection

to predict future failures of mechanical devices. It has been

quickly gaining adoption as accurate predictions can signifi-

cantly reduce downtime and maintenance cost [40]. A popular

method is to use statistical and machine learning to mine

information from streams of sensor data, such as vibration,

acceleration, and temperature, collected from various locations

of a mechanical device [17], [31], [40], [51], [20]. Long Short

Term Memory (LSTM) recurrent neural networks have proven

especially effective [7], [4], [47].

Low power and energy consumption is one of the key goals

in the design of a CPS deployment, as deployment scale or

non-intrusive sensing requirements can limit access to power

infrastructure [18], [31]. As a result, nodes are often expected

to function on a scale of years powered by small batteries [35]

or power harvesting modules [31], [27], [2]. These constraints

limit not only the overall energy consumption, but also the

power consumption at any given time. This limits the amount

of computation available on a node, as well as the communi-

cation bandwidth over power-hungry wireless communication.

In fact, the primary limitation of data collection capacities for

low-power nodes is often the power consumption of wireless

data transmission [33], [5], [9], [25], [13].

Edge Computing attempts to reduce the pressure on the

wireless network by moving some computation to the nodes to

distill data to smaller sizes. On the one hand, many real-world

applications have shown that filtering at the edge can reduce

the network data transmission requirement by over 95% [11].

However, provisioning enough computation performance on

end nodes can be costly in terms of power consumption and

hardware, defeating the purpose of edge computing.

Hardware accelerators can often remedy this problem by

achieving high performance on a low power budget [23], [54],

[37], [21]. But while existing FPGA-based LSTM accelerators

achieve high performance and power efficiency, even they

regularly require hundreds of mW to multiple Watts of power,

straining the limits of the stringent power budgets of edge

nodes [14], [8], [28], [26], [6].

In this paper, we present Eciton, an extremely power-

efficient FPGA-based accelerator for time-series mining using

neural networks at the edge. We show that Eciton can perform

real-time inference of Long Short Term Memory (LSTM)

neural network models of realistic size, at a power budget of

17 mW. Eciton demonstrates competitive performance com-

pared to more power-hungry FPGA implementations, as well

as competitive power efficiency against the state-of-the-art. To

the best of our knowledge, no prior FPGA LSTM accelerator

has demonstrated lower power consumption numbers, espe-

cially while maintaining performance on models of similar

scale.

Eciton employs 8-bit fixed-point quantization of weights,

hard sigmoid activation functions, as well as a carefully

optimized microarchitecture to reduce the chip resource and

memory requirements. These quantization approaches results

in a modest accuracy loss of ˜5% when evaluated on real-world

predictive maintenance LSTM models with 3- to 4-layers.

Meanwhile, the low resource requirements means Eciton can

fit in a low-power, low-cost, but resource-constrained Lattice

iCE40 UP5K FPGA. The UP5K was uniquely positioned for
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this application, thanks not only to its low cost (˜$5) and μW -

scale static power consumption, but also relatively large on-

chip SRAM resources (128 KiB), which are unavailable in

similarly positioned low-power FPGAs such as the Microsemi

IGLOO or other Lattice iCE40 chips.

This paper claims the following contributions:

• Demonstrates an LSTM accelerator design which fits in

a low-power FPGA and a 17 mW power budget.

• Demonstrates performance and accuracy on predictive

maintenance models of realistic scale.

The rest of this paper is organized as follows: Background

and related works are explored in Section II. We present the

architecture of Eciton and our neural network compression

methods in Section III. We provide in-depth evaluation of

Eciton in the context of a CPS deployment of predictive

maintenance in Section IV. We conclude with future work

in Section V.

II. BACKGROUND AND RELATED WORKS

A. Predictive Maintenance

Predictive maintenance, or condition-based maintenance,

aims to monitor mechanical systems for signs of imminent fail-

ure in order to preemptively perform maintenance operations.

Compared to conventional, periodic maintenance, accurate

predictive maintenance can significantly reduce downtime and

cost [17]. Modern predictive maintenance approaches integrate

pervasive data collection of CPS and IoT into target mechan-

ical devices to achieve more accurate prediction compared to

manual inspection [17]. Depending on the mechanical prop-

erties of the target, information including vibration, humidity,

temperature, pressure, sound, electrical current, and inductance

can be collected from various locations in the device, which

are analyzed using various statistical and machine learning-

based approaches [17], [31], [40], [51], [20].

B. LSTM Recurrent Neural Network

Long short-term memory (LSTM) is a recurrent neural

network (RNN) architecture that can better handle long-term

dependencies in the input data. Classical RNNs suffer from the

so-called vanishing gradient problem wherein the effects of an

earlier input quickly become too small to be useful. LSTMs

handle this problem by controlling gradient degradation using

three gates. This adds three more trainable weights per cell,

which can learn the best rate of gradient decay. As a result,

LSTMs can learn relationships between events happening

millions of time steps apart [39], making them useful for many

real-world time series data mining applications [48], [49].

Figure 1 shows the internal architecture of a single LSTM

cell. Each weight (f, i, c̃, and o) represents a multiplication

and accumulation operation against both input and recurrent

values. LSTMs also use two classes of activation functions:

kernel and recurrent activation functions. As seen in Figure 1,

typically used activation functions are sigmoid (σ) and tanh,

respectively.

LSTMs are typically designed with multiple layers, as

well as a dense layer at the top layer. The dense layer is

Fig. 1. Long-short term memory cell architecture

a conventional fully-connected neural network layer, usually

with the same number of units as the number of classes to

detect. A softmax of the output of the dense layer can be used

to determine the predicted class of the neural network.

C. Neural Network Compression

Compressing neural networks, either by reducing the num-

ber of weights (pruning) or the bit width of each weight values

(quantizing), is an important tool for reducing the computation

and memory overhead of neural networks, often with negligi-

ble loss of accuracy [15]. Pruning involves removing weights

with less impact on the final result, and then re-training the

model without these weights. Quantization maps the range of

original values to a smaller set of values using either a linear or

non-linear mapping function. A variance-based cutoff may also

be used to limit the range of the source set in order to account

for outliers. A popular instance of quantization is to map 4

byte floating-point to 1 byte fixed-point. This not only reduces

memory requirements, but also substitutes costly floating point

operations with cheaper fixed-point arithmetic [43], [22], [52].

D. Accelerators on CPS End Nodes

Augmenting CPS/IoT end nodes with reconfigurable hard-

ware accelerators such as FPGAs can help reduce the power

consumption of required computation, as well as power-

efficiently implement edge computing on end nodes [10],

[54]. Existing research has explored offloading end node

operating system functions [36], encryption for security [42],

and communication protocols [12], as well as application-

specific accelerators for video processing [23], [54], person

detection [37], and statistical time series mining [21] into

FPGAs. Much research has gone into optimal management

of FPGAs on end nodes as well, including dynamic partial

reconfiguration and power gating [46]. Industry offerings also

exist for low-power convolutional neural networks at the edge,

including the Lattice SensAI platform [41].

Power-efficient neural network implementation on FPGAs

for the edge has also been a popular research topic [53],

[16], [19], including LSTMs [28], [26]. However, performance

and model size requirements have prevented realistic LSTM

models from fitting in the low-power class FPGAs such as

Lattice iCE40 or Microsemi IGLOO series, limiting them to

relatively performance-oriented FPGAs with 100s of mW of

static power. This may limit their use in resource-constrained

CPS/IoT scenarios with mW-level power budgets [31], [2].



E. Wireless Communication For CPS/IoT

There is a wide range of available wireless communi-

cation technologies for CPS and IoT systems [13], [29].

They typically represent a trade-off between communication

bandwidth, range, and cost/power consumption, spanning from

LTE or GSM-based technologies like LTE-M and MB-IoT

with hundreds of kbps of performance as well as hundreds

of mW of power consumption [25], to Low-Power WAN

(LPWAN) technologies like LoRa with an order of magnitude

bandwidth and power consumption [9], [1]. Reducing network

transmission requirements with effective edge computing may

allow use of low-power technologies while still maintaining

effective data collection bandwidth.

III. ECITON NODE ARCHITECTURE

Eciton augments a CPS/IoT end node with a flexible LSTM

accelerator implemented on a low-cost, low-power FPGA. Col-

lected sensor data is first evaluated by the LSTM accelerator,

and the sensor data is sent wirelessly to a central server only

when potential failure is detected locally. At the central server,

a more complex software system can then make higher-level

decisions based on data from multiple nodes.

Figure 2 shows the overall architecture of an Eciton end

node. Sensor data is first filtered by the FPGA, reducing the

data traffic and workload of the microcontroller unit (MCU).

Due to the complexities of managing the network, the MCU

software is currently responsible for the network interface.

Fig. 2. Eciton end node architecture

Internally, the LSTM accelerator consists of two separate

cores for LSTM and dense layers, as seen in Figure 3. The

MCU is responsible for loading the LSTM and dense layer

cores with weights, after which sensor data can stream through

both cores for inference.

Fig. 3. The MCU provides weights to LSTM and Dense cores, after which
the accelerator can process input from sensors

A. FPGA Resource Restrictions

Our target platform is the Lattice iCE40 UP5K FPGA,

which is a low-cost (˜$5), low-power (μW -scale static power)

FPGA with stringent resource restrictions. This choice was

driven by the existence of 1024 kbits of on-chip SRAM

provided in the form of four Single-Port RAM (SPRAM)

blocks, in addition to usual embedded Block RAM. Most

other FPGA offerings of similar class, including the Microsemi

IGLOO [30] or other Lattice iCE40 FPGAs [24], do not

include this, limiting their on-chip memory to mere 32 to

128 kbits of block RAM. However, even this additional

memory is not enough for neural network models of realistic

size. Since off-chip memory access will be harmful for both

performance and power efficiency, we need to employ neural

network compression to make the model fit entirely on-chip.

Furthermore, the UP5K provides 8 16-bit Digital Signal

Processing (DSP) blocks for fast arithmetic. While this is a

larger number compared to similar offerings, it is nowhere

enough to implement fast floating point operations, or even

wide integer division. Our selection of quantization and hard

sigmoid activation function parameters was the result of opti-

mizing performance and accuracy within these constraints.

B. Quantizing LSTM Models

Eciton performs post-training linear quantization of weights

from 4-byte floating point to 8-bit dynamic fixed point, reduc-

ing memory footprint by 1/4. We discovered 8-bit quantization

resulted in the best size-accuracy trade-off, which will be

presented in more detail in Section IV-B.

Fig. 4. Comparison between three activation functions

In order to reduce chip resource requirements, Eciton uses

the linear hard sigmoid activation function for both kernel

and recurrent activation functions of LSTM, instead of non-

linear functions such as sigmoid or tanh. Figure 4 shows the

three activation functions. While non-linear functions were

too complex to fit on our target FPGA, we discovered that

hard sigmoid can be implemented efficiently while providing

a more accurate approximation of the non-linear functions,

compared to simpler functions such as the Rectified Linear

Unit (ReLU).

C. LSTM Core Architecture

Figure 5 shows the LSTM core architecture. Input and

output is done in units of 8-bit words. All weights are stored

across the four available on-chip SPRAM blocks combined

into a single address space, exposing a single 16-bit interface.

The computation pipeline consists conceptually of two sub-

pipelines: The Multiply-Accumulator (MAC) pipeline, and the
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State pipeline for calculating carry and hidden states. Both

pipelines share a single quantized ALU Module.

Fig. 5. Microarchitecture of the LSTM Core

1) Weight Memory Map: Weights are stored in a layer-

major order, so for each input tuple to propagate through all

layers, the whole weight memory is linearly scanned exactly

once by a very simple circular reader module.

Figure 6 shows an example memory layout of weights

for a model with two LSTM layers. The weights are stored

in the order of kernel weights, recurrent weights, and bias

weights, for each LSTM layer. Each weight is a four-byte

tuple, corresponding to the four 1-byte weights of each LSTM

cell. The microarchitecture orders computation in the same

order, so that weights can simply be linearly scanned for

correct operation.

2) MAC Pipeline: The MAC pipeline is where the majority

of the arithmetic for LSTM is done. While computation is

conceptually organized as a pipeline, Eciton actually processes

each step in non-overlapping sequence to efficiently reuse a

small number of quantized arithmetic units. Computation is

organized in the order of weight storage, i.e., kernel, recurrent,
and bias weights.

For kernel weights, each 8-bit input can be independently

multiply-accumulated against each of the four kernel weights

of all LSTM cells in this layer. This results in Unit number of

four-byte tuples in a BRAM FIFO, where Unit is the number

of LSTM cells in this layer. By the time kernel MACs are

done, the recurrent weights are already loaded and ready in

the read queue. The same MAC process is performed, reusing

the same ALU hardware, using the hidden state data of the

previous timestep, if any. Once both stages are done, the results

Fig. 6. LSTM weights are stored in layer-major sequence

of both are forwarded to the bias aggregation stage, where

the two streams are added with the bias weights conveniently

ready in the read pipeline. At the end of this stage, we have

a Unit number of four value tuples stored in a BRAM FIFO.

3) Carry and Hidden State Pipeline: Once the MAC op-

erations are done and the Unit number of 4-byte tuples are

generated, we can calculate the carry states for the next time

step, and the hidden states for the next layer according to

the LSTM algorithm. This process also re-uses the same

quantized ALU module to perform hard sigmoid, quantized

multiplication and addition.

Another notable feature of the layer-major weight map and

computation organization is that the memory for carry state

and hidden state results can each be stored in a single large

FIFO implemented in BRAM, instead of a complex memory

map for each layer or unit. Because the computation is done

sequentially in a layer-major order, the hidden state FIFO will

always hold the values for the next layer. By the time all

layer processing is done and computation comes back to the

first layer for the next time step, the carry state for all of the

layers will be waiting in-order in the carry state FIFO.

4) Quantized ALU Architecture: Our quantized ALU pro-

vides three functions: quantized addition, multiplication, and

hard sigmoid. While addition between two quantized values is

straightforward, multiplication is slightly more complicated.

Because linear quantization involves a scale factor mapping

one set of values to another, multiplying two scaled values

results in multiplication of the scale factor as well, and the

multiplication results need to be divided with the scale factor

again to maintain correctness.

While division in hardware is resource-intensive, fortu-

nately the scale factor is a static value determined dur-

ing quantization. We pre-calculate a normalized division

(1�16)/scale during quantization. This value can simply

be multiplied to the multiplication results using the UP5K

DSP block, which supports 16-bit multiplication to a 32-bit

value. The resulting value can be shifted down 16 bits to get

the correct division results. Since the original multiplication

results are 16 bits wide, and because weights and input are all

8 bits, we do not lose any correctness with this approach. As a

result, quantized multiplication requires two DSP blocks, one

for multiplication, and one for division by the scale factor.

The hard sigmoid module also requires a multiplier, but

since our computation organization never requires multiplica-

tion and sigmoid calculation to happen simultaneously, our

ALU is designed to share one internal multiplier.

Since the SPRAM memory interface is 16 bits wide, two

weights are delivered per cycle. Since the four weights in a cell

are processed independently from each other, our quantized

ALU internally implements two separate modules to operate in

parallel, consuming 4 of the 8 available DSP blocks. We note

that although memory bandwidth could be easily increased by

using SPRAM modules in parallel, our experiments showed

that this would not lead to high performance as it was difficult

to fit more ALU modules in the limited chip space.
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D. Dense Core Architecture

The dense core is a separate entity from the LSTM core.

Its architecture is similar to the architecture of the LSTM cell,

but much simpler. The dense core only has three computation

stages: kernel MAC, bias aggregation, and a final hard sig-

moid. Since the amount of dense layer computation is nearly

negligible compared to the LSTM layer, the quantized ALU

of the dense block ALU is designed to use only one MAC

unit, using only two DSP blocks and less supporting logic.

IV. EVALUATION

The accelerators of Eciton were implemented using open-

source toolchains Icestorm [50] and Bluespec [34], on a low-

cost, low-power Lattice iCE40 UP5K FPGA, coupled with an

Arduino Nano as the MCU [3].

The following sections present evaluation results of Eciton,

including the neural network models we have trained and used

for predictive maintenance datasets, as well as the performance

and efficiency of our FPGA accelerator implementation.

A. Neural Network Models and Datasets

We demonstrate Eciton on two predictive maintenance sce-

narios: Turbofan engine maintenance dataset from NASA [38],

as well as electrical motor maintenance using vibration and

humidity [31]. Two predictive maintenance models were first

trained using Tensorflow, quantized post-training, and finally

loaded on the Eciton system. This section presents the orig-

inal floating-point trained models, and provide more detailed

analysis of quantization efficiency in Section IV-B.

1) Turbofan Engine Maintenance: The NASA Turbofan

Engine Maintenance Model is a predictive maintenance model

that simulates the failure of a turbofan engine, with the dataset

being an engine degradation simulation using C-MAPSS. The

dataset includes input from 25 different sensors. Our model

uses two LSTM layers with 100 and 50 nodes, as well as a

single-cell dense layer. The total number of weights adds up to

80,651. The model before quantization reached a competitive

accuracy of 97%.

2) Electrical Motor Maintenance: The Electrical Motor

Maintenance model is trained on four input data streams, 3

accelerometer axes and a humidity sensor, collected from an

electrical motor in the process of spinning down. The ac-

celerometers are sampled at 2 KHz, while the humidity sensor

is sampled at 50 Hz. This scenario has interesting real-time

and energy budget requirements because the system is powered

by a power harvester generating energy from the magnetic

field as the motor spins. Because power harvesting becomes

unavailable after the motor has shut down, the collected data

must be either processed or transmitted after detecting motor

shutdown, within a budget of 0.6 Joules of harvested energy.

The model uses three LSTM layers each with 128, 32, and

16 nodes, and a single-cell dense layer adding up to a total

of 91,873 weight values. The model before quantization has a

competitive trained accuracy of 90%.

B. Quantized Model Accuracy

Figure 7 shows the effect of various quantization approaches

on accuracy on the turbofan model. While use of hard sigmoid,

16-bit and 8-bit fixed-point quantizations have gradual loss

of accuracy, 4-bit quantization results in a sharp, 24% drop.

While the 16-bit quantized model is sufficiently small to fit

in the on-chip SPRAM, we decided on 8-bit quantization to

make better use of the limited DSP blocks, performing more

8-bit operations per cycle. The electric motor model behaved

similarly, and the 8-bit quantized model achieved an accuracy

of 84%, a modest 6% accuracy drop.

Fig. 7. Accuracy of the turbofan model drops sharply at 4-bit quantization

C. FPGA Resource Utilization

The resource utilization for Eciton is presented in Table I.

All 4 available SPRAM blocks, as well as 6 of the 8 available

DSP blocks are used. Overall, the accelerator uses 94.5% of

the board’s logic cells, while achieving a clock frequency of

17.0 MHz.

TABLE I
ECITON ON-CHIP RESOURCE UTILIZATION

Resource Resource Utilization Percent Utilization (%)

LC 4987 / 5280 94.5
SPRAM 4 / 4 100
BRAM 22 / 30 73.3
DSP 6 / 8 75

The total on-chip capacity of the four SPRAM blocks is

256 KB, which can comfortably fit either of our trained

models, and potentially much larger ones as well. The memory

footprint of the turbofan model is 80,651 bytes, and the

electrical motor model is 91,873 bytes.

D. Performance Evaluation

We evaluate the performance and power efficiency of Eciton

against multiple system configurations, including Keras and

our best-effort software implementation on an Intel core i7-

8700K CPU, as well as a Raspberry Pi Zero, an Arduino

Uno (ATmega) and an Arduino Due (ARM Cortex-M0). We

have implemented both quantized and non-quantized models

in software, and evaluated both on possible platforms.

The Raspberry Pi Zero was chosen as it regularly demon-

strated good power-efficiency among similar Linux-enabled

embedded systems offerings. We emphasize that the both
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Arduino systems do not have enough on-chip SRAM to hold

even the quantized model. To obtain an upper-limit estimate

of performance on the Arduino boards, we measured the

performance of the software modified to re-use a much smaller

set of weights, resulting in extremely poor accuracy.

Figure 8 and Figure 9 presents the performance and power

efficiency evaluations of the turbofan and motor models,

respectively. We see that both keras and our hand-optimized

software on the i7 vastly outperforms all embedded systems.

But its high power consumption and low power efficiency

make it a poor fit for the edge, and is presented here just as a

point of reference. Compared with embedded systems such as

the Raspberry Pi and the Arduinos, Eciton delivered over 2×
the performance of even the fastest system. We also note that

on the i7 and RPi, the floating point implementations outper-

form quantized ones due to the added overhead of quantized

arithmetic operations, specificially the added normalization

requirement after each operation. An exception is the motor

model on the RPi, where the overhead of more computation

was offset by the reduced size of the model fitting better on

the small on-chip cache.

E. Power Efficiency Evaluation

For power efficiency, we measured the total power con-

sumption during execution of the turbofan neural network on

all systems except the i7 system. For the i7 system, instead of

measuring total system power consumption, we only measured

the difference in power consumption between idle and load

states, added with the idle power consumption divided by

the number of cores. This was an attempt to make a fair

comparison in the favor of the i7 system, regarding economy

of scale in the datacenter.

Eciton’s FPGA accelerator measured a power consumption

around 17 mW under full load. Coupled with the Arduino

Nano emulating sensor data input via USB serial, the average

power consumption of the Eciton system under load measured

around 290 mW. The power efficiency of Eciton is an order of

magnitude better than other high performance and low power

options. The systems with the next-best power efficiencies

were the i7 and the Raspberry Pi running floating point, but

even they were orders of magnitude lower.

Fig. 8. Performance and power efficiency for turbofan

Fig. 9. Performance and power efficiency for motor

Eciton was also able to achieve the energy limit require-

ments of the electric motor scenario. It took Eciton 31.3

seconds to fully process the 25 seconds of 1/4 sampled

data stream as per the model parameters, at a steady power

consumption of 17 mW by the FPGA. Assuming the rest of the

system can be put to sleep during this time, our Eciton’s FPGA

accelerator finishes the job within the 0.6 Joule energy limit

imposed by the power harvester. No other system configuration

was able to achieve this milestone.

F. Comparisons Against State-of-The Art

Table II shows performance and power efficiency com-

parisons against state-of-the-art FPGA implementations of

LSTMs, aross various hardware platforms with different scale

and capabilities. Despite the resource constraints of the UP5K

platform, Eciton achieves competent performance and power

efficiency compared to other low-power implementations such

as those on Xilinx Artix 7 FPGAs. While Eciton achieves

lower performance and power efficiency compared to much

larger, power-hungry FPGAs that benefit from better power

economies at scale, Eciton still occupies an important niche in

the FPGA accelerator catalog due to its very lower power con-

sumption as well as real-time processing capabilities. While

some bigger chips can deliver better performance per watt,

resource-constrained edge deployments may not be able to use

them at all due to the power budget.

TABLE II
COMPARISONS AGAINST STATE-OF-THE-ART

Low-power High-power
Eciton [26] [6] [8]

Platform iCE40 Artix-7 Zynq-7000 Arria 10
mW 17 109 280 19,100

GOP/s 0.067 0.055 7.51 304.1
GOP/s/W 3.9 0.5 26.84 15.9

G. Total System Power With Networking

Figure 10 shows the sustained, under-load total system

power consumption breakdown including network transmis-

sion, for the top two most power efficient embedded systems

evaluated: The Raspberry Pi Zero and Eciton, as well as

an Arduino Nano system transmitting all data collected with

no edge computing. The Raspberry Pi and Eciton systems
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are configured with a low-power LoRa module, while the

Arduino Nano is configured with a faster NB-IoT module due

to the higher data rate required without edge filtering. The

power consumption numbers and performance of NB-IoT and

LoRaWAN was taken from existing work [25], [9], [1].

We can see that the power consumption of Eciton is signif-

icantly lower than other systems despite the FPGA addition.

Furthermore, the power consumption is low enough that it can

be sustainably powered by many proposed non-intrusive power

harvesting units [31], [27], [2], meaning it can continuously

operate indefinitely by harvesting power from the ambient

environment.
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Fig. 10. Total system power consumption of nodes under load

V. CONCLUSION

We have presented the design and evaluation of Eciton,

a neural network accelerator for real-time predictive main-

tenance at the edge. The reduced power and networking

requirements enabled by Eciton will allow wider CPS/IoT

deployments coupled with low-power wide-area networking

and power harvesting technologies. We also plan to explore

many other CPS/IoT domains where such a platform can be

beneficial.
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