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Abstract. We offer an account of preposition drop under clausal ellipsis in terms of two language 

processing principles, Minimize Domains and Minimize Forms. We argue that when Minimize 

Domains operates within the PP domain, it disfavors preposition drop due to the preferred inde-

pendent processability of the PP fragment. When it operates within the VP domain it favors prep-

osition drop in proportion to the number and strength of semantic dependencies between V and P 

in a given language: the more dependencies there are, and the stronger they are, the stronger the 

preference for preposition drop. In this way fragments are avoided with long dependencies be-

tween P and a distant V. We demonstrate this pattern in English corpora and propose it as an 

explanation for the typologically unusual preference that English shows for NP fragments. Mini-

mize Forms supports preposition drop in easy-to-process environments cross-linguistically and in 

English when the more minimal fragment (NP) can be easily linked to its correlate in the anteced-

ent, disfavoring preposition drop elsewhere. The predictions of Minimize Domains and Minimize 

Forms receive support from a mixed-effects regression model fitted to data from spoken U.S. Eng-

lish, and can be understood as motivations for construction-specific constraints and preferences in 

clausal ellipsis. 

 

Keywords: ellipsis, fragments, processing principles, semantic dependencies, preposition drop, 

Minimize Domains, Minimize Forms 
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1. Introduction 

Examples (1)-(2) feature different types of clausal ellipsis in English in an exchange between a 

speaker A and a speaker B:  

 (1) A: I’m going to a wedding.  

                 B: To whose wedding?/Whose wedding? 

 (2) Ai: Give it back. 

           B: To who(m)?/*Who(m)? 

           Aii: To me./Me. 

The stranded wh-phrases in (1B) represent a construction called “sluicing” in the ellipsis literature, 

and the stranded XPs in (2Aii) give fragment answers, a subtype of “Bare Argument Ellipsis” 

(BAE). Sluicing refers to stranded items that contain a wh-phrase and BAE to those containing a 

non-wh-phrase. In both cases, there is an explicit PP in the antecedent (to a wedding in (1A) and 

to who(m) in (2B)) that licenses optional P(reposition)-drop, that is, the possibility of realizing the 

stranded phrase as either PP or NP in (1B) and (2Aii). If there is only an implicit PP in the ante-

cedent, as in give it back (to someone) in (2Ai), then the stranded wh-phrase to who(m) in (2B) 

must occur together with the preposition that is part of the implicit PP. This stranded wh-phrase in 

(2B) is an instance of “sprouting” (a sub-case of sluicing referring to ellipses whose correspondents 

are implicit rather than explicit). 

 We explore the patterns of usage for stranded XPs and wh-phrases in present-day English 

with respect to P-drop. Drawing on corpus data, we demonstrate that English exhibits high fre-

quencies of P-drop, which, we propose, is due to its extensive word-external dependencies among 

lexical categories, typically between verbs and prepositions. This, we argue, explains why English 

differs from other languages where P-drop appears to be more limited. 
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 Before we proceed, a note on terminology is in order. Stranded wh-phrases and non-wh-

phrases will both be called fragments here, i.e. (1B), (2B), (2Aii) are all fragments. Following the 

ellipsis literature, we use “sprouting fragments” and “merger fragments” to distinguish between 

sprouted fragments and non-sprouted ones (i.e. with implicit versus explicit correspondents re-

spectively). We refer to these correspondents for the fragments as “correlates” (other terms that 

have been used are: “Salient Utterance” in Ginzburg & Sag, 2000, “target” in Culicover & 

Jackendoff, 2005, and “inner antecedent” in Chung et al., 1995).   

 English is considered a language in which P-drop is fully grammatical under clausal ellip-

sis. Merchant (2001) argued for an apparent correspondence between the behavior of fragments 

and their counterparts in overt questions and declarative clauses. For instance, (3) permits the frag-

ment to surface as an NP or a PP, because prepositional objects may either strand prepositions (4a) 

or pied-pipe them (4b) in overt questions. 

 (3) Harvey gave it back to someone, but I can’t say to who(m)/but I can’t say who. 

 (4) a. Who did Harvey give it back to? 

       b. To who(m) did Harvey give it back? 

This is captured in the Preposition-Stranding Generalization (PSG) originally formulated for sluic-

ing: 

 (5) Preposition-Stranding Generalization (Merchant 2001: 92) 

                 A language L will allow preposition stranding [P-drop] under sluicing iff L allows  

                 preposition stranding under regular wh‐movement. 

Merchant (2004) connected the possibility of P-drop from fragments to the syntax of sentential 

structures more generally: not just to wh-movement in questions in the case of sluicing but also to 
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left-peripheral movement in declarative clauses in the case of fragment answers. These corre-

spondences are admittedly strong in English, but they are not perfect. 

 Levin (1982: 606-608) presented evidence that the behavior of fragments does not in fact 

align with the behavior of their counterparts in overt questions (see also Chung et al., 1995; Fortin, 

2007). For instance, both PPs and NPs may serve as fragments in (6), even though preposition 

pied-piping is degraded in the corresponding embedded overt question (7).1 

  (6)  He hung up the picture with something but I forgot with what/but I forgot what. 

  (7) ?I forgot with what he hung up the picture. 

And both NPs and PPs may serve as fragments in (8) when the corresponding overt questions do 

not permit preposition stranding at all, see (9). 

 (8) They will report me under some circumstances, but I forget exactly under 

       which circumstances/but I forget exactly which circumstances. 

 (9) *Which circumstances will they report me under? 

If the syntax of questions were a determinant of how fragments can surface, then the PP fragment 

in (6) should be degraded and the NP fragment in (8) downright unacceptable. Instead, it appears 

that fragments may surface as NPs or PPs regardless of what is allowed by the syntax of overt 

clauses. These examples may seem like limited exceptions to an otherwise robust generalization, 

but cross-linguistic data also provide a challenge to this interpretation of the English facts.   

 
1
 Cable and Harris (2011) provided experimental evidence that English pied-piping is more degraded in embedded 

clauses than it is in main clauses. No corresponding acceptability difference has been reported for embedded PP 

fragments vs. matrix PP fragments, which we should see if fragments behaved like constituents of full clauses. Such 

missing correspondences are not just a fact of English. Emonds and Faarlund (2014) cite Norwegian data where 

pied-piping is stilted in overt questions but PPs are fine as fragments.    
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 The PSG has been tested extensively across a range of languages. The findings are that NP 

fragments are attested in a greater range of languages than just those languages that allow prepo-

sition stranding, suggesting that P-drop is more general than, and independent of, the availability 

of preposition stranding (see Abels, 2017 for Bulgarian; Caha, 2011 for Czech; Fortin, 2007 for 

Bahasa Indonesia; Leung, 2014 for Emirati Arabic; Molimpakis, 2018 for Greek; Philippova, 2014 

for Russian; Rodrigues et al. 2009 for Spanish and Brazilian Portuguese; Sag & Nykiel, 2011, 

Nykiel, 2013, Szczegielniak, 2008 for Polish; Stjepanovic, 2008, 2012 for Serbo-Croatian). Ac-

ceptability judgment and corpus studies demonstrate further that PP fragments are better overall 

than NP fragments (see Molimpakis, 2018 for Greek; Nykiel, 2013 for Polish; Nykiel, 2015 for 

Early and Late Modern English).  

 This research raises questions about the general status of P-drop. It appears to be a fairly 

limited phenomenon in each language that exhibits it at the same time as it is widespread in pre-

sent-day English (Nykiel, 2015, 2017), making English stand out as exceptional. We will see that 

corpus data from spoken English corroborate the familiar English pattern: the frequency of NP 

fragments is higher than that of PP fragments. We will also see evidence for a key factor that boosts 

the frequency of NP fragments in English when other factors are controlled for, namely word-

external dependencies between prepositions and other lexical categories. To anticipate our analy-

sis, we will argue that two very general processing principles, Minimize Domains (MiD) and Min-

imize Forms (MiF) (Hawkins, 2004, 2014a) can account for most of the data, in conjunction with 

some more specific principles applying to particular constructions that have been independently 

supported in the processing and linguistic research literature. We conceive of MiD and MiF as 

real-time constraints on language processing that result in the preferred selection of some fragment 
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forms rather than others, when grammars (in this case English) permit a choice between alterna-

tives, and that result in conventionalization in historical time when the preferred fragment (e.g. PP 

in sprouting environments) is the only option that is grammatically well-formed.  Both MiD and 

MiF are cross-linguistically general mechanisms that govern the operation of P-drop in this con-

text, but MiD makes different predictions for the PP and VP processing domains, the latter having 

special relevance for English, a language in which there are extensive word-external dependencies 

between a preposition in the fragment and other lexical categories in the VP of the antecedent.  

 The MiD and MiF principles were originally proposed in Hawkins (2004), building on 

psycholinguistic experimental and corpus usage data that were available at the time and that mo-

tivated them. Conventionalized data from grammatical rules across languages were also shown to 

correlate with the observed patterns of variation within languages, offering further support for MiD 

and MiF and leading to a Performance-Grammar Correspondence Hypothesis. The MiD and MiF 

principles have since been tested on usage data and grammars from many different languages and 

have been incorporated within the emerging general theory of “communicative efficiency” in psy-

cholinguistics. This approach, termed the Efficiency Hypothesis in Futrell (in press), sees lan-

guages as shaped by a trade-off between information transfer, ease of production and ease of com-

prehension under information processing constraints that are inherent to the human brain. A sum-

mary of its basic tenets with extensive supporting references can be found in Gibson, Futrell, Pi-

antadosi, Dautriche, Mahowald, Bergen & Levy (2019), see also e.g. Futrell, Mahowald & Gibson 

(2015), Jaeger & Tily (2011), Norcliffe, Harris & Jaeger (2015), Gibson (1998, 2000), Haspelmath 

(forthcoming), and Levshina (forthcoming). This approach provides solutions to many traditional 

problems in psycholinguistics including the relationship between integration and prediction in pro-
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cessing, between the speaker’s needs and the hearer’s needs, between ease and complexity of pro-

cessing and efficient information transfer, and between performance and the grammaticalised con-

ventions of the world’s languages. The interested reader is referred to the research literature sum-

marized in these publications for the larger context within which MiD and MiF have been incor-

porated and in order to see how they have been made relevant to current issues in psycholinguistics 

from this communicative efficiency perspective (see also Hawkins 2014a for an updating of Haw-

kins 2004). 

 In sum, our focus in this paper is on how the syntactic and semantic content of fragments 

can be adjusted to ease the processing demands on speaker and hearer and make the information 

transfer intended by sentence fragments more efficient. The ellipsis literature considers these mat-

ters to be part of the recoverability question and is primarily concerned with the syntactic and/or 

semantic environment that allows for successful retrieval of the antecedent for an ellipsis. This 

question typically reduces to the type of identity (syntactic or nonsyntactic) that must hold between 

an antecedent and an ellipsis. On construction-based analyses, it is just the fragment (analyzed as 

a stand-alone phrase with no unpronounced structure) that is subject to identity conditions (Cu-

licover & Jackendoff, 2005, 2012; Ginzburg & Sag, 2000; Ginzburg, 2012). On PF-deletion anal-

yses, the further assumption is made that a fragment contains unpronounced sentential structure 

that is subject to identity conditions along with the fragment (Chung, 2013; Merchant, 2001, 

2004,).2 We are concerned with the linguistic content of fragments (not the content of unpro-

nounced elements, if one assumes their existence), treating them as stand-alone phrases that the 

parser must interpret as such, which aligns us with the construction-based strand of research. We 

 
2 The recoverability question should be distinguished from the questions of whether there is unpronounced structure 

in an ellipsis site and of what structural positions license ellipsis. See Merchant (2018) for a recent overview of these 

three questions. 
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propose our processing-based efficiency account of P-drop as a reflection of construction-specific 

constraints on fragments.   

 The rest of the paper proceeds as follows. Section 2 spells out our proposal that the avail-

ability of P-drop is mediated by processing-based factors. We introduce MiD and MiF as general 

principles that support numerous limitations on P-drop, including in English. Section 3 focuses on 

the partially competing effects of MiD in the VP domain which predict higher frequencies for P-

drop and for NP fragments in English than the considerations of section 2 would lead us to expect. 

Section 4 presents supporting evidence for certain key predictions made by our general proposal 

in a corpus analysis of English fragments. In section 5, we discuss the implications of these corpus 

results for the role that processing principles play in clausal ellipsis and for theories of clausal 

ellipsis. Section 6 concludes. 

2.   P-drop is costly 

In this section we flesh out the idea that P-drop is a costly operation in processing terms, which 

results in higher frequencies of PP fragments than of NP fragments across languages. We account 

for this general cross-linguistic preference, and then show how certain properties of Modern Eng-

lish lead to the contrary preference for more NP fragments in this language, as evidenced by the 

results of our statistical analysis (section 4.2). 

 The process of assigning an interpretation to a fragment is guided by our general cognitive 

abilities and can be thought of as locating or inferring a salient antecedent and integrating the 

fragment into a proposition supplied by that antecedent (Culicover & Jackendoff 2005, 2012; Cu-

licover, 2016; Harris & Carlson, 2019). There is evidence that these tasks are completed by a 

direct-access mechanism whereby the processor finds an appropriate mental representation among 

those it has stored so far, using the linguistic information that the fragment encodes (Martin & 
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McElree, 2011). The direct-access mechanism in turn follows from cue-based parsing models of 

sentence processing (Caplan & Waters, 2013; Lewis & Vasishth, 2005; Lewis et al., 2006; 

McElree, 2000; McElree et al. 2003; Van Dyke, 2011; Van Dyke & Johns, 2012), which rely on 

the quality of retrieval cues to guide the processor’s search for the target representation among 

other candidates, all of these representations being evaluated simultaneously. If the fragment is 

aligned with its explicit or implicit correlate via such a cue-based search and assigned an interpre-

tation based on the proposition into which it becomes integrated as a result,3 then the ease of in-

terpreting the fragment must depend on the diagnosticity of the retrieval clues encoded in the frag-

ment and on features of the antecedent. Let us start with clues that can be encoded by the fragment, 

and address features of the antecedent in section 2.2.  

 Following Barton (1991, 2006), we assume that a fragment may, at a minimum, be realized 

as any subsentential maximal category, such as NP, VP, AdjP, AdvP, or PP. The realization of 

fragments is often fully consistent with the argument structure of their linguistic antecedents (e.g., 

Abels, 2018; Bechhofer, 1976; Beecher, 2008; Chung, 2013; Culicover & Jackendoff, 2005; 

Merchant,2001, 2013; Ross, 1969), as evidenced, for example, by repetition of parts of the ante-

cedent in a fragment, as in (10-11).4 Given the types of fragments that are our primary concern, 

the smallest available maximal category is an NP and the next largest a PP. Fragments are typically 

 
3 There are two ways of integrating a fragment into an antecedent proposition, correlating with the construction-

based/PF-deletion distinction in theoretical analyses. One is non-local, where a fragment has no further structure and 

receives its interpretation from the proposition that its antecedent supplies (Culicover & Jackendoff, 2005, 2012; 

Ginzburg & Sag, 2000). This proposition is often formalized as a Question-under-Discussion (Ginzburg & Sag, 2000; 

Ginzburg, 2012). The other is local, where a fragment has a sentential structure and propositional semantics, with the 

latter entering a mutual entailment relationship with the antecedent’s proposition (Merchant, 2001, 2004).  
4 For some fragments, the relationship with the antecedents is semantic/pragmatic, and hence looser than that shown 

in (10-11), as in (i) (see e.g., Barton, 2006; Culicover & Jackendoff, 2005). Other fragments are licensed by the non-

linguistic rather than linguistic context (see section 2.2). But since neither of these fragment types exhibits the alter-

nation discussed here, we leave them aside.  

 (i) A: The White House staff doesn’t visit the Speaker of the House in his Congressional office.  

                   B: Old grudge.  

                   (Barton 2006: 17) 
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minimally short phrases that elaborate on their antecedents, but the fragments in (10-11) also con-

tain material whose status is “given” in information-structural terms.5 In (10) the antecedent would 

license a simple NP (what) as a fragment, but the B-response also pied-pipes additional material 

repeated from their antecedent. In (11) a PP would be licensed as the B-fragment (due to sprouting) 

and an NP as the Aii-fragment, but both repeat the adjective afraid.  

 (10) A: She's up to something. 

                    B: Up to what? (COCA) 

 (11) Ai: I think she was afraid. 

                   B: Afraid of what? 

                   Aii: I don’t know. Afraid of it being good or something. (Adventureland 2009)  

This possibility can be explained as a means to supply more clues to how a fragment fits into the 

antecedent proposition, since repeating apparently redundant material can often have beneficial 

effects on language comprehension (Arts, 2004; Arts et al., 2011; Davies & Katsos, 2009; Levelt, 

1989; Maes et al., 2004) and lead to a processing advantage both for less reduced ellipses over 

more reduced ones (Harris, 2015) and for unreduced counterparts of ellipsis over ellipsis (Dickey 

& Bunger, 2011; Kertz, 2013b). Specifically, Dickey and Bunger (2011) reported on one effect of 

ellipsis in their study of sluicing in which sluices were consistently read slower than their unre-

duced counterparts. Harris (2015) found a contrast between fully specified sluicing remnants (with 

explicit lexical NPs, e.g., Some tourists sampled the wines but I’ve forgotten which tourists) and 

partially specified remnants (with the pronoun one, e.g., Some tourists sampled the wines but I’ve 

forgotten which ones): the former were read faster on several eye tracking measures and helped 

 
5 There is a distinction we are not drawing here between matrix fragments and embedded fragments. While embedded 

fragments do not appear to tolerate more repeated material than just prepositions, matrix fragments do (see Abels, 

2018; Bechhofer, 1976; Ross, 1969). We have no explanation for this distinction here, but nor is it relevant for the 

data at hand.  
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reduce the risk of non-target representations interfering with the retrieval of the correlate. These 

findings suggest that ellipsis, although commonly used, induces greater processing costs than par-

tially or fully explicit material. We argue here that including prepositions in fragments is part of 

the general mechanism that determines ease of processing and efficiency by permitting fragments 

of varying size that repeat thematic information from the antecedent. In our specific case, this 

mechanism permits fragments to be realized as either minimal phrases (NPs) or larger phrases 

(PPs). The latter are easier to process due to the repeated preposition. Recall from the previous 

section that, consistent with our argument, there is a cross-linguistically robust preference for PPs 

over NPs as fragments.  

 There are further reasons for why P-drop leads to greater processing cost. Numerous syn-

tactic, morpho-syntactic and semantic relations hold between P and NP that are much easier to 

process when both are explicitly present and also immediately adjacent within the PP. These in-

clude the syntactic relations of sisterhood and subcategorization. In many Indo-European lan-

guages P assigns surface case to its sister NP, or else in head-marking languages like Abkhaz, P 

agrees with this NP (Nichols, 1986). Semantic relations holding within PP include the semantic 

dependency of P on NP (e.g., the meaning of English in regularly depends on its sister NP, compare 

locative in Oslo with temporal in the morning). All of these grammatical and semantic relations 

are easier to process if they can take place locally within the PP itself, i.e. within a small processing 

“domain” in the sense of Hawkins (2004, 2014a). 

2.1 Minimize Domains 

More generally, Hawkins (2004, 2014a) proposes a principle of Minimize Domains, formulated in 

(12). 

 (12) Minimize Domains (MiD) (Hawkins 2004: 31)  
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                  The human processor prefers to minimize the connected sequences of linguistic  

                    forms and their conventionally associated syntactic and semantic properties in which  

                    relations of combination and/or dependency are processed. The degree of this  

                    preference is proportional to the number of relations whose domains can be  

                    minimized in competing sequences or structures, and to the extent of the  

                    minimization difference in each domain. 

We are concerned with how independently processable the fragment is, and whether its syntax and 

semantics can be assigned within the domain of the fragment itself, or whether the processor relies 

on external material in the antecedent in order to assign syntactic and semantic properties to the 

fragment within a larger and less minimal processing domain. The task of interpreting the fragment 

can be considered the first task the processor faces upon encountering it (see also Harris & Carlson, 

2019).    

 The processing of lexically-specified relations between V (or some other head category 

such as Adj or N) and P takes place within a “lexical domain” in the terminology of Hawkins 

(2004: 117) defined in (13): 

 (13)  The LD [lexical domain] for assignment of a lexically listed property to a lexical  

                     item L consists of the smallest possible string of terminal elements (plus their  

                     associated syntactic and semantic properties) on the basis of which the processor  

                     can assign this property to L.   

If P does not contract grammatical and semantic relations outside of its PP, then processing the 

various relations it does contract with its sister NP can take place within a minimal PP-internal 

domain, as long as both are explicit and adjacent in the fragment. For instance, the processor can 

assign all relevant properties to the PP fragment in (14Aii)  based on the literal benefactive meaning 
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of the preposition for which is independently processable within the PP, and given the syntactic 

co-occurrence of P and NP.  

 (14) Ai: I’m making a bed.  

                    B:  For who(m)?  

                    Aii: For the aliens. 

 When P and NP are not adjacent the syntactic and semantic bonds between them are dis-

rupted in processing, and since there are many such bonds, languages favor PP fragments overall, 

all else being equal. The fact that it is difficult to sever the ties between P and NP within the PP 

domain by any syntactic operations finds further support in the rarity of preposition stranding in 

filler-gap constructions (e.g., the train we are waiting for vs the train for which we are waiting) in 

the world’s languages. Because preposition stranding displaces the complement NP alone, this 

negatively affects the processing of its properties relative to the prepositional head and expands 

the lexical domain to include a possibly distant filler and its gap. However, not all prepositions, 

especially in English, are fully processable within the PP domain, as we will see, and this leads to 

MiD making different predictions for fragments whose processing requires access to larger lexical 

domains beyond PP, and favors P-drop in such cases (see sections 3 and 4.1.1). In addition, cross-

linguistic work has uncovered some further factors and environments that facilitate P-drop. We 

turn to these first.    

2.2 MiF and environments facilitating P-drop  

This section spells out some predictions based on the principle of Minimize Forms (Hawkins, 

2004) which, as we argue, supports P-drop in easy-to-process environments. MiF is a processing 

principle that underlies several kinds of reduction in language, including ellipsis, and is defined in 

(15).    



 English fragments 15 

 

 (15) Minimize Forms (MiF) (Hawkins 2004: 31)6 

                    The human processor prefers to minimize the formal complexity of each linguistic   

         form F (its phoneme, morpheme, word or phrasal units) and the number of forms  

                    with unique conventionalized property assignments, thereby assigning more  

                    properties to fewer forms. These minimizations apply in proportion to the ease with    

                    which a given property P can be assigned in processing to a given F. 

MiF leads us to expect that, since ellipsis is costly, it will generally be found only rarely, 

or not at all, in environments where it is difficult to assign the required properties to an elliptical 

form. The ellipsis literature has identified at least two kinds of such environments. One is the non-

linguistic antecedent type shown in (16), and the other involves structurally mismatched linguistic 

antecedents exemplified in (17).  

 (16) [In an elevator:] What floor? (Ginzburg & Sag 2000: 298)  

 (17) *Someone shot Ben but I don’t know by who. (Merchant 2001: 35) 

Several authors have argued that fragments tolerate non-linguistic antecedents like (16) only under 

limited circumstances (Culicover & Jackendoff, 2005; Ginzburg & Sag, 2000; Ginzburg & Miller, 

2018; Merchant, 2004). The fragment in (17), mismatching its active antecedent in voice, has been 

claimed to be ungrammatical (Merchant, 2001).7 These facts show that ellipsis is generally favored 

in easy-to-process environments, and that certain features of an antecedent can mediate the ease 

 
6
 See Hawkins (2004: 38-49, 93-97) for a summary of the general logic of MiF and its predictions and a summary of 

the kinds of structural and extra-linguistic factors that enable reduced forms to be enriched in online processing. See 

Hawkins (2014a: 15-28, 127-132, 192-196) for more recent discussion and empirical testing of the MiF principle. 
7 Verb Phrase ellipsis is similarly rarer with non-linguistic antecedents than linguistic ones (Hankamer & Sag, 1976, 

Miller & Pullum, 2014; Schachter, 1977), and with structurally mismatched antecedents than with structurally 

matched ones (Arregui et al., 2006; Grant et al., 2012; Kertz, 2013a, b; Kim & Runner, 2017; Miller, 2011; Miller & 

Hemforth, 2014; Miller & Pullum, 2014). 
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of processing ellipsis. Let us now consider in more detail how different antecedents can help re-

duce the difficulty of assigning an interpretation to a fragment, and hence support P-drop by MiF.  

 We address the semantic and syntactic content of the fragment’s correlate (see further sec-

tion 4.1.3) first. A basic distinction has been drawn in the ellipsis literature between sprouting 

fragments, which have implicit correlates (18) and merger fragments, which have explicit corre-

lates (19) (Chung et al., 1995; Chung, 2006, 2013) (see also (2)).  

 (18) A: Were you worried?  

                   B: Worried about what?/About what?/*What? 

 (19) A: Were you worried about something? 

                   B: Worried about what?/About what?/What? 

Sprouting fragments cannot be realized as minimal phrases (NPs), i.e. as *What? in (18B), if their 

correlates are prepositional objects. But they can be realized as larger phrases than the required 

PPs, as in (18B). This pattern suggests that assigning an interpretation to an NP fragment requires 

richer and explicit contextual conditions, while assigning an interpretation to a PP fragment is 

successful with both implicit and explicit correlates. 

 Another relevant distinction is made between correlates that host indefinite pronouns (20A) 

and those that host lexical NPs (21A), which has consequences for how fragments are realized. 

The fragment Who? in (20B) and (21B) is not equally probable in these two contexts.  

 (20) A: I went to talk to someone.  

                   B: Who? 

 (21) A: I went to talk to an old friend.  

                   B: Who? 
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When the fragment’s correlate hosts a lexical NP, and not a pronoun, that fragment is more likely 

to surface as an NP than a PP (Nykiel, 2015, 2017), hence (21B) is more probable than To who(m). 

This preference for lexical NP antecedents over indefinite pronouns with NP fragments has been 

reported in several cross-linguistic studies of clausal ellipsis (see Caha, 2011 for Czech; Rodrigues 

et al., 2009 for Brazilian Portuguese, Spanish and French; Sag & Nykiel, 2011, Nykiel, 2013, 

Szczegielniak, 2008 for Polish; Stjepanovic, 2008 for Serbo-Croatian). The difference between 

pronouns and lexical NPs is rooted in the strength of the mental representations that they each 

receive on being processed. Research on memory retrieval has shown that semantically and syn-

tactically contentful expressions like lexical NPs receive stronger mental representations than ex-

pressions that are less contentful, which boosts their accessibility for future retrieval from memory 

(Craik & Lockhart, 1972; Gallo et al., 2008; Hofmeister, 2007, 2008, 2011; Hofmeister et al., 

2007; Hofmeister et al., 2013). Given this, the process of retrieving an antecedent for a fragment 

is easier when the antecedent hosts a contentful correlate (i.e., one containing a lexical NP).8 

 To explain these patterns we invoke MiF. If fragments are direct pointers to antecedents 

that are more or less accessible for future retrieval, then MiF leads us to expect that (a) less explicit 

pointers (i.e., smaller-sized fragments) are sufficient for accessing more accessible antecedents, 

and (b) more explicit pointers (i.e., larger-sized fragments) are necessary for accessing less acces-

sible antecedents. A correlate hosting a lexical NP is associated with the highest level of accessi-

bility, promoting minimally-sized fragments (NPs). It is not surprising, therefore, that NP frag-

ments appear in as wide a range of languages as they do, in addition to PPs, if their use is tied to 

complementary processing considerations of this sort. By contrast, an implicit correlate lacks form 

 
8 This is a different understanding of accessibility than that found in the literature on (pro)nominal reference (e.g., 

Ariel, 1990; Gundel et al., 1993). This literature takes more contentful expressions to signal low-accessibility refer-

ents, while we assume the opposite (for more discussion, see Karimi et al. 2014). However, Ariel (1990) predicts, as 

we do, that accessible antecedents are preferably paired with less explicit anaphors.  
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and content, hence it is less accessible than any explicit correlate, and this promotes the use of 

larger-sized fragments. It is plausible that the grammatical ban on reducing fragments from PPs to 

NPs here is a conventionalized performance preference and hence has a clear processing motiva-

tion and explanation.9 

 The final feature of an antecedent that impacts P-drop is the form of the antecedent itself 

(see also section 4.1.2 below). A portion of our data involves elliptical antecedents as in (22). 

 (22) Ai: We were in the room that particular night because we were asked to be in the  

                         room. 

                   B: By whom? 

                   Aii: By Carla Albright.  

Elliptical antecedents appear most often as PP fragments (77.2%), as in (22B), and are followed 

by fragments that may be either PPs (as in (22Aii) or simple NPs (Carla Albright). As we report in 

section 4, PPs are more frequent fragments in this context than they are with non-elliptical ante-

cedents. A possible explanation is that the difficulty of retrieving an antecedent is greater here 

because the retrieval process must continue past the nearest elliptical antecedent  (22B) until the 

processor has also reaccessed the prior non-elliptical clause (22Ai) and assigned all the relevant 

features to the fragment. That is, speaker B’s sprouting fragment introduces the new proposition 

Who was X asked to be in the room by? into the discourse (cf. the propositions raised by (22Ai) 

Was X asked to be in the room? Was X in the room?), to which speaker A is responding and which 

they can only access by reference to both (22B) and (22Ai). The need to access both a nearer and 

 
9 See Hawkins (1994: 15-24) and (2014: 78-85) for discussion of many more syntactic rules in English and across 

languages that have responded to processing pressures of this sort, by conventionalizing the preferred and more fre-

quent structures and rendering alternatives actually ungrammatical, rather than just dispreferred in performance. See 

also Newmeyer (1998, 2005) for a generative perspective on how the inclusion of conventionalized processing pres-

sures of this sort can enrich formal grammars and lead to greater descriptive and explanatory adequacy. 
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a more distant antecedent creates a more difficult-to-process environment and leads to a greater 

than usual dispreference for NP fragments, following MiF. It is plausible that the effects of MiF 

are also strengthened here by priming effects induced by PP fragments serving as antecedents (see 

section 4.1.4 for more detail).  

 In sum, we predict a general preference for PP fragments over NP fragments based on the 

processing difficulty that ellipsis induces compared to overt material and on the processing pres-

sures within the PP domain, as per MiD. NP fragments will be favored, however, in a limited 

number of environments where antecedents are easily accessible, following MiF, and in proportion 

to the syntactic and semantic relations that P contracts with a V or other head external to PP, 

following MiD. We turn now again to MiD and formulate more precise predictions which will 

help us explain the English bias toward NP fragments.      

3.   Predictions of MiD for English P-drop 

In this section we focus on the VP processing domain rather the PP domain discussed in section 

2.1. Recall that MiD is concerned with the sizes of the various domains within which syntactically 

and/or semantically dependent elements are processed, and it predicts a tension between the PP 

and VP domains, especially in languages with high frequencies of semantically dependent ele-

ments English. 

 If the fragment in (23B) were a PP (On people going into the booth and changing their 

minds?), the preposition on could not receive its subcategorized and semantically dependent inter-

pretation without the parser accessing the verb depend.  

 (23) A: And you're depending on what?  

                    B: People going into the booth and changing their minds? (COCA)      
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This P is not independently processable within the PP fragment itself and a long-distance pro-

cessing domain is required linking it to a higher V, in order for a basic sense and interpretation to 

be assigned to the fragment. When P contracts syntactic and semantic relations like this with a 

head category outside of PP, the processing of these PP-external properties must extend to a more 

complex domain in which P seeks its grammatical role and semantic interpretation at some dis-

tance from PP. Such an extended lexical domain is dispreferred, per MiD. Hence, we predict that 

any V-P dependencies external to the PP should have severe consequences for processing and 

should lead to a strong preference for NP fragments over PPs in proportion to their number and 

nature. The NP fragment in (23B) can be processed syntactically and semantically as a referentially 

complete expression independently of the P that governs what in the antecedent (23A), and it can 

be readily slotted into the NP position adjacent to P within the PP of the antecedent, thereby re-

ceiving its full interpretation. This processing advantage of using an NP fragment will now be in 

competition with PP-internal syntactic and semantic processing, since the fragment must be linked 

to a non-adjacent P within the antecedent, thus extending its processing domain.  

The VP processing domain can be stronger than the PP domain when they compete in cases 

such as this. Any subcategorization and semantic dependencies between V and P make processing 

difficult in the event that P cannot receive an interpretation within the PP fragment itself. An NP 

fragment, by contrast, is generally independently processable on its own, and any dependencies of 

P on this NP will already have been assigned in the antecedent. These considerations make the 

integration of the NP fragment into the antecedent more straightforward, and shift the balance of 

overall processing difficulty in favor of the VP domain, as a consequence of the dependent or 

independent processability of the preposition within the PP fragment. The precise push and pull of 

these different domains of processing associated with PP vs. NP fragments is quite complex, and 
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there will be numerous lexical idiosyncrasies within and across languages that impact the precise 

predictions we can make. Our MiD principle does lead to one very clear and very general predic-

tion, however: the more prepositions there are in a language that contract syntactic and semantic 

relations outside of their PP and with a higher head category within VP, and the more such PP-

external relations there are syntactically and semantically, the more NP fragments we expect to 

find over PP fragments. This gradient prediction will be tested on corpus data in section 4.1.1 and 

discussed again in section 5. The number of these V-P dependencies will be critical for our pre-

dictions about the preference for NP fragments over PP fragments in English.  

It is important to note before we proceed that however strong the effects of MiD are in a 

given language, there is an interdependence between MiD and MiF with respect to fragments in 

the sense that MiD can increase the frequency of P-drop in environments where MiF already sup-

ports it to various degrees, but it cannot override grammatical constraints that block P-drop alto-

gether (i.e., in the case of sprouting fragments).   

 English speakers are sensitive, it seems, to the intra- or inter-phrase interpretability of PPs. 

Independent evidence for this comes from linear ordering data involving two post-verbal PPs, 

which reveals a preference for adjacency to verbs for those PPs that are semantically dependent 

on them. This preference was reported in Hawkins’ (2000) critique of traditional ordering gener-

alizations such as Manner before Place before Time and Complement before Adjunct using a cor-

pus study and then confirmed in a larger corpus by Wiechmann and Lohmann (2013). Example 

(24) illustrates. 

 (24) The man waited [PP1 for his son] [PP2 in the early morning].  
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The difference between PP1 and PP2 is that the parser must look to the verb waited when pro-

cessing the preposition for in PP1, before it can assign an interpretation to it (the relevant subcat-

egorization frame for wait in this example includes a PP headed by for). If and when PP1 is sepa-

rated from waited, the distance over which it is interpreted must stretch back across the intervening 

material to the verb, resulting in a non-optimal size for the lexical domain in which PP1 can be 

processed. The processing of PP2 is not affected by distance from the verb, because the temporal 

property of in can be fully assigned within the domain of the PP itself (see the tests in (25) and 

(26)). 

 To identify semantic dependencies between verbs and prepositions, Hawkins (2000: 242-

243) introduced two entailment tests, given in (25) and (26). The verb entailment test identifies 

verbs whose interpretation depends on prepositions, and the pro-verb entailment test identifies 

prepositions dependent on their verbs. The subscripts i and d stand for the features independent and 

dependent, respectively. 

 (25) Verb entailment test 

                    If [X V PP] entails [X V], then assign i to V. If not, assign d. 

E.g. The man waited for his son entails The man waited; The man counted     

on his son does not entail The man counted;  i.e. waited i ,    counted d 

 (26) Pro-verb entailment test 

                    If [X V PP] entails [X Pro-V PP] or [something Pro-V PP] for any pro-verb sentence     

                    listed below, then assign i to P within PP. If not, assign d. 

                    Pro-verb sentences: X did something PP; X was PP; something happened PP;  

                    something was the case PP; something was done (by X) PP.   
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E.g. The girl waited in the early morning entails The girl did something in 

the early morning;  The girl depended on her mother does not entail The girl 

did something on her mother;  i.e. in i ,  on d 

These tests yielded 211 semantically dependent V-P combinations out of the total of 394 V-PP-PP 

sequences in Hawkins’ data, such that either verbs required access to prepositions, or prepositions 

required access to verbs, or both. 73% of these combinations had the dependent verbs and prepo-

sitions adjacent to each other. This pattern demonstrates that English speakers are sensitive to 

semantic dependencies between V and P and to the size of lexical domains within which these 

dependencies are processed.10 This sensitivity can be seen as a function of English-specific 

changes over time. 

 Hawkins (2019) argues that English underwent a series of diachronic developments that 

can be subsumed under a drift toward more “word-external properties”. Individual lexical and 

grammatical items have over time lost some of the morpho-syntactic and semantic information 

once contained within them and as a result the relevant properties must now be assigned word-

externally, i.e. on the basis of the surrounding syntactic and semantic context. The grammatical 

and lexical areas affected by this drift include NPs dependent on a verb for their theta-role assign-

ment, lexical items whose syntactic category is underspecified and dependent on neighboring 

words, syntactic environments involving long distance dependencies, a wider than usual range of 

selectional restrictions that verbs are compatible with, and multi-word verbs. One type of multi-

word verb is of particular relevance here, prepositional verbs like wait for and depend on. 

 
10 The Wiechmann and Lohmann (2013) corpus study, which used the same entailment tests and confirmed the ad-

jacency preference for verbs and PPs defined as semantically dependent by them, showed that these semantic prefer-

ences were stronger than other factors contributing to adjacency such as syntactic weight, compared to Hawkins’ 

(2000) data. See also Marblestone (2007) for experimental evidence that older and younger adults had greater diffi-

culty with sentence construction and repetition tasks when sentences involved these semantic dependencies between 

V and P, especially when there was non-adjacency between them, which supports the formulation of MiD. 
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 Prepositional verbs are combinations of verbs and prepositions that generally have non-

compositional semantics (i.e. V or P or both are assigned dependent status by the entailment tests 

above) or else a highly frequent pattern of syntactic co-occurrence. Their development has been 

described as a separation of earlier verbal prefixes from verbs dating back to the Early Middle 

English period, followed by a steady increase in the number of such prepositional verbs from that 

period onwards (Brinton & Traugott, 2005; Claridge, 2000; Denison 1981, 1985). An interesting 

further aspect of this development is that the frequency of prepositional verbs more than doubles 

after Early Modern English (Biber et al., 1999). It is also after this period that the proportion of 

NP fragments to PP fragments under ellipsis rises (Nykiel, 2014, 2015), setting Modern English 

apart from earlier English and from so many other languages as well.11 The explanatory question 

this raises is: can it be shown that the much larger number of semantic dependencies now holding 

between verbs and prepositions is actually responsible for more NP fragments in present-day Eng-

lish? In order to show this, we would need to test for a split in the data: MiD favors more NP 

fragments for semantically dependent V-P pairs than for semantically independent ones.  

 As we show in the next section, this prediction is supported: the distribution of NP frag-

ments to PP fragments is at chance for V-P combinations when there is no semantic dependency 

between them, but NP fragments are highly preferred when there is one (see Table 1). However, 

in order to obtain reliable evidence for the effects of MiD we need to tease them apart from the 

effects of MiF, which also pull in the direction of NP fragments in easy-to-process environments. 

Our full data and analysis are set out in the next section. 

4.   Data and method 

 
11 Unlike many other languages, English has lost its overt case-marking system so that prepositions are no longer 

case assigners. This means that there has been a weakening of the morpho-syntactic dependencies holding within the 

PP domain between P and NP, in addition to a strengthening of the syntactic and semantic dependencies that hold 

between P and V externally to the PP. 
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We harvested data from three corpora of spoken U.S. English: the Switchboard corpus (henceforth 

S), Santa Barbara (henceforth SB) and the Corpus of Contemporary American English (henceforth 

COCA). Relevant contexts were extracted via two searches. The first was a search for wh-phrases 

embedded in interrogative clauses as prepositional objects, followed by responses to them (e.g., 

A: What are you majoring in? B: Communications.). Relevant fragments were then extracted man-

ually from among the responses. We included examples where a wh-interrogative antecedent was 

followed by two fragments, such that the first fragment served as an antecedent for the second 

(e.g., Ai: What did you think about all this? B: About what? Aii: Lisa, me, married life.). The second 

search was for wh-phrases serving as fragments (e.g., A: Can I talk about that for a second? B: 

About what?). From among these, we manually extracted those fragments whose correlates were 

either PPs or objects of prepositions. These procedures yielded a total of 507 fragments, of which 

353 (69.6%) were NPs. 

 The statistical analysis of the data was a mixed-effects regression model predicting the 

realization of fragments as NPs vs PPs. This procedure involved selection of the best-fitting model 

that could accurately predict this binary outcome based on a number of factors. We turn next to 

the fixed factors included in the model. 

4.1   Fixed factors 

We found five factors overall that make a statistically significant contribution to when fragments 

will be realized as NPs. We discuss the coding scheme for each in the following subsections. Three 

of these factors have been discussed above, semantic dependencies in the VP domain (4.1.1), an-

tecedent form (4.1.2) and correlate content (4.1.3), the first in connection with MiD, the second 

and third in connection with MiF. Two further factors have emerged from previous research on P-
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drop that also need controlling for, a “correspondence effect” (4.1.4), and certain distinctions in 

construction type within the fragment (4.1.5).  

4.1.1 Semantic dependencies in the VP domain 

We introduced three distinct levels of semantic dependency between P and a PP-external category 

X: level 0, level 1, and level 2.  These are understood as follows:12 

 1. Level 0: no semantic dependency 

 2. Level 1: one-way semantic dependency, where P depends on X13
 

 3. Level 2: two-way semantic dependency, where X and P depend on each other 

The different levels were identified on the basis of Hawkins' (2000) entailment tests (see (25-26)). 

The dependency of X on P was tested by removing the entire PP from the antecedent clause, and 

the dependency of P on X by replacing the actual X with an appropriate pro-form.  

 Illustrative tests appear in (27-29): 

 (27) Given the sentence I grew up in Dallas, is (1) and/or (2) true? 

                   (1) I grew up. 

                   (2) Something happened in Dallas.  

 (28) Given the sentence The boy waited for the start of the game, is (1) and/or (2) true? 

         (1) The boy waited. 

 
12 The category P below stands for preposition and X stands for any of the categories V, N, or Adj. In the great ma-

jority of the current data X refers to a V, but 20% of the items are non-verbal categories.  
13 This level consists of combinations where P is dependent on X, but not of those in which X depends on an inde-

pendent P. There were 40 of these, all involving the verb “to be”, as in (i). Since “to be” is also used as a pro-form in 

our pro-verb entailment tests these cases were counted as Level 0 dependencies, not as Level 1 dependencies, which 

were therefore limited to dependent prepositions with independent verbs (as in “wait for”). 

 

(i) A: I'm sorry. And you're with what organization? B: National Audubon Society. (COCA) 

 

The primary significance of Level 0 is that it involves an independent P, with the status of X less relevant to our 

classification, in contrast to both Level 1 (dependent preposition only) and Level 2 (both the preposition and X de-

pendent on one another). 215 out of the total of 255 Level 0 cases had an independent verb as well. We thank an 

anonymous referee for requesting clarification of Level 1 dependencies. 
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         (2) The boy did something for the start of the game. 

 (29) Given the sentence The girl counted on her mother, is (1) and/or (2) true? 

         (1) The girl counted. 

         (2) The girl did something on her mother. 

In (27), neither the PP in Dallas nor the verb grew up are semantically dependent on each other 

((1) and (2) are both entailed), and so the dependency would be coded as level 0. In (28) the verb 

waited is not dependent on the PP headed by for (the entailment in (1) goes through), but for is 

dependent on waited ((2) is not entailed), so this dependency is level 1. And in (29) counted is 

dependent on the PP headed by on and also vice versa (neither entailment goes through), so this is 

a level 2 dependency. 

Table 1 shows that semantically independent verbs and prepositions with Level 0 had a 

chance level distribution between NP and PP fragments. When there was a semantic dependency 

of at least Level 1, there were significantly more NP fragments (77.5%), and the proportion of NP 

fragments increased from dependency Level 1 to 2 (77.5% for Level 1, and 88.5% for Level 2). 

This is all very much in accordance with MiD.  

 

 

 

 

 

                                                                                            Realization of fragment 

Semantic dependency level NP PP 

0 148(58%) 107(42%) 
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                                                                                            Realization of fragment 

Semantic dependency level NP PP 

1 128(77.5%) 37(22.5%) 

2 77(88.5%) 10(11.5%) 

Total fragments 353 154 

 

 

  Table 1: Realization of fragments by semantic dependency level 

 

 

4.1.2   Antecedent form 

PP fragments were almost twice as frequent with elliptical antecedents (see (22) and (2) above) as 

with non-elliptical antecedents (see (1)), as predicted by MiF (see Table 2). We coded our data for 

antecedent form (elliptical vs non-elliptical) to capture this distinction. 

 

                                                                                            Realization of fragment 

Antecedent form NP PP 

Elliptical 113(59%) 80(41%) 

Non-elliptical 240(76%) 74(24%) 

Total fragments 353 154 

 

 

        Table 2: Realization of fragments by antecedent form 

 
 

4.1.3   Correlate content 

We also coded our data using a binary split between lexical NPs and pronouns. For every NP 

fragment, its NP correlate was coded as either containing a lexical NP or a pronoun, and for every 

PP fragment, the object of the preposition within its PP correlate was coded in the same way (see 
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examples (20-21)). There was a higher number of PP fragments when the correlate hosted a pro-

noun than when the correlate hosted a lexical NP (see Table 3). This is again in the direction 

predicted by MiF.  

                                                                                            Realization of fragment 

Correlate content NP PP 

Lexical NP within PP 177(74%) 63(26%) 

Pronoun within PP 176(66%) 91(34%) 

Total fragments 353 154 

 
 

        Table 3: Realization of fragments by correlate content 

 
 

4.1.4 Correspondence effect 

How fragments will be realized has also been shown in the research literature to be tied to whether 

the form of the fragment matches that of the correlate in the antecedent. This effect was first re-

ported in Levelt and Kelter (1982) for Dutch fragments and termed a “correspondence effect”. 

Consider the NP fragments in (30-32). 

 (30) A: When you think of a wedding cake, what do you think of ? 

                    B: Marriage. 

 (31) Ai: He's in the army. 

                    B: Which one? 

                    Aii: Ours. 

 (32) A: We're products of what? 

                    B: A cultural process.  
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Preposition stranding in (30A) separates the prepositional object from the head, raising the proba-

bility that a subsequent fragment will surface as an NP, not as a PP. Similarly, when an NP frag-

ment serves as an antecedent for another fragment, as in (31B), this raises the probability that the 

second fragment will also be an NP. Conversely, if a PP fragment acts as an antecedent for another 

fragment, the second fragment has a higher chance of being a PP. When a prepositional object 

follows the head, as in (32A), the probability that a subsequent fragment will surface as an NP is 

lower. These correspondence patterns have been observed in the English corpus data reported in 

Nykiel (2015, 2017). We can think of them as reflecting a reuse of whatever structure was em-

ployed in the fragment’s correlate, part of the general mechanism known as priming or structural 

persistence (see Nykiel, 2017 for discussion).  

 There is an additional explanation for the correspondence effect that is part of the general 

principle of MiF and its predictions. Recall from section 2.2 that MiF predicts the appearance of 

minimal forms to be constrained by the ease with which they can be processed efficiently. One of 

the factors that promotes minimal forms by improving their ease of processing is structural paral-

lelism between (the structure that contains) the minimal form and its target (i.e., the form or struc-

ture that supplies linguistic content for the minimal form) (Hawkins, 2004). We see structural par-

allelism effects at work in phenomena such as Right Node Raising (RNR) (Hawkins op.cit.: 94-

95) and filler-gap dependencies (Hawkins op.cit.: 93-97, 197-201), in addition to fragments.  

 Our data were coded for whether correlates were continuous PPs (32A) or discontinuous 

PPs (30A). Antecedents realized as NP fragments (31B) were added to the discontinuous category, 

while antecedents realized as PP fragments (see (22B) above) to the continuous category. The 

frequency of PP fragments was almost four times lower with discontinuous correlates than with 
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continuous ones, a skew in the data that we predict whichever explanation we adopt for the corre-

spondence effect. There were more NPs than PPs in both categories, which is consistent with the 

greater frequency of NP fragments overall in these corpus data for all the reasons exemplified in 

this section. 

 

                                                                                            Realization of fragment 

Correlate form NP PP 

Discontinuous 128(90%) 14(10%) 

Continuous 225(62%) 140(38%) 

Total fragments 353 154 

 

 

       Table 4: Realization of fragments by correlate form 
 

4.1.5   Construction type 

As part of our coding scheme, we have split the general category of fragments into three types: 

fragments, reprise utterances, and split questions. The fragments type comprises all instances of 

regular sluicing and BAE (recall section 1). Fragments behave as expected with respect to the 

English preference for NPs over PPs (see Table 5). However, reprise utterances and split questions 

do not (see Nykiel, 2015, 2017).  

 Reprise utterances are clarificational in nature.14 Consider (33). Speaker B has not under-

stood the NP Aguilar correctly and is asking for clarification. Because B’s question includes a wh-

phrase, it also instantiates sluicing.  

 
14 See Ginzburg and Sag (2000) for a distinction between reprise sluices and direct (non-clarificational) 

sluices. 
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 (33) Ai: But he couldn't get along with Aguilar. 

                    B: With who? 

                    Aii: I mean Aguirre.     

But reprise utterances need not instantiate sluicing. In (34), the reference of the prepositional object 

that is unclear to speaker B but their question is not an instance of sluicing. 

 (34) A: And what do you think you'll do with that? 

                    B: With those degrees? 

Reprise utterances exhibit much less P-drop than do fragments. 

 Split questions are questions followed by tentative answers uttered by a single speaker, as 

in (35)15. 

 (35)  A: This cake is filled with what, whipped cream? 

Although they appear to be similar to fragments, their striking characteristic is that PPs make up 

only approx. 18% of the total for this construction type, while they make up close to 30% of the 

total for fragments. 

 We included construction type as a fixed factor to keep it from confounding the results of 

our statistical analysis. However, it is also possible to view some of the above patterns as conform-

ing to MiF. The clarificational nature of the reprise utterance fragments in (33B) and (34B) indi-

cates that they appear in an environment that is difficult to process: speaker B failed to assign the 

correct properties to the NPs being clarified upon hearing them. MiF predicts that these fragments 

should contain more explicit material than they would under neutral conditions, resulting in PPs 

rather than NPs, which they do in 82% of cases (see Table 5). Similarly, the greater frequency of 

NP fragments in split questions may reflect their greater proximity to a PP correlate within the 

 
15 For a detailed discussion of split questions, see Arregi (2010). 



 English fragments 33 

 

speech of a single speaker (especially if the antecedent is an in-situ wh-interrogative clause, as in 

(35)), instead of having to link it with an antecedent across the utterances of different speakers, 

which plausibly makes processing easier for the single speaker, resulting in a more minimal frag-

ment. Once again, MiF can be invoked. 

 

                                                                                            Realization of fragment 

Construction type NP PP 

Fragment 299(73%) 120(27%) 

Reprise utterance 5(18%) 23(82%) 

Split question 49(82%) 11(18%) 

Total fragments 353 154 

 

 

        Table 5: Realization of fragments by construction type 
 

4.2 Statistical analysis and results 

To reiterate, the model presented in this section predicts when English fragments are realized as 

NPs vs PPs. Our main purpose is to test the predictions that the processing principles MiD and 

MiF make for English P-drop (as formulated in sections 2 and 3). We are therefore primarily in-

terested in the effects of semantic dependencies on the one hand, motivated by MiD, and anteced-

ent form and correlate content on the other, which are clearly motivated by MiF, while MiF may 

also be contributing to the correspondence effect and to construction type. The mixed-effects 

model we fitted to the data and validated with the bootMer function in the lme4 package (Bates et 

al., 2015) included all five fixed factors listed above and one random factor, items, which was 

justified by multiple occurrences of several X-P combinations. The random effects structure was 
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selected by means of likelihood ratio tests. In addition to items, we considered the effects of corpus 

and speaker, but the maximal model that was justified and that converged included only by-items 

random intercepts.  

 The effect of semantic dependencies is a stronger predictor of P-drop in English than either 

antecedent form or correlate content. The odds of NPs increase 4.4 times if the level of semantic 

dependency is 1 rather than its default 0 and 4.9 times if the level of semantic dependency is 2. 

Antecedent form has smaller effects: the odds of NPs increase 3.1 times if the antecedent is non-

elliptical rather than elliptical. As for the effects of correlate content, NPs are 0.4 times less likely 

if a correlate hosts a pronoun, as opposed to the default lexical NP. In the Appendix we provide 

the model’s outcome and a follow-up random forest analysis, which identifies semantic depend-

encies as the strongest predictor of the three and the second strongest overall (after construction 

type). 

 These results can be extended to formulate the crosslinguistic generalization that the pre-

dicted proportion of NP fragments can be computed from the proportion of semantic dependencies 

in a language. We propose specifically that the probability that fragments will be realized as NPs 

as a consequence of the operation of MiD in the VP domain can be calculated as a function of the 

number of semantically dependent combinations from the formula in (36) using the Naive Bayes-

ian classifier. Based on the data in Table 1, this probability is as high as .81 for English, but we 

predict it to vary from language to language as an estimate of how common P-drop is in each 

language.  

 (36) 𝑃(𝑁𝑃|𝑆𝑒𝑚𝑎𝑛𝑡𝑖𝑐𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑦) =
𝑃(𝑁𝑃)𝑃(𝑆𝑒𝑚𝑎𝑛𝑡𝑖𝑐𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑦|𝑁𝑃)

𝑃(𝑆𝑒𝑚𝑎𝑛𝑡𝑖𝑐𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑦)
 

 

5.   Discussion 
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Our model has confirmed the patterns we gleaned from section 4.1. The three primary factors we 

have used to explore how MiD and MiF influence P-drop in English – semantic dependencies in 

the VP domain, antecedent form, and correlate content – differ in magnitude. All three factors are 

significant predictors of P-drop, but semantic dependencies have been identified as the strongest 

of them. We view this result as an explanation for the cross-linguistically unusual bias toward NP 

fragments in English. 

  It is important that we understand why English should show more sensitivity to the effects 

of MiD operating between P and a PP-external head, most commonly V within the VP domain, 

than to the effects of both MiF and MiD in the PP domain. Semantic dependencies in the VP 

domain do not enter into statistically significant interactions with any other factors and this means 

that MiD wins most of the competitions in the data set of Table 1 against other factors that favor 

PP fragments. Hawkins (2014a: 210-218) and Hawkins (2014b) offer an overview of the ways that 

processing principles may interact with each other, including the scenarios where two principles 

cooperate or pull in opposite directions, resulting in competition between them. There is independ-

ent evidence that if the preference for efficient processing of semantic dependencies competes with 

other preferences (e.g., information-structural preferences affecting word order), it generally wins 

the competition (Wiechmann & Lohmann, 2013). Hawkins (2014a) argues that some efficiency 

factors can be expected to be strong and to win their competitions against others due to the overall 

processing advantages of the structures that result from the relevant principles winning the com-

petition. Those that relate to the processing of semantic dependencies are strong because assigning 

meanings to forms is one of the most fundamental prerequisites for communication and under-

standing, and the more meanings that can be assigned correctly and without delay, the more effi-
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cient is the overall communication of a sentence’s meaning.16 This consideration applies particu-

larly strongly to fragments and results in a preference for prepositions that are interpretable within 

the fragment itself rather than outside it. 

Given this, the strength of MiD in the VP domain in the current data is a consequence of, 

first, the general processing significance of assigning meanings to forms as easily and as rapidly 

as possible, and specifically the preference for fragment phrases to be independently interpretable, 

and second it is a consequence of the large number of semantic dependencies between P and X in 

English. A full 54% of the corpus data of V-PP-PP sequences in Hawkins (2000) had at least one 

P interdependent with V by the entailment tests of (25)-(26). Nearly 50% of all Ps in the data 

shown in Table 1 are classified as semantically dependent on X by the same tests. Meanwhile MiF 

accounts for the gradient effects in antecedent form and correlate content, and it contributes to the 

parallelism preferences of the correspondence effect and arguably also to the preference for PP 

fragments in reprise utterances and for NP fragments in split questions. MiD within VP therefore 

competes with MiD within PP when there are strong PP-external dependencies, resulting in more 

NP fragments, while MiF may cooperate or compete with MiD in both domains in favor of either 

NP or PP fragments depending on the syntactic and semantic content and richness of the antecedent 

and of the fragment and the resulting ease or difficulty of integrating the latter into the former.17 

 
16 See also Hawkins (2004: 51) for the principle of Maximize Online Processing, which captures these facts.  
17 An anonymous referee sees an apparent conflict between MiD and MiF when they support P-drop on the one 

hand and the processing advantages of maintaining Ps in fragments as additional retrieval cues, which we discussed 

in section 2. We think this is better characterized as competition between different processing pressures. Our data 

demonstrate that in supportive contexts speakers opt for P-drop regardless of how advantageous retention of Ps in 

fragments may be. One reason for this behavior could be that repetition of any material from the antecedent has 

some adverse effects on processing, similar to the repeated name penalty observed for nominal anaphora in Gordon 

et al. (1993). Ps could have a privileged status here due to being usually short and thus repeating little redundant ma-

terial. Repetition of more material than Ps in fragments is rarer than repetition of Ps alone (42.6% to 57.4% in 2,086 

fragments from COCA) in production and occurs mostly in sprouting fragments (85%) like (i) (where the fragment 

is retrieving an implicit PP complement to defense). When such repetition occurs in merger fragments (see (ii)), it 
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  One clear prediction made from these English data, beyond the predictions that MiF makes 

regarding the availability of NP fragments, is that PP-external dependencies should lead to NP 

fragments occurring in languages that mainly have PP fragments. German, for example, has a 

strong preference for PP fragments, yet the antecedent in (37A) permits both fragments shown in 

(37B) as answers, just as in English, with auf being a subcategorized preposition like English on 

in the gloss.18 

 (37) A: Worauf  bist du  angewiesen? 

                         what on are you dependent 

                        ‘What are you dependent on?’ 

                   B: Auf deine Hilfe./ Deine Hilfe. 

                       ‘On your  help.’/‘Your help.’ 

More generally, the PP pied piping structures in most languages provide evidence for the strength 

of the various PP-internal processing domains linking P and NP syntactically, morpho-syntacti-

cally and semantically, leading to their preferred adjacency, but PP-external processing domains 

can be expected to override them in some cases at least, in the interests of the independent pro-

cessability of the fragment, as in (37B). We would like to offer tests of this expectation operation-

alized as the formula in (36) in a research program for future crosslinguistic work. 

 On a theoretical level, our corpus results have implications for the way theories of clausal 

ellipsis treat P-drop. They bring into sharp relief Levin’s (1982) original insight that fragments fail 

to behave like constituents of full clauses with respect to P-drop. If the size of fragments is indeed 

 
has a clarificational function in 82% of them. Recall that sprouting fragments and clarificational fragments both in-

dex environments that MiF predicts to be difficult to process.    

 

(i) A: I’ll give Chief Master-at-Arms Sharpe the best defense possible. B: Defense against what?  
(ii) A: You and I need to enter into this together. B: Enter into what? 
18 We are grateful to Ekkehard König for this German example and for discussion of English/German contrasts. 
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determined by the processing principles MiD and MiF, then P-drop may well be found in any easy-

to-process context and regardless of the syntax of full clauses. The advantage of analyzing P-drop 

as a processing phenomenon is that we not only account for P-drop both in English and cross-

linguistically, but also offer a motivation for the general ban on P-drop for sprouting fragments. 

Current syntactic theories of clausal ellipsis, whether they assimilate fragments to constituents of 

full clauses (Abels, 2017; Chung, 2013; Merchant, 2001, 2004; Rodrigues et al., 2009) or use a 

distinct mechanism to license fragments (Culicover & Jackendoff 2005, 2012; Ginzburg & Sag, 

2000), have difficulty explaining the full range of contexts and languages that allow P-drop (as 

discussed in the Introduction) as successfully as we can on the basis of two processing principles. 

However, on the latter type of theory (the construction-based type) construction-specific con-

straints (e.g., processing-based ones) operating on fragments can be accommodated. 

 

 

6.   Conclusion 

This paper spelled out and tested the proposal that P-drop is governed by language processing 

principles and communicative efficiency. We have focused on two specific principles MiD and 

MiF, and argued that MiD operating in the PP domain disfavors P-drop in general, including in 

English, while MiD operating in the VP domain has special relevance for English and accounts, in 

conjunction with the large number of semantic dependencies between V and P, for the typologi-

cally unusual preference for NP fragments in this language. MiF also supports P-drop in certain 

circumstances, both in English and elsewhere, and it calibrates the occurrence of the more minimal 

NP fragment and the less minimal PP to the ease or difficulty respectively of linking the fragment 

to its correlate in the antecedent. We have fitted a mixed-effects regression model to data from 

spoken U.S. English, which yielded support for the predictions made by both MiD and MiF.   
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Appendix: Statistical analysis 

 

Factor  Estimate (odds ra-

tios) 

Standard Error z value p value 

Intercept -0.13(0.87) 0.31 -0.41 0.67 

Semantic depend-

ency = 1  

1.47(4.36) 0.41 3.53                   0.0004 

Semantic depend-

ency = 2  

1.60(4.95) 0.52 3.02 0.002 

Antecedent form = 

nonelliptical 

1.13(3.11) 0.33 3.36 0.0007 

Correlate content = 

pronoun 

-0.88(0.41) 0.35 -2.47 0.01 

Correlate form = 

discontinuous 

1.41(4.12) 0.38 3.67 0.0002 

Construction = re-

prise fragment 

-3.87(0.02) 0.94 -4.80                 <0.0001 

Construction = split 

question 

2.19(8.97) 0.65 3.35 0.0007 

 

 

        Table 6: Outcome of the mixed-effects regression model (94% of the fragments predicted  

        correctly; Somer’s Dxy) = 0.88); all fixed factors are statistically significant at 0.05 

 

Factor Variance Std. Dev. 

Items (Intercept) 1.701 1.304 

 

 

      Table 7: Random effects 
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                 Figure 1: Outcome of a follow-up random forest analysis: the mean decrease in Gini,   

                 which indicates improvement in correct classification of each new data item, for the  

                 three top factors was 18.16 for construction type, 13.97 for semantic dependencies,  

                 and 13.8 for correlate form    
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