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Cross-situational Learning of Low Frequency Words: The Rok of Context
Familiarity and Age of Exposure

Afsaneh Fazly, Fatemeh Ahmadi-Fakhr Afra Alishahi Suzanne Stevenson
Computer Sciences and Engineering Computational Linguistics and Phonetics =~ Computer Science
Shiraz University Saarland University University of Toronto
Shiraz, Iran Saarbriicken, Germany Toronto, Canada
{fazly,ahmadifakhf@cse.shirazu.ac.ir afra@coli.uni-saarland.de suzanne@cs.toronto.edu
Abstract al., 2008). These observations about the interactionsrof va

Higher frequency has been shown to have a positive effect on ous fa(?tors V\_’ith frquency are e_'SpeCia”y impqrtant.gi‘bim t
the acquisition of words and other linguistic items in cheial. words in the input children receive have a Zipfian distribnti

An important question that needs to be answered then is how (zipf, 1949) — that is, a large proportion of words have a
children learn low frequency items. In this study, we inves-

tigate the acquisition of meanings for low frequency words Very low frequency of occurrence, yet generally they are suc
through computational modeling. We suggest that for such cessfully learned. Therefore, the relevant statisticafuiees

words, the familiarity of the context they appear in has anim  of the input data and their independent effect on learnimgine
portant effect on their acquisition. We note that context fa

miliarity is confounded with another factor, namely the afie to be carefully investigated.

exposure to a word, and hence examine the independent role ; ;
of each of the two factors on word leamning. The ex_perlmental study of Ka<_:herg_|s et al. (2009) on adult
subjects is one such attempt to identify and study the role of

Cross-situational Word Learning some of the important statistical properties of input onavor
Learning the meaning of words is a challenging task forIearnlng. By varying the frequency of co-occurrence of dif-

young children, especially given that most words are Ia;hrneferem Word—referent paurs, Kachergis et al. examine tde-_m
from noisy and ambiguous contexts. Many specific WOrdpendent and differential role of frequency, contextuakdiv

learning biases and constraints, as well as general Iegarnir?'ty (i-e., diversity in the co-occurring words across Lesagf

mechanisms, have been suggested to be at work in the cou@#arget word), and W|Fh|n—tr|al amb|gwty_(|.e., the _numpe
of co-occurring words in each sentence) in cross-situation

of child lexical development. In particular, the learninfy o ql i | icular. Kacherai | .
word—-meaning mappings has been suggested to be based \yRrd learming. n_pamcu ar, Rachergis etal. §uggestldlgiu
cross-situational observation (Quine, 1960 Pinker, 1989 contextual diversity and low within-trial ambiguity candxsi

' ’ ' e acquisition of low frequency words. However, some of

that is, the meaning of a word can be learned by detectin% ) al Its in their stud b lsived
the common set of meaning elements across all situations i e experimental results in their study cannot be explaye

which the word occurs. Psychological experiments on adultéhe_factqrs the'y Propose. Alsp, contextual diversity caero
and children show that they are capable of learning word-pIaln ch|Idren§ ability to easily lear the refe_rent (.)f avab
referent mappings from their co-occurrences over timen eveWOrOI from a smgl_e exposure to th"?‘t word, since it captures
when each single occurrence of a word—referent pairing i property of th_e input across multiple exposures to a word.
ambiguous (Yu & Smith, 2007; Smith & Yu, 2007). The hese. observations su.gg_est that other factors may be at play
learning process seems to be sensitive to the statisticpépr especially for the acquisition of low frequency words.
ties of the input, such as word frequency, the degree of ambi- Our goal is to investigate what other factors may have
guity of presentation (i.e., how many words appear toggtheran effect on learning the meanings of words in general,
and the familiarity of the context. However, the relevamypr  and on the acquisition of low frequency words in particular.
erties and their precise impact on learning word meanings alWe use an existing computational model of cross-situationa
not well understood. word learning to simulate the experiments of Kachergis.et al
For example, higher frequency has been shown to havg009), and to examine the effect of two additional factors
a positive effect on learning many linguistic construction in word learning: the familiarity of the context that a word
(Huttenlocher et al., 1991; Naigles & Hoff-Ginsberg, 1998) appears in (i.e., how well the model/learner knows the other
But frequency must be investigated carefully, since in manywords in the sentence), and the age of exposure to a word.
learning situations — including word learning — it may be The computational simulations of our model show a match-
confounded with other factors, such as the diversity of theng behavioural pattern with that of adult word learnersia t
context that a word can appear in (see, e.g., Kachergis, Yu, &xperiments of Kachergis et al. Moreover, our results ssigge
Shiffrin, 2009). Moreover, many experimental studies havethat for low frequency words, it is not the contextual divigrs
shown that children can acquire the meaning of a novel wordhat helps learn their meaning, but the degree of famijarit
with only one or a few exposures (i.e., when the word haof their context. We further test this claim by applying our
very low frequency), especially if it is presented in a famil model to a large corpus of child-directed speech, and examin
iar context, a phenomenon knownfast mapping (Carey &  the role of the proposed factors in the learning performance
Bartlett, 1978; Gershkoff-Stowe & Hahn, 2007; Alishahi et of the model.
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Statistical Properties of the Input Computational Analysis

Contextual Diversity and Within-trial Ambiguity We investigate the role of each of the above factors in cross-

Kachergis et al. (2009) report a series of studies on adufituational learning through two sets of experiments. tFirs
subjects learning word-referent mappings from ambiguou¥/€ replicate the results of Kachergis et al. (2009) using the
utterance—scene pairs, where the utterance contains & bag@mputational model of Fazly et al. (2008) (briefly explaine
words, and the scene is the set of their referents. They in the next section), and examine the impact of our proposed
vestigate the effect of frequency by having some words anéfctors as well as the ones proposed by Kachergis et al. on
referents appear more often than others. They also inagstig learning. Second, we apply our model on a larger corpus
the interaction between word-referent frequencies andithe Of actual child-directed speech to better understand hew th
versity of the contexts that a word appears in, to examine thElodel learns the meaning of low frequency words in a more
independent effect of each of the two factors on word learnhaturalistic situation, and to study the impact of the steal

ing. In these experiments, contextual diversity is varigd b factors and their interaction during the course of learning
manipulating either the overall rate of co-occurrence agnon . .
Wordg, or thge number of co-occurring words within aa?rial. Overview of the Computational Model

More precisely, Kachergis et al. study the interactionsregno e use an incremental probabilistic word learning algonith
the following three factors: explained in full detail in Fazly et al. (n.d.). Here we repaa

brief explanation of how the model works.
e Word frequency:

F(w) = total #occurrences af in the input Utterance and Meaning Representations

e Contextual diversity: The input to our word learning model consists of a set of
CD(w) = total #words co-occurring withv across all utterance—scene pairs that link an observed scene (what the
usages ofvin the input child perceives) to the utterance that describes it (what th

L Lo child hears). We represent each utterance as a set of words,

o Within-trial ambiguity: and the corresponding scene as a set of meaning symbols
WA(wW) = mean #words co-occurring witlr in each P 9 gsy '
utterance Utterance: { Joe, rolled, the, ball }

Their results show that a higher F often leads to better 4earnslcene'{30e’r°11’the’ball} .

ing of a word, and to boosting the learning of other words.Given a corpus of such utterance-scene pairs, our model
However, F is usually confounded with CD, which can bel€arns the meaning of each wovdas a probability distri-
seen as an alternative explanation for learning facititati Pution, p(.[w), over the semantic symbols appearing in the
When F is controlled for, a higher CD improves learning (i.e. €OTPUs. In this representatiopimw) is the probability of a
more word—meaning pairs are learned), whereas a higher WaYmbolmbeing the meaning of a word. We assume that in
harms learning. Similarly when CD is controlled for, a highe the absence of any prior knowledge, all symbols are equally
F improves learning. Most interestingly, when a higher cDlikely to be the meaning of a word. Hence, prior to receiv-
is achieved by interleaving high frequency words in the preiNd any usages of a given word, the model assumes a uniform
sentation of low frequency words, the learning of the low fre distribution over all semantic symbols as its meaning.

guency words is improved. Meaning Probabilities

Age of Exposure and Context Familiarity Our model combines probabilistic interpretations of cross
As described in the previous section, the results of Kadherg Situational learning (Quine, 1960) and a variation of tha{pr

et al. (2009) suggest that contextual diversity (CD) isipart Ciple of contrast (Clark, 1990), through an interaction be-
ularly important for the acquisition of low frequency words tween two types of probabilistic knowledge acquired and re-
However, some of their results show a boost in the acquisitio fined over time. Given an utterance-scene pair received at
of low frequency words where there is no notable differencdime t, i.e., (U, SY), the model first calculates an align-

in CD. In an attempt to explain these results, and inspired bynent probabilitya for eachw € U") and eactm e SY, using

the well-studied fast mapping effect (Carey & Bartlett, 837 the meaning probabilities(.|w) of all the words in the utter-

we study two additional statistical factors that might pgy ance prior to this time (Step 1 below). The model then revises
role in cross-situational learning: the meaning of the words in @ by incorporating the align-

ment probabilities for the current input pair (Step 2). This
process is repeated for all the input pairs, one at a time.

Step 1: Calculating the alignment probabilities. We esti-

e Age of exposure:
AE(w) = time at whichw first appears in the input

o Context familiarity: mate the alignment probabilities of words and meaning sym-
CF(w) = meanfamiliarity of words co-occurringwith  ho|s based on a localized version of the principle of cofitras
w, averaged across all usagesaoih the input that a meaning symbol in a scene is likely to be highly as-

wherefamiliarity of a word is determined by its frequency of sociated with only one of the words the corresponding

occurrence prior to its current appearance. utterance. For a symbome S and a wordw € U, the
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higher the probability ofn being the meaning of (accord-  Input Data
ing to p(mjw)), the more likely it is thaim is aligned with
w in the current input. In other words(w|m, U®, S¥) is
proportional top™ (mw). In addition, if there is strong ev-
idence tham is the meaning of another word in'U— i.e.,

if pt=3(mw) is high for somev € U other tharw — the
likelihood of aligningm to w should decrease. Combining
these two requirements:

The artificial data set consists of randomly-generated se-
quences of utterances in the form of an unordered bag of
novel words, each paired with a set of novel meaning sym-
bols. In the artificial data, one of the three factors undefyst

is changed while the other factors are kept constant, inrorde
to better understand the role each plays in learning, asasell
the interactions among the different factors. We use nite se

(t-1) o . > g
a(wjm, UV sy = b (tE;?'W) (1)  of artificial data (each containing 18 word-meaning pairs),
> P (mw) one set for each experimental condition of Kachergis et al.
weul (2009). The first experiment investigates the role of F: one

Step 2: Updating the word meanings. We need to update condition divides words into two frequency groups (F=3,9),
the probabilitiesp(.|w) for all wordsw € U, based on the the other into three frequency groups (F=3,6,9). The sec-
evidence from the current input pair reflected in the alignine ond experiment examines the role of context by manipulat-
probabilities. We thus add the current alignment probéddi  ing either CD or WA, while keeping F constant. One con-
for w and the symbolsne SY to the accumulated evidence dition manipulates CD by dividing words into two unequal-
from prior co-occurrences of andm. We summarize this sized groups (with 6 and 12 words, respectively), and allow-
cross-situational evidence in the form of an associationesc  ing words in each group to co-occur only with other words
which is updated incrementally: from the same group. In two other conditions, a word ap-
pears with either 2 or 3 other words in each trial (WA=3 and
WA=4, respectively). The third experiment studies therinte
where assdtV(w, m) is zero if w and m have not co- action between F and CD by controlling the co-occurrence
occurred before. The association score of a word and a syn@mong words from three frequency groups (F=3,6,9), result-
bol is basically a weighted sum of their co-occurrence caunt ing in four conditions: In Low CD condition, words from

The model then uses these association scores to update t@ch frequency group co-occur only with other words from
meaning of the words in the current input: the same group. In Med CD conditions, low frequency words

(F=3) are allowed to either co-occur with words in F=6 (Med
) (3) CD-3&6), or with those in F=9 (Med CD-3&9). In High
z assoé (my, w) CD condition, there is no restriction on the co-occurrence
. meat ) of words from different frequency groups. For each experi-
wherea/ is the set of all symbols encountered prior to or atmental condition, we randomly generate 30 different afific
timet. We use a smoothed version of the above formula, ag,nt. Results presented here are averages over 30 differen
described in (Fazly etal., n.d.). simulations, each using a different input.

Word Comprehension Score Modeling Effects of Frequency and CD
Our model updates the meaning of a word every time it is

heard in an utterance. The strength of learning of a word a't:'g_W?S 1103 preser_1t the_ performance .Of our model on the
timet is reflected inp® (m = my|w), wherem, is the “cor- artificially-generated input in three experiments anaicgio

rect” meaning ofv according to a gold-standard lexicon. We those of Kachergis et al. (2009).

refer to p® (my|w) as the comprehension score (Comp) of Our findings in Experiment 1 (Figure 1) are generally in

wordw at timet. Ideally, a word is accurately learned when IN€ With those of Kachergis et al. (2009): that higher fre-
the probability distributiorp(.|w) is highly skewed towards quency does not seem to have a consistently positive effiect o

the correct meaningy. In our experiments reported in the word learning. AS noted by Kachergis et al., frequency might
following sections, we first train our model on a number of e conflated with other factors, and thus we cannot make a

utterance—scene pairs, and then examine the comprehensfJficiSive conclusion only on the basis of this experiment.
scores of words as an indirect way of measuring the perfor- Figure 2 (left half) shows that contextual diversity (CD)

mance of our model in selecting referents of words. has a significant positive effect on word learnipgg .001)1
Figure 2 (right half) shows that an increased WA has an ad-

Analysis of Artificial Word Learning Data verse effect on word learning, even though it also increases
Here we report the results of our simulations on artificially CP (difference is significanip <.001). .
generated data similar to that of Kachergis et al. (2009iTh ~ Recall that in Experiment 3 the interaction between CD
(human) experiments examine the effect of three factors oANd F is exammed by looking at the learning performance_ of
word learning: frequency (F), contextual diversity (CDyda 0w (F=3), medium (F=6), and high (F=9) frequency words in
within-trial ambiguity (WA), as defined on page 2. The arti- "1l statistical significance tests reported in this papes fr

ficial input data set used in our simulations is explained,nex pirei-tests with a 95% confidence interval, and are performed us-
and then the results of the experiments are presented. ing the R statistics packaghet¢ p: / / www. - pr oj ect . or g).

assof) (w,m) = asso€ Y (w, m)+a(wm UY, S) (2)

o0 (i) = asso”) (m, w)
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Figure 1:Average Comp scores for words from different frequency
ranges (Experiment 1).
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Figure 3: Average Comp scores for low, medium, and high fre-
guency words (left to right bars) within each of the four cibiods
of contextual diversity (Experiment 3).

Comp Score

6 pairs | 12 pairs

calculate CF for a word in an utterance, we set the familiar-
ity of each co-occurring word to its frequency of occurrence
£ - c f e with dif | prior to the current appearance.
Igure 2:Average Comp scores for words wit Ifferent contextual i i i i
diversity (CD). o within trial Ambiguity (WA) (Experimaie) of T(')%\‘IJ ;fezusehr?g’;’/sv\fgfgsﬂ;s Qé?_]?ee\f‘é dpsvr;c;rr:n;l(;ee 'Cv(')?g‘;n:ﬂg
allowed to co-occur with words with F=9 (Condition: Med
conditions with varying degrees of CD. The overall pattéfrn 0 cp-3&9). Kachergis et al. attribute this high learning jesf
our results across the four conditions of this experimem®t P mance to an increased CD. There is indeegtall a higher
sented in Figure 3, matches those reported by Kachergis et &p value for the High and Med CD conditions. However,
for humans. SpeCiﬁca”y, we note that, as for human SUbjectSNhen they are Separated by the frequency of the items as
the overall learning is significantly greater for our model i in Figure 4(a), we observe that the CD values for the low
the High CD condition [p < .001). Moreover, we observe frequency words do not substantially change across the four
that, similar to human behaviour, the acquisition of lowfre ¢gonditions. (The overall pattern of CD values in Figure 4(a)
quency words in our model is better when they are allowegnatch very closely those presented in Table 3 on page 5 of

to co-occur with higher frequency words (Conditions: High Kachergis et al. CD values range from 4 t6 & our experi-
CD, Med CD-3&6, and Med CD-3&9); differences between ments, and from 4 to.5 in those of Kachergis et al.)

each of these three conditions and the Low CD condition are |nterestingly, however, if we look at the pattern of the CF

statistically significant|§ <.001). Whereas Kachergis et al. yalues in Figure 4(b), we see that it conforms to the learning
attribute this behaviour to an increased CD, we Suggest th%{erformance of our model (and those of humans) on low fre-
there is another factor (namely context familiarity), whis  quency words (compare the lightest bars in each of the two
responsible for this boost of performance in the acquisith  figures across the four conditions). We can explain thisceffe
low frequency words. of CF in the learning of our model as follows: When low fre-
quency words are allowed to co-occur with words with F=9,
we expect the contexts of the low frequency words to be, on
As discussed above, Kachergis et al. (2009) suggest that coaverage, more familiar than in other conditions. Since our
textual diversity is especially important for the acquisitof  model is expected to have learned something about the possi-
low frequency words. However, there are cases (in our exble meanings of a familiar word, this in turn decreases the de
periments and in those of Kachergis et al.) where we see gree of ambiguity in an utterance—scene pair, making the ac-
boost in the acquisition of low frequency words, with no no- quisition of a novel low frequency word easier. This ressilt i
table difference in CD. Instead, as we show now, differencea direct consequence of the interactions between the two set
in context familiarity (CF) can explain the pattern of résul  of probabilities accumulated over time in our model, namely
Consider again the results of Experiment 3 shown in Figthe alignment and the meaning probabilities. When aligaing
ure 3. We also summarize some properties of the input in thevord in an utterance to a referent/meaning in the correspond
four conditions of that experiment in Figure 4. For each con4ing scene, our model uses its acquired knowledge about the
dition we select one simulation such that the overall patter meaning of the co-occurring words (according to the meaning
of results (e.g., with respect to the learning of low freqeyen probabilities). The more familiar the co-occurring words,a
words) for these simulations match that of the average perfothe more reliable the meaning probabilities for these words
mance given in Figure 3. For each input used in the selectedill be, and this in turn makes it easier for the model to align
simulations, we then calculate the average CD and CF valudhke target word to its correct referent.
for words in each of three frequency groups (i.e., F=3,d8). For higher frequency words (F=6 and F=9), we can see a

Low vs. Med CD Low vs. High WA

Context Familiarity as the Explanatory Factor
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Table 1:Average frequency (F), CD, Comp, CF, and AE values for

O F=3 two groups of low frequency words: High Comp vs. Low Comp.
o a o Number of words in each group is given in parenthesis.
E High Comp Low Comp
g Comp>0.9(877) Comp< 0.9 (258)
2| F 150+ 0.73 1.49:0.73
§ “1 CD 6.61+ 2.82 6.70+ 2.77
N CF 4.64+ 0.40 3.58+ 0.62
o~ [l AE 9.39+ 5.55 6.36+ 6.19
o | Comp 0.93+ 0.02 0.524+ 0.15
Low CD High CD Med CD 3&6  Med CD 3&9

(a) Average CD for different frequency ranges across  following experiments is on F, CD, CF, and another factor
different conditions usually confounded with CF, namely age of exposure to a
word or AE. We control for the effect of within-trial ambi-
guity (WA) in our experiments by considering only those ut-
terances whose length is between 5 and 7 (inclusive).
We measure the factors CD, CF and AE for each word ac-
cording to the definitions on page 2. Here we measure the

familiarity of a word slightly differently from on the artificial
1 data. Since the frequency of words in the child-directed cor
| pus is on a different scale and varies a lot, we set famiiafit
a word to a value between 0 and 5 according to the frequency
1 range it belongs to. The mappings between familiarity v@lue
ol and frequency ranges are: 0 (0), 1 (1), 2 (2—-4), 3 (5-9), 4 (10—

Low €D HighCD  MedCD348  Med CD 349 29), and 5 & 30), where the numbers in parentheses specify
(b) Average CF for different frequency ranges across ~ frequency ranges. Similarly, we re-scale AE for a word to be
different conditions the sequence number of the utterance in which the word is
encountered for the first time, divided by 500 (e.g., all véord
Figure 4: Average CD and CF values for low, medium, and high in utterances 1 to 499 will have an AE of 0).

frequency words (left to right bars) within each of the foondi- . L
tions of contextual diversity (Experiment 3). Modeling Effects of Context Familiarity

clear effect of CD (compare darkest bars in Figure 3 and Fig/AE has been identified as an important factor in word learning
ure 4(a)). These results together suggest that CD pogitivel(Carey & Bartlett, 1978; Gershkoff-Stowe & Hahn, 2007).
affects the learning of medium and high frequency words (agiowever, it is usually confounded with CF since a later AE
also noted by Kachergis et al.), but for low frequency wordsentails that there are generally more familiar words in the i
it is the familiarity of the context that is the key factor meir ~ put. Itis thus important to examine the independent role of
acquisition (in contrast to the suggestion of Kachergid.pta CF and AE on word learning, as we see below.

After training our model on the 10,000 utterances in our
Analysis of Naturalistic Child-directed Speech  child-directed corpus, we divide low frequency words (h0s

As noted previously, children are exposed to a great numbe¥ith F < 4) into two groups according to how well they are
of low frequency words in the input they receive (due to thelearned: one group with a high comprehension score (Comp
Zipfian distribution of words in a language). We thus fur- > 0.9), and another group with a lower comprehension score
ther investigate the effects of context familiarity (CF)tie ~ (Comp< 0.9). Table 1 summarizes the averages of the dif-
acquisition of low frequency words in a more naturalistic se ferent factors for the two groups. Interestingly, althoigh
ting, by performing experiments on a large corpus of actuafnd CD are similar for both groups, we observe a substantial
child-directed speech. The child-directed corpus and the d difference in the average Comp score9@vs. 052), sug-

6

BR[O
T
Il
© o w

5
L

4
.

context Faminarity
2 3

1

tails of the experiments are explained below. gesting that a factor other than F and CD must be responsible
for this difference in learning. Looking at CF and AE, we can
Input Data see an effect for both: words that have a high Comp score

The child-directed corpus consists of 10,000 utterancealso tend to have higher CF and AE. That is, the words that
meaning pairs, where the utterances are taken from thare learned more confidently are those that have occurred in
Manchester corpus (Theakston et al., 2001) in the CHILDESontexts with greater familiarity and that are first seen at a
database (MacWhinney, 2000), and the corresponding meatater age (i.e., when more words have been learned).

ings are artificially generated by including a distinct mean We now examine the independent effects of CF and AE on
ing symbol for each word in the utterance. Our focus in thethe acquisition of low frequency words, by holding one fac-
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Table 2: Average AE, CF, and Comp for two groups of low fre model acquires over time. Through these interactions, our
quency words: High CF vs. Low CF when AE is held constant (top™©del draws on its own acquired knowledge of word mean-
part); and High AE vs. Low AE, when CF is held constant (bottom ings to boost the learning of other (novel) words. Thus, the

part). Number of words in each group is given in parenthesis. acquisition of a set of high frequency words helps learn low
High CF Low CF frequency words by increasing their context familiariterG
CF>45(313) CF< 4.5 (160) erally, our model learns word meanings by drawing on the
AE 9.90+ 2.60 9.68+ 2.49 statistical regularities found in the input, and withoutan
CF 4.84+ 0.17 3.98+ 0.38 porating any specific word learning biases or constraihtss t
Comp 0.93+ 0.02 0.77+0.22 making the model appropriate for conducting studies on the
High AE Low AE relation between input properties and word learning.
AE > 9 (78) AE < 9 (143) References
CF 3.50+ 0.38 3.43+ 041 . . .
AE 13.62+ 2.95 2154 2.22 Alishahi, A., Fazly, A., & Stevenson, S. (2008). Fast magpin
Comp 0.60L0.20 0621021 in word learning: What probabilities tell us. Rroceedings

of CoNLL' 08 (pp. 57-64).
, - : Carey, S., & Bartlett, E. (1978). Acquiring a single new word
tor constant (fixed within a range), and looking at the effect Papers and reports on Child Lang, Dev., 15, 17—29.

\(/)vfi tﬂ]ig?’:ﬁ:ts\;‘thﬂrj’ f:’)\('g dC(r);?deerrllz\:/eféezléenci;v OrdsClark, E. V. (1990). On the pragmatics of contraiturnal
ge ( <15, .t Child Language, 17, 417-431.

and divide them into two groups based on.th(.ew Cl_: (Table 2Fazly, A., Alishahi, A., & Stevenson, S. (n.d.). A probabil
top part). Second, we hold CF constant within a fixed range . . L .
- . I tic computational model of cross-situational word leagnin
(2 < CF < 4), and divide words into two groups with high iy . i o
) Cognitive Science: An Interdisciplinary Journal.
and low AE (Table 2: bottom part). (Note that F and CD are ! :
. o ) Fazly, A., Alishahi, A., & Stevenson, S. (2008). A proba-
the same for the two groups in both conditions.) We find that .- . * N
o bilistic incremental model of word learning in the presence
words that have occurred with differing CF values (top of Ta- . . ; .
ble 2) show an effect on their Comp score, with much better, of referential uncertainty. IRroceedings of CogSci' 08,
P ' Gershkoff-Stowe, L., & Hahn, E. R. (2007). Fast mapping

learning when the context familiarity is higher. On the aothe S . :
hand, words that have occurred with differing AE values (but skills in the developing lexicon.Journal of Speech, Lan-
' 9 guage, and Hearing Research, 50, 682—697.

e oot o et e s o PlElocher, . HagH. . By . Setze, . & Ly
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