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Abstract

Electronic Structures and Numerical Simulations for Twisted Bilayer Graphene

by

Qinyi Zhu

Doctor of Philosophy in Mathematics

University of California, Berkeley

Professor Lin Lin, Chair

The correlated insulating and superconducting phases of magic angle twisted bi-
layer graphene (TBG) have received intense research attention in the past few years.
Since each moiré unit cell of magic angle TBG contains around ten thousand car-
bon atoms, to take into account electron correlations among different moiré unit
cells, a faithful atomistic model of TBG would involve hundreds of thousands of car-
bon atoms. This is extremely challenging for numerical studies of TBG even at the
level of tight-binding models. As a result, the Bistritzer-MacDonald (BM) model,
a continuum tight-binding model, has become a widely adopted starting point for
further numerical studies. The BM model reveals that the flat bands of interest
are energetically separated from the other bands and protected by C2zT symmetry.
Therefore, a reasonable starting point involves projecting the interacting models onto
the flat bands and studying the approximate symmetries. This gives rise to the “in-
teracting Bistritzer-MacDonald” (IBM) model, which takes the form of an extended
Hubbard model with pairwise long-range interactions. Although the IBM model is
not uniquely defined, and a unified physical description of the correlated phases has
yet to emerge, such a downfolding procedure has been used by a number of recent
works for studying phase diagrams of TBG beyond the tight-binding approximation.

This dissertation aims to present a comprehensive review and detailed proof of the
magic angle twisted bilayer graphene, its Hamiltonian, and corresponding symme-
tries. The unique symmetries of TBG enable the use of various numerical approxima-
tions, including the Hartree-Fock method. The geometric and electronic symmetries
of TBG restrict the ground state space. Consequently, Hartree-Fock provides a re-
markably accurate approximation in the chiral limit where a U(4)×U(4) symmetry
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exists. This accuracy is attributed to the existence of a specific U(4) × U(4) sym-
metric ground state within the space of Slater determinant states. Understanding
the symmetries of the BM Hamiltonian is crucial for selecting numerical states to
approximate the ground states of TBG. A detailed proof of these symmetries en-
hances our comprehension of the electronic properties of twisted bilayer graphene,
validates the accuracy of the HF method, and facilitates the computation of corre-
lated states via exact diagonalization. Furthermore, the discussion about symmetries
justifies the accuracy of quantum chemistry approaches beyond the HF method and
exact diagonalization. Following the theoretical discussions, this dissertation delves
into post-Hartree-Fock calculations. These calculations may become significant when
long-range Coulomb interactions are introduced to the IBM model, and the interac-
tion energy scale exceeds the energy dispersion. The techniques to handle such long-
range interactions are well studied in the ab initio quantum chemistry community.
Employing mature quantum chemistry software packages, this dissertation conducts
both HF and post-HF calculations equally for the ground state and excited state
properties of the IBM model at the correlated electron level. This approach offers
two significant advantages: 1) In cases involving large systems where exact diagonal-
ization proves impractical, HF and post-HF methods provide a viable alternative on
a similar level. 2) For both integer and non-integer fillings, the electronic structures
of tBLG are investigated using coupled-cluster-based methods such as CCSD and
CCSD(T), along with the quantum chemistry density matrix renormalization group
(QC-DMRG) method.
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Chapter 1

Introduction

The correlated insulating and superconducting phases of magic angle twisted bi-
layer graphene (TBG) have received intense research attention in the past few years.
Numerous studies [13, 14, 66, 112, 12, 20, 86, 109, 105, 25, 9, 63, 82, 41, 80]
have contributed to understanding these phases. To solve the interacting Bistritzer-
MacDonald (IBM) model numerically, the simplest approximation is Hartree-Fock
(HF) theory, which proves particularly effective in the chiral model due to the exis-
tence of U(4)× U(4) symmetry.[12] Both theoretical ([110, 49, 72, 111, 33, 99, 113,
105, 57, 104, 39, 59, 8, 63, 116, 62, 106, 96, 26, 32, 114, 44, 12, 84, 34, 46, 79, 107,
42, 37, 43, 87, 78, 48, 22, 56, 109, 60, 16, 117, 63, 24, 23]) and experimental ([12,
20, 86, 109, 105, 25, 9, 63, 82, 41, 80]) studies have explored the symmetries and
numerical solutions of the IBM model. This dissertation aims to provide a com-
prehensive review of the U(4) × U(4) symmetry with detailed proofs and varying
perspectives. Beginning with background information and essential notations about
bilayer graphene and the BM model[10] in the initial sections, we will explore the
approximate symmetries[12, 9, 58, 7] of the IBM model in Chapter 2 and delve into
the exact symmetric/anti-symmetric ground states[58, 7, 108] in Chapter 3.

However, in certain parameter regimes, the Coulomb energy scale (around 10 ∼
20 meV) of the IBM model exceeds the dispersion of the flat bands (approximately
∼ 5 meV). Consequently, electron correlation effects may become significant, necessi-
tating post-Hartree-Fock calculations to validate and/or refine the physical insights
provided by HF theory. Recent studies on exact diagonalization (ED) [80, 108] and
the density matrix renormalization group (DMRG) [43, 86, 74, 100] suggest that HF
theory provides a good approximation to the description of ground state properties
of TBG, at least at integer filling (ν = 0) (the filling parameter ν refers to the num-
ber of electrons per k-point relative to the charge neutrality point). Using mature
quantum chemistry software packages, this dissertation will study a wide range of
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(a)

(b) (c)

Figure 1.1: (a) Atomic structure of single-layer graphene (left) and bilayer
graphene (right). (b) Choice of the rectangular unit cell and corresponding unit
vectors a1, a2 in real space, containing two sublattice A and B. The Dirac points of
the monolayers K+ and K− are included as reference points. (c) Brillouin zone
(BZ) of monlayer graphene, aligned by their Γ-point and Dirac points K+ and K−.

ground state and excited state properties of the IBM model at the correlated electron
level in Chapter 4. Furthermore, this dissertation will discuss some scenarios away
from integer filling or the chiral limit for post-Hartree-Fock calculations.[93, 85]



CHAPTER 1. INTRODUCTION 3

1.1 Graphene
Graphene is a 2D material composed of carbon atoms arranged in a honeycomb
structure, as illustrated in Fig. 1.1a. Both single-layer and multi-layer graphene
exhibit unique properties due to their distinctive band structure arising from the
bonding configuration and structural symmetry. In Fig. 1.1b, we can see that the
structural symmetries of graphene include C2, C3 rotation symmetry and mirror
symmetry around the center of the unit cell, resulting in degenerate energy levels.
Moving to Fig. 1.1c, the Brillouin zone (BZ) in reciprocal space has two Dirac points
Γ± where two doubly degenerate energy bands meet.

In this section, we introduce the atomic structure of graphene and derive the
corresponding electric structure using the provided notations. It’s important to note
that the Planck constant is consistently set to ℏ = 1. Letting d be the nearest-
neighbor distance, the primitive vectors in the unit cell are given by

a1 = (
3

2
, −

√
3

2
)d, a2 = (

3

2
,

√
3

2
)d. (1.1)

The lattice vector is then expressed as

R = n1a1 + n2a2, (1.2)

where n1 and n2 are integers. The reciprocal primitive lattice vectors are given by

b1 = (
1

3
, − 1√

3
)
2π

d
, b2 = (

1

3
,

1√
3
)
2π

d
. (1.3)

In the tight-binding model, we only need to consider interactions between nearest
neighboring atomic sites. As illustrated in Fig. 1.1b, we denote these two types of
atomic sites as sublattice A and sublattice B, with atomic positions rA and rB
respectively. Using σ to represent the sublattice, and given the lattice vectors R, the
set of sublattice σ = A/B, is defined as

RA = R+ rA, RB = R+ rB. (1.4)

Using Bloch’s theorem, we express the atomic orbitals for sublattices A and B as
Bloch sums:

ψAk (r) =
1√
N

∑
R

eik·(R+rA)ψ(r−R− rA),

ψBk (r) =
1√
N

∑
R

eik·(R+rB)ψ(r−R− rB),
(1.5)
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where R = n1a1 + n2a2 denotes the lattice position, k denotes the momentum, and
ψ(r) represents the sets of pz atomic orbitals centered at sublattice A with atomic
position R + rA and sublattice B with atomic position R + rB. It is assumed that
⟨ψσk(r)|ψσ

′

k (r)⟩ = δσσ′ . The single-electron wavefunctions can then be expressed as a
linear combination of the two sublattice orbitals, ψAk (r) and ψBk (r):

Ψk(r) = CAψ
A
k (r) + CBψ

B
k (r), (1.6)

where CA and CB are complex numbers satisfying |CA|2 + |CB|2 = 1. Using the
tight-binding model, we construct the tight-binding Hamiltonian:(

ĥAAk ĥABk
ĥBAk ĥBBk

)(
CA
CB

)
= Ek

(
CA
CB

)
. (1.7)

The projected Hamiltonian is given by ĥσσ
′

k = ⟨ψσk(r)|Ĥ|ψσ′

k (r)⟩ where Ĥ is the
atomic Hamiltonian and Ĥ∗(r) = Ĥ:

ĥAAk = ĥBBk = ⟨ψAk (r)|Ĥ|ψAk (r)⟩ ,
ĥABk = ⟨ψAk (r)|Ĥ|ψBk (r)⟩ ,

= (eik·l1 + eik·l2 + eik·l3) ⟨ψ(r− rA)|Ĥ|ψ(r− rB)⟩ ,
ĥBAk = ⟨ψBk (r)|Ĥ|ψAk (r)⟩ ,

= (eik·(−l1) + eik·(−l2) + eik·(−l3)) ⟨ψ(r− rB)|Ĥ|ψ(r− rA)⟩ ,

(1.8)

where l1 = rB − rA, l2 = rB − a1 − rA, l3 = rB − a2 − rA represent the distance from
one sublattice A site to the nearest three B sublattice sites. Also, ⟨ψAk (r)|Ĥ|ψAk (r)⟩
and ⟨ψ(r− rA)|Ĥ|ψ(r− rB)⟩ are two constant numbers independent of momentum
k. As a result, we can set

⟨ψAk (r)|Ĥ|ψAk (r)⟩ = γA,

⟨ψ(r− rA)|Ĥ|ψ(r− rB)⟩ = γAB,
(1.9)

then the tight-binding Hamiltonian can be simplified into(
ĥAAk ĥABk
ĥBAk ĥBBk

)
,

=

(
γA (eik·l1 + eik·l2 + eik·l3)γAB

(e−ik·l1 + e−ik·l2 + e−ik·l3)γ∗AB γA

)
,

=

(
0 (eik·l1 + eik·l2 + eik·l3)γAB

[(eik·l1 + eik·l2 + eik·l3)γAB]
∗ 0

)
+ γAI ,

=

(
0 Γk

Γ∗
k 0

)
+ γAI ,

(1.10)
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where

Γk = γAB(e
ik·l1 + eik·l2 + eik·l3),

= γAB(e
ik·(rB−rA) + eik·(rB−rA−a1) + eik·(rB−rA−a2)),

= γAB(e
ik·a1+a2

3 + eik·
−2a1+a2

3 + eik·
a1−2a2

3 ),

|Γk| = |γAB|

√
1 + 4 cos(

3d

2
kx) cos(

√
3d

2
ky) + 4 cos2(

√
3d

2
ky).

(1.11)

Then, two eigenvalues are
ϵ±k = ±|Γk|, (1.12)

which denotes the upper energy bands (ϵ+k ) and lower energy bands (ϵ−k ) for single-
layer graphene, as shown in Fig. 1.2. The two doubly degenerate energy bands meet
at the Dirac points:

K = (
1

3
,

1

3
√
3
)
2π

d
=

b1 + 2b2

3
,

K′ = −K = (−1

3
, − 1

3
√
3
)
2π

d
=

−b1 − 2b2

3
,

(1.13)

such that |ΓK| = |ΓK′| = 0.
The energy bands linearly disperse from the two Dirac points. At the Dirac point

K, the tight-binding Hamiltonian can be written as the identity matrix since:

ΓK = γAB(e
iK·a1+a2

3 + eiK·−2a1+a2
3 + eiK·a1−2a2

3 ),

= γAB(e
i 2π

3 + e0 + e−i
2π
3 ) = 0.

(1.14)

Besides that, away from the Dirac point with a small momentum |k| ≪ |K|, we
have

Γk+K ≈ ∂Γk

∂k
(K) · k,

= γAB(
a1 + a2

3
· eiK·a1+a2

3 +
−2a1 + a2

3
· eiK·−2a1+a2

3 +
a1 − 2a2

3
· eiK·a1−2a2

3 ) · k,

=
3dγAB

2
(kx − iky).

(1.15)

Then, the corresponding Hamiltonian is(
ĥAAK+k ĥABK+k

ĥBAK+k ĥBBK+k

)
= ℏvF

(
0 kx − iky

kx + iky 0

)
, (1.16)
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Figure 1.2: The upper energy bands (orange) and lower energy bands (blue) for the
single-layer graphene. In half-filling system, the upper energy bands are fully unoc-
cupied, while the lower energy bands are fully occupied. The two doubly degenerate
energy bands meet at the Dirac points.

where vF = 3dγAB
2ℏ denotes the Fermi velocity near the Dirac point K. Similarly, near

the Dirac point K′, we have(
ĥAAK−k ĥABK−k

ĥBAK−k ĥBBK−k

)
= ℏvF

(
0 −kx − iky

−kx + iky 0

)
. (1.17)

Therefore, both the graphene K- and K′-valley Hamiltonian are linearied models.

1.2 Bilayer Graphene
In the section, we will introduce the notations for the non-interacting twisted bilayer
graphene. The structural and electronic symmetries of graphene layers enable us to
rewrite the Hamiltonian using operators. But before that, let’s first review bilayer
graphene and its band structures. Firstly, there are two graphene layers perfectly
stacked together at two sublattice A sites (AA stacking points), as shown in Fig. 1.3a.
Then we twist the top and bottom layers around one AA stacking point by the
counterclockwise angles θ

2
and − θ

2
respectively. Note that this twisted angle θ is

very small, such that the lattice forms a Moiré pattern with very large unit cells and
primitive vectors. As a result, the Moiré reciprocal primitive vectors are very small,
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(a) (b)

Figure 1.3: (a) Illustration of twisted bilayer graphene in real space. Red (Blue)
sites is for the sublattice A (B). Black (gray) is for the top (bottom) layer. The
origin is chosen at an AA region center (perfect AA stacking point). (b) Two
monolayer graphene Brillouin zones (BZ) depicted by a dashed red line and solid
blue line, respectively, aligned by their Γ-point and twisted by an angle θ, with the
corresponding Dirac points K+ and K−. The Moiré Brillouin zone (MBZ) is
indicated by the grey shaded region centered at ΓMBZ .

and the Moiré Brillouin zone (MBZ) is also very small compared to the monolayer
graphene Brillouin zone, as depicted in Fig. 1.3b.

The two graphene layers in twisted bilayer graphene are rotated by a small angle
θ. Therefore, to express the structural properties of tBLG more conveniently, we
define a rotation matrix R(θ), which rotates by θ radians counterclockwise about
one given AA-stacking point:

R(θ) =

(
cos θ − sin θ
sin θ cos θ

)
(1.18)

Since graphene forms a hexagonal lattice, rotations by 120◦ are particularly im-
portant, and we define C3 := R(2π/3). When we twist the top layer (labeled by
l = 1 = t) and bottom layer (labeled by l = −1 = b) around that given AA-stacking
point by the counterclockwise angles θ/2 and −θ/2, respectively, we also rotate the
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Dirac point K to

Kl = R(l
θ

2
)K, l ∈ {t = 1, b = −1}.

When θ is very small, the lattice forms a Moiré pattern with translation vectors
of length ∼ θ−1. Correspondingly, the Moiré Brillouin zone (or “mini” Brillouin zone,
MBZ) is very small compared to the monolayer graphene Brillouin zone (BZ).

Let
kD = |K| = 4π

3
, kθ = 2 sin(

θ

2
)kD. (1.19)

Define

q1 = Kb −Kt = (R(−θ
2
)−R(

θ

2
))K = 2kD sin(

θ

2
)(0, −1)⊤ = kθ(0, −1)⊤,

and

q2 = C3q1 = kθ(

√
3

2
,
1

2
)⊤, q3 = C2

3q1 = kθ(−
√
3

2
,
1

2
)⊤.

In this convention, qj = −
√
3kθδj = − 8π√

3
sin( θ

2
)δj.

We also define the two reciprocal lattice vectors for the MBZ as

b̃1 =(R(−θ
2
)−R(

θ

2
))b1 = −(q2 − q1) =

√
3kθ

(
−1

2
, −

√
3

2

)⊤

,

b̃2 =(R(−θ
2
)−R(

θ

2
))b2 = −(q3 − q1) =

√
3kθ

(
1

2
, −

√
3

2

)⊤

.

(1.20)

Note that |qj| = kθ and
∣∣∣b̃i∣∣∣ = √

3kθ. The lattice vectors dual to b̃1, b̃2 define
the moiré unit cell in real space

ã1 = LM

(
−
√
3

2
, −1

2

)⊤

, ã2 = LM

(√
3

2
, −1

2

)⊤

,

where LM = |ãi| = kD
kθ

= 1
2 sin θ

2

is the moiré length scale in real space. In the
discussion below,

L = {R = m1ã1 +m2ã2|mj ∈ Z}
denotes the moiré lattice in real space,

L∗ = {G = m1b̃1 +m2b̃2|mj ∈ Z}
denotes the moiré lattice in reciprocal space. We also denote Ω,Ω∗ as the moiré unit
cell and the first moiré Brillouin zone, respectively.
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1.3 Bistritzer-MacDonald Model
In this section, we will briefly review the BM model.[10] For convenience, we ignore
the spin index s and abbreviate the creation operator as ĉ†k,l,τ,σ. When the twisted
angle between two layers θ is very small, the unit cell of TBG is very large, and the
MBZ is very small. In this case, coupling between the two valleys can be neglected.
The single-valley Hamiltonian in valley τ = K = +1 can be written as

Ĥτ=K
BM =

∑
k∈MBZ

∑
l

∑
σσ′

ĉ†k,l,τ,σ[ĥl(k)]σσ′ ĉk,l,τ,σ′

+ (
∑

k∈MBZ

∑
σσ′

3∑
j=1

ĉ†k+qj ,t,τ,σ
T̂j ĉk,b,τ,σ′ + h.c.),

(1.21)

where k denotes the momentum in the MBZ, l = ±1 = t/b denotes the layer and
σ = ±1 = A/B denotes the sublattice; ĥl(k) is the single-particle Hamiltonian in
the first-quantized momentum space for layer l, and T̂j represents the interlayer
interaction with q1 = Kb − Kt, q2 = C3zq1, q3 = C3zq2. C3z = R(2π/3) is the
counterclockwise 120◦ rotation around the valley Kt in the top layer. Note that
{qj}j=1,2,3 relates the momentum k+ qj in the top layer and k in the bottom layer,
representing the interlayer interactions.

The monolayer graphene has a linearized Hamiltonian near both the Kl and K′
l

valley, as in Eqs. (1.15) and (1.17). Using the σ operator, we are able to rewrite this
Hamiltonian in the second quantization:

ĥ(k) = vF (kxσx + kyσy). (1.22)

As a result, the single-particle Hamiltonian ĥl(k) is the linearized monolayer
graphene in valley Kl with a twist angle ± θ

2
:

ĥt(k) = vF (kxσx + kyσy)e
i θ
2
σz ,

ĥb(k) = vF (kxσx + kyσy)e
−i θ

2
σz .

(1.23)

Similarly, in valley K′, we have

ĥ′t(k) = vF (−kxσx + kyσy)e
i θ
2
σz ,

ĥ′b(k) = vF (−kxσx + kyσy)e
−i θ

2
σz .

(1.24)

Also the interlayer interaction are given by

T̂j = w0σ0 + w1σxe
i
2π(j−1)

3
σz ,

= w0σ0 + w1[σx cos
2π(j − 1)

3
+ σy sin

2π(j − 1)

3
],

(1.25)
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where w0/w1 denote the hopping magnitudes from an A site to an A/B site respec-
tively, and R(2π

3
) = ei

2π
3
σz denotes the C3z rotation symmetry. Both w0, w1 are

positive numbers, representing the overlap of the minus and positive “blobs” of the
pz orbitals from the top and bottom layers.

Under the assumption of neglecting intervalley interactions, the BM Hamiltonian
without intervalley interaction is given by

Ĥ0 =
∑

τ=K,K′

Ĥτ
BM . (1.26)

With Eq Eq. (2.5) and the BM model in Eq Eq. (1.21), using the commutation/anti-
commutation relations between Pauli matrices, it can be proved that

[C2x, Ĥ0] = [C2z, Ĥ0] = [T , Ĥ0] = [C2zT , Ĥ0] = 0,

{P , Ĥ0} = {C2zP , Ĥ0} = {PT , Ĥ0} = 0.
(1.27)

Note that the single-valley Hamiltonian does not have the C2z rotation symme-
try and the time-reversal symmetry T since these two symmetries map one valley
to the other. The Bistrizer-Macdonald model for twisted bilayer graphene is de-
fined by interlayer and intralayer hoppings between the two layers in momentum
space. The proof for C2zT symmetry is as follows. Additionally, we can prove the
commutation/anti-commutation relations for all symmetries using similar techniques.

The action of particle-hole symmetry on the single-valley Hamiltonian can be
written as

PĤ0P−1 =
∑
k

∑
l

∑
σσ′

P ĉ†k,l,τ,σ[ĥl(k)]σσ′ ĉk,l,τ,σ′P−1

+
∑
k

∑
σσ′

3∑
j=1

P(ĉ†k+qj ,t,τ,σ
T̂j ĉk,b,τ,σ′ + h.c.)P−1.

For the first term, we have

P ĉ†k,l,+1,σ[ĥl(k)]σσ′ ĉk,l,+1,σ′P−1,

= P ĉ†k,l,+1,σP−1P [ĥl(k)]σσ′P−1P ĉk,l,+1,σ′P−1,

= ĉ†−k,−l,+1,−σP [ĥl(k)]σσ′P−1ĉ−k,−l,+1,−σ′ ,

= −ĉ†−k,−l,+,−σ[ĥ
′
l(k)]σσ′ ĉ−k,−l,+,−σ′ ,
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where

Pĥ(k)P−1 = (iσxlyK)ĥ(k)(iσxlyK),

= vF (ilyσxK)(kxσx + kyσy)(−ilyσxK),

= vF (kxσx − kyσy) = −ĥ′(k)

holds for small twist angle θ.
For the second term, we have

P
∑
j

ĉ†k+qj ,+1,τ,σT̂j ĉk,−1,τ,σP−1,

=
∑
j

P ĉ†k+qj ,+1,τ,σP−1PT̂jP−1P ĉk,−1,τ,σP−1,

= −
∑
j

ĉ†−k−qj ,−1,τ,−σPT̂jP−1ĉ−k,+1,τ,−σ,

= −
∑
j

ĉ†−k−qj ,−1,τ,−σT̂j ĉ−k,+1,τ,−σ,

where we use T̂j = w0σ0 + w1σx cos
2π(j−1)

3
+ σy sin

2π(j−1)
3

and

PT̂jP−1 = −w0σ0 + w1P [σx cos
2π(j − 1)

3
+ σy sin

2π(j − 1)

3
]P−1,

= −w0σ0 + w1(iσxlyK)[σx cos
2π(j − 1)

3
+ σy sin

2π(j − 1)

3
](−iσxlyK),

= −w0σ0 + w1[σx cos
2π(j − 1)

3
− σy sin

2π(j − 1)

3
].

⇒
PT̂1P−1 = T̂1, PT̂2P−1 = T̂3, PT̂3P−1 = T̂2.

Adding these two terms together, we can verify that particle-hole symmetry anti-
commutes with the BM Hamiltonian:

{P , Ĥ0} = 0.

1.4 Organization
In the first chapter, this dissertation introduces the fundamental knowledge of graphene.
Starting with the tight-binding model of monolayer graphene, we then delve into
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the Bistritzer-MacDonald (BM) model of twisted bilayer graphene (TBG). The BM
Hamiltonian serves as the fundamental starting point for all subsequent theoretical
proofs and numerical solutions. Following the foundational introduction, the second
chapter explores the geometric and electronic symmetries of TBG. Detailed proofs are
provided through representation analysis, confirming that the Hartree-Fock method
offers a remarkably accurate approximation to the BM model at the chiral limit, due
to the existence of U(4)×U(4) symmetry[12, 9]. Additionally, perturbation theory is
employed to investigate the ground energy scales and the accuracy of various mean-
field methods away from the chiral limit.[12] From a different perspective, the third
chapter of this dissertation derives both the exact and approximate ground states of
TBG.[58, 7, 108] In the final chapter, we revisit and summarize our previous discus-
sions, presenting our work on the quantum chemistry approach for twisted bilayer
graphene.[30] This work provides a description of the IBM model compatible with
quantum chemistry language and implementations, along with an initial study of the
performance of various quantum chemistry methods for the ground state properties
of the IBM model.
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Chapter 2

Representation Analysis and
Approximate Symmetry

In this section, we present a detailed proof of the symmetry groups associated with
the non-interacting Bistritzer-MacDonald model, as investigated by Bultinck et al
[12] and Bernevig et al [9, 58, 7], using Lie algebras. There are also other references
[45, 44, 84, 34] that discussed similar symmetries using different methods. To begin,
we provide a brief review of the representation theory of Lie groups, utilizing Pauli
matrices as an illustrative example.[38, 52, 27] Following this, we summarize the
symmetries of the BM/IBM Hamiltonian in both general case and special scenarios,
such as the chiral limit.[94, 88, 8] At the chiral limit, an additional chiral symmetry
merges, leading to the existence of a U(4) × U(4) symmetry. [12, 9, 58] Finally, we
employ perturbation theory to discuss the approximate energy contributions away
from the chiral limit.[94, 12]

2.1 Pauli Matrices
The Pauli matrices, denoted as σx, σy, and σz, form a set of three 2 × 2 complex
matrices. Each Pauli matrix is a Hermitian, involutory and unitary matrix. They
are defined as follows:

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
.

These matrices play a fundamental role in the representation theory of Lie groups
and serve as a useful illustrative example in our exploration of symmetry groups
associated with the non-interacting Bistritzer-MacDonald model.
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All three Pauli matrices collectively span the su(2) Lie algebra. This is due to
their satisfaction of the commutation relations given by[52, 27]

[σi, σj] = 2iϵijkσk, (2.1)

where ϵijk is the Levi-Civita symbol. The associated Lie group, SU(2), comprises
unitary 2-by-2 matrices with a unit determinant. Consequently, a set of Pauli ma-
trices, scaled by i

2
, denoted as i

2
σaa=x,y,z, can be regarded as the generators of SU(2)

group. Observables in the SU(2) group can be expressed as exponentials of linear
combinations of these three generators:

su(2) = { i
2
σx,

i

2
σy,

i

2
σz}. (2.2)

Lie groups are commonly employed as symmetry groups in the context of quantum
systems, where their Lie algebras serve as representations of infinitesimal symmetry
motions. Consequently, Lie algebras and their representations play a pivotal role in
physics. In the upcoming section, we will leverage Lie algebra and representation
analysis to explore the symmetry groups within twisted bilayer graphene, both in
the chiral and non-chiral limits.

2.2 Structural Symmetries
In this section, we will delve into the structural symmetries of tBLG using second-
quantized operators. The structural symmetries of the BM Hamiltonian encompass
the rotational symmetries C3z, C2z and the mirror symmetry My.[118, 61, 95, 11]
Additionally, the band structures give rise to the time-reversal symmetry T . By
combining the rotational symmetry C2z with the time-reversal symmetry T , we es-
tablish a C2zT symmetry within each valley. At the chiral limit w0 = 0, the BM
Hamiltonian exhibits an extra chiral symmetry S:

{S,HBM} = 0.

To express the symmetry operators, we introduce the creation/annilation opera-
tors for the single-particle Hamiltonian [9]:

ĉ†k,l,τ=+1,σ,s =

{
ĉ†Kt+k−Q,l=+1,τ=+1,σ,s

ĉ†Kb+k−Q,l=−1,τ=+1,σ,s

,

ĉ†k,l,τ=−1,σ,s =

{
ĉ†K′

t+k−Q,l=+1,τ=−1,σ,s

ĉ†K′
b+k−Q,l=−1,τ=−1,σ,s

.

(2.3)
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Here, k represents the momentum in MBZ; l = ±1 = t/b, τ = ±1 = K/K′, σ = ±1 =
A/B, and s = ±1 =↑ / ↓ denote the layer, valley, sublattice, and spin, respectively.
The symbols K/K′ represent the Dirac points in the top/bottom layer graphene BZ,
and Q = n1b̃1 + n2b̃2 represents the Moiré reciprocal lattice sites generated by the
Moiré reciprocal vectors b̃1 and b̃2.

Figure 2.1: Illustration of the relation between the graphene BZs of of two layers and
the moire BZ (MBZ).

Intuition of Symmetries

In this subsection, we aim to elucidate the action of symmetries in both real and
momentum space, providing an intuitive understanding of symmetry operators. As
depicted in Fig. 1.3a, the geometric structure reveals that tBLG exhibits C2z and
C3z symmetries around the AA-stacking point. Next, let’s delve into the action of
these rotation symmetries on the momentum space. Assuming a three-dimensional
lattice and labelling each lattice vector with the subscript n = (n1, n2, n3) as 3-tuple
of integers,

rn = n1a1 + n2a2 + n3a3,

then the reciprocal lattice can be expressed as

qm = m1b1 +m2b2 +m3b3,
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where
bi =

2π

V
aj × ak,

and V = a1 · (a2 × a3) = a2 · (a3 × a1) = a3 · (a1 × a2) is the scalar triple product.
Then for a rotation matrix R(θ) with an angle θ as defined in Eq. (1.18), the action
of the rotation on lattice vectors satisfies

(R(θ)aj)× (R(θ)ak) = R(θ)(aj × ak).

Consequently, we simultaneously rotate both real space and momentum space.
When rotating the Graphene BZ around the AA stacking point (Γ point) using C2z

symmetry, as illustrated in Fig. 1.3b, the valleys K and K′ interchange, implying
that C2z symmetry maps one valley to the other. Additionally, C2z symmetry maps
k to −k in the MBZ, while the sublattice and layer numbers remain unchanged.

On the other hand, for C2x symmetry, it swaps both the layers and sublattice
numbers, while remaining within the same valley.

In addition to rotational symmetries, tBLG possesses a time-reversal symmetry
T , which establishes a relationship between the two Dirac points K and K′ in each
layer. The time-reversal transformation is characterized by taking the complex con-
jugation of the wave function in real space. Consider the wave function of graphene
in the microscopic theory, this transformation complex conjugates the amplitudes,
flips the sign of k, interchanges the valley numbers, and leaves the sublattice numbers
unchanged.

Since all observables are in the complex 2-dimensional Hilbert space, the layer
operator l, valley operator τ , sublattice operator σ can be conveniently expressed
using Pauli matrices:

lx/τx/σx =

(
0 1
1 0

)
l/τ/σ

, ly/τy/σy =

(
0 −i
i 0

)
l/τ/σ

, lz/τz/σz =

(
1 0
0 −1

)
l/τ/σ

.

Let’s examine the actions of the symmetry operators on the layer, valley, and
sublattice, denoted by lx, τx, and σx respectively. These operators swap the layer,
valley, and sublattice, while lz, τz, and σz yield the layer number, valley number, and
sublattice number, respectively.

Additionally, we define a complex conjugation operator K and the identity op-
erator I = l0 = σ0 = τ0. With these definitions, the symmetries can be expressed
as:

C2x = lxσx = lx ⊗ τ0 ⊗ σx, C2xk = k,

C2z = τxσx = l0 ⊗ τx ⊗ σx, C2zk = −k

T = τx = l0 ⊗ τx ⊗ σ0, T k = −k,

P = ilyσx = ily ⊗ τ0 ⊗ σx, Pk = −k

(2.4)
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where P is an anti-unitary particle-hole symmetry defined here for convenience. It’s
worth noting that both time-reversal and particle-hole symmetry are anti-unitary,
satisfying T 2 = P2 = −1, and include a complex conjugation operator. For simplic-
ity, spin is ignored as it’s independent of these symmetries.

Considering the small twisted angle θ, we also have an approximate valley-U(1)
symmetry, and a Moiré translation symmetry. Neglecting interactions between val-
leys, we can focus on one valley.

Representation Matrix

For convenience, we express the action of a spinless symmetry operator Ô on the
fermion basis ĉ†k,l,τ,σ,s using representation matrices. Similar to Ref [9], the represen-
tation matrices can be written as

Ôĉ†k,l,τ,σ,sÔ
−1 =

∑
l′,τ ′,σ′

[D(Ô)]l,τ,σ,l′,τ ′,σ′ ĉ†
Ôk,l′,τ ′,σ′,s

.

Here, D(Ô) is the representation matrix of the symmetry operation Ô in the index
space {l, τ, σ}, and Ôk is the momentum after applying Ô to momentum k. In
particular, C2zk = T k = Pk = −k. Then the sewing matrices of all the symmetries
in Eq. (2.4) are as follows:

[D(C2x)]l,τ,σ,l′,τ ′,σ′ = δl′,−lδτ ′,τδσ′,−σ,

[D(C2z)]l,τ,σ,l′,τ ′,σ′ = δl′,lδτ ′,−τδσ′,−σ,

[D(T )]l,τ,σ,l′,τ ′,σ′ = δl′,lδτ ′,−τδσ′,σ,

[D(C2zT )]l,τ,σ,l′,τ ′,σ′ = δl′,lδτ ′,τδσ′,−σ,

[D(P)]l,τ,σ,l′,τ ′,σ′ = δl′,−lδτ ′,τδσ′,−σζl.

(2.5)

where ζl = ±1 for l = ±.

2.3 U(2)× U(2) Symmetry
Since the BM Hamiltonian is diagonal in valley and independent of spin, BM Hamil-
tonian has a U(2)×U(2) symmetry[9, 58] with eight generators τ0s0, τ0sx, τ0sy, τ0sz,
τzs0, τzsx, τzsy, τzsz, where τ0, s0 are identity matrices and τx,y,z, sx,y,z are Pauli
matrices. We will introduce more about these generators next.

By Noether’s theorem, charge conservation has corresponding symmetry UC(1).
Together with Pauli matrices (the generators of SU(2)), the spin-charge symmetry
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span a U(2) symmetry. Similarly, there exists a U(2) valley spin-charge symmetry.
In the other words, for charge conservation UC(1), valley charge conservation UV (1),
and spin symmetry SU(2)K/K′ in two valleys (K/K ′), BM model for two valleys
has the symmetry U(2)K × U(2)K′ ≃ UC(1) × UV (1) × SU(2)K × SU(2)K′ . And
the 8 generators of this U(2) × U(2) symmetry are sab = {σ0τasb}, a = {0, z}, b =
{0, x, y, z}. These 8 generators satisfy:

[sab, scd] = [σ0 ⊗ τa ⊗ sb, σ0 ⊗ τc ⊗ sd] = σ0 ⊗ τaτc ⊗ [sb, sd],

= σ0 ⊗ (δacτ0 + (1− δac)τz)⊗ 2iϵbdese,

= 2iϵbde(δacσ0τ0se + (1− δac)σ0τzse).

(2.6)

In particular, s0b = {τ0sb} gives the global spin-charge U(2) symmetry, while
szb = {τ0sb} gives the valley spin-charge U(2) symmetry.

2.4 U(4) Symmetry

Particle-Hole Symmetry

In the presence of a small twisted angle, the projected BM Hamiltonian exhibits
a unitary single-particle particle-hole symmetry denoted as P . Under the flat band
assumption, the projected kinetic term Ĥ0 is zero, and the projected interaction term
commutes with particle-hole symmetry [ĤI ,P ] = 0.

Due to the existence of C2z symmetry, then we can obtain [ĤI , C2zP ] = 0. There-
fore, C2zP enlarges the original U(2) × U(2) symmetry into a U(4)P symmetry.[12,
9, 58, 45, 44, 84, 34] Note that here we consider C2zP symmetry rather than C2z or
P symmetry, because the momentum k is invariant under C2zP symmetry:

C2zk = −k, Pk = −k, C2zP = k. (2.7)

Assuming the gauge C2zP = σyτy, the 16 generators of this U(4)P symmetry can
be expressed as

sab = {σ0τ0sb, σyτxsb, σyτysb, σ0τzsb}, a, b = {0, x, y, z},
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satisfying the commutation relations:

[σ0τ0sa, σyτxsb] = σy ⊗ τx ⊗ [sa, sb] = 2iϵabcσyτxsc, (2.8a)
[σ0τ0sa, σyτysb] = σy ⊗ τy ⊗ [sa, sb] = 2iϵabcσyτysc, (2.8b)
[σ0τ0sa, σ0τzsb] = σ0 ⊗ τz ⊗ [sa, sb] = 2iϵabcσ0τzsc, (2.8c)
[σyτxsa, σyτysb] = σ0 ⊗ [τx ⊗ sa, τy ⊗ sb] = σ0 ⊗ [τx, τy]⊗ [sa, sb],

= σ0 ⊗ 2iτz ⊗ 2iϵabcsc = −4ϵabcσ0τzsc, (2.8d)
[σyτxsa, σ0τzsb] = σy ⊗ [τx ⊗ sa, τz ⊗ sb] = σy ⊗ [τx, τz]⊗ [sa, sb],

= σy ⊗−2iτy ⊗ 2iϵabcsc = 4ϵabcσyτysc, (2.8e)
[σyτysa, σ0τzsb] = σy ⊗ [τy ⊗ sa, τz ⊗ sb] = σy ⊗ [τy, τz]⊗ [sa, sb],

= σy ⊗ 2iτx ⊗ 2iϵabcsc = −4ϵabcσyτxsc. (2.8f)

These commutation relations highlight the algebraic structure of the U(4)P sym-
metry.

Chiral Symmetry

In the chiral limit, where the ratio w0/w1 = 0 tends to zero, an additional unitary
chiral symmetry denoted as C merges. This symmetry anti-commutes with the pro-
jected BM Hamiltonian, denoted as {C, Ĥ0} = 0. When combined with the C2zP
symmetry, which also anti-commutes with Ĥ0, a new symmetry C2zPC is obtained.
This new symmetry satisfies a commutation relation:

{C, Ĥ0} = {C2zP , Ĥ0} = 0,

[C2zPC, Ĥ0] = C2zPCĤ0 − Ĥ0C2zPC = C2zPCĤ0 + C2zPĤ0C,
= C2zPCĤ0 − C2zPCĤ0 = 0.

(2.9)

Besides the kinetic term, the interaction term also commutes with this new C2zPC
symmetry: [C2zPC, ĤI ] = 0. As a result, we have

[C, ĤI ] = [C2zP , ĤI ] = 0,

[C2zPC, ĤI ] = C2zPCĤI − ĤIC2zPC = C2zPCĤI − C2zPĤIC,
= C2zPCĤI − C2zPCĤI = 0.

(2.10)

Therefore, C2zPC is a full commuting symmetry:

[C2zPC, Ĥ] = [C2zPC, Ĥ0 + ĤI ] = [C2zPC, Ĥ0] + [C2zPC, ĤI ] = 0. (2.11)
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Moreover, this commuting symmetry C2zPC extends the original U(2) × U(2)
symmetry to a new U(4)C symmetry.[12, 9, 58] Note that C2zPC also preserves the
electron momentum: C2zPCk = k. The 16 generators of this U(4)C symmetry are
given by

sab = {σ0τasb}, a, b = {0, x, y, z}.
These generators satisfy the commutation relation:

[σ0τasb, σ0τcsd] = σ0 ⊗ [τa ⊗ sb, τc ⊗ sd],

= σ0 ⊗ [τa, τc]⊗ [sb, sd],

= σ0 ⊗ 2iϵaceτe ⊗ 2iϵbdfsf ,

= −4σ0τesf .

(2.12)

From Eq. Eq. (2.12), it’s important to note that U(4)C symmetry is distinct from
the previous U(4)P symmetry as it acts solely on the valley-spin rotation symmetry
without transforming the band space.

2.5 U(4)× U(4) Symmetry
In this subsection, we present a detailed proof of the U(4) × U(4), as primarily
identified by [12, 9, 58]. By combining the previously established U(4)P and U(4)C
symmetry, we obtain an enlarged U(4) × U(4) = U(4)P × U(4)C symmetry with a
set of combined generators. This set consists of the 16 generators from U(4)P and
the 16 generators from U(4)C, which can be expressed as follows:

sab ∪ s′ab, a, b = {0, x, y, z},
sab = {σ0τ0sb, σyτxsb, σyτysb, σ0τzsb, }, s′ab = {σyτ0sb, σ0τxsb, σ0τysb, σyτzsb},

where the elements of s′ab satisfy:

[σyτ0sa, σ0τxsb] = σy ⊗ τx ⊗ [sa, sb] = 2iϵabcσyτxsc, (2.13a)
[σyτ0sa, σ0τysb] = σy ⊗ τy ⊗ [sa, sb] = 2iϵabcσyτysc, (2.13b)
[σyτ0sa, σyτzsb] = σ0 ⊗ τz ⊗ [sa, sb] = 2iϵabcσ0τzsc, (2.13c)
[σ0τxsa, σ0τysb] = σ0 ⊗ [τx ⊗ sa, τy ⊗ sb] = σ0 ⊗ [τx, τy]⊗ [sa, sb],

= σ0 ⊗ 2iτz ⊗ 2iϵabcsc = −4ϵabcσ0τzsc, (2.13d)
[σ0τxsa, σyτzsb] = σy ⊗ [τx ⊗ sa, τz ⊗ sb] = σy ⊗ [τx, τz]⊗ [sa, sb],

= σy ⊗−2iτy ⊗ 2iϵabcsc = 4ϵabcσyτysc, (2.13e)
[σ0τysa, σyτzsb] = σy ⊗ [τy ⊗ sa, τz ⊗ sb] = σy ⊗ [τy, τz]⊗ [sa, sb],

= σy ⊗ 2iτx ⊗ 2iϵabcsc = −4ϵabcσyτxsc, (2.13f)
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and for element σaτbsc ∈ sab and element σa′τb′sc′ ∈ s′ab, their commutation relations
are written as

[σ0τasb, σ0τa′sb′ ] = σ0 ⊗ [τa, τa′ ]⊗ [sb, sb′ ],

= σ0 ⊗ faa′τa′′ ⊗ 2iϵbb′b′′sb′′ , a′′ ∈ {x, y}, (2.14a)
[σ0τasb, σyτa′sb′ ] = σy ⊗ [τa, τa′ ]⊗ [sb, sb′ ],

= σy ⊗ faa′τa′′ ⊗ 2iϵbb′b′′sb′′ , a′′ ∈ {0, z}, (2.14b)
[σyτasb, σ0τa′sb′ ] = σy ⊗ [τa, τa′ ]⊗ [sb, sb′ ],

= σy ⊗ faa′τa′′ ⊗ 2iϵbb′b′′sb′′ , a′′ ∈ {0, z}, (2.14c)
[σyτasb, σyτa′sb′ ] = σ0 ⊗ [τa, τa′ ]⊗ [sb, sb′ ],

= σ0 ⊗ faa′τa′′ ⊗ 2iϵbb′b′′sb′′ , a′′ ∈ {x, y}. (2.14d)

This combined set of generators encapsulates the symmetry transformations aris-
ing from both valley-spin and chiral symmetries, providing a comprehensive frame-
work for understanding the symmetrical properties of the system.

Remark 1. Both U(4)P and U(4)C connect flat bands with the identical Chern num-
ber, given by C = σzτzs0.[12]

When two operators, Â and B̂ commute, every eigenvector ψ of Â implies that B̂ψ
is also an eigenvector of Â with the same eigenvalue. This property is essential when
considering the term HS in the Hamiltonian, which exhibits U(4)×U(4) symmetry.
For any unitary operator Ô ∈ U(4), the commutation relation [Ô, HS] = 0 holds.
Each Chern number corresponds to four degenerate levels, as illustrated in Fig. 2.2.
These levels are conveniently labeled using the index (s, τ, σ).

Remark 2. Given that both U(4)PT and U(4)R commute with the Chern number
C, we can categorize the eight levels into two parts, each characterized by a distinct
Chern number, namely C = ±1.[12]

The presence of the U(4) × U(4) symmetry, as explored in previous works[12,
9, 58], results in eight degenerate flat bands in the chiral limit, as depicted in
Fig. 2.2.Both U(4)P and U(4)C connect these flat bands, sharing the same Chern
number C = σzτzs0. Consequently, the U(4) × U(4) symmetry can further classify
the eight degenerate flat bands into four bands with Chern number +1 and four
bands with Chern number −1. Each U(4) symmetry operates on either the four
Chern bands with Chern number +1 or the four Chern bands with Chern number
−1. Intorucing the terms that do not preserve U(4)×U(4) will lead to the splitting of
these degenerate levels. To delve into the energy level splitting, we will reformulate
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the interaction/kinetic terms using generators and examine the properties of their
components.

Figure 2.2: Degenerate levels of the U(4) × U(4) symmetry. This figure is firstly
drawn by Ref [12].

2.6 Properties of Components
In the chiral limit, our investigation confirms the presence of a U(4)×U(4) symmetry
in the projected BM Hamiltonian. As initially proposed by Bultinck et al [12], this
U(4) × U(4) symmetry manifests as eight degenerate energy levels. Utilizing the
Chern number, these eight degenerate levels can be further categorized into four
Chen +1 bands and four Chen −1 bands. Within each set of ±1 Chern bands,
an arbitrary unitary transformation in the spin space and a τxσx symmetry exist,
connecting two pairs of bands oriented in the opposite directions in the sublattice-
valley space.

The existence of the U(4)×U(4) symmetry engenders various intriguing proper-
ties. Notably, any states that completely occupy or do not occupy any v Chern bands
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constitute the ground states under this symmetry. However, at the non-chiral limit,
the additional chiral symmetry C = σz is absent. Consequently, the U(4) × U(4)
symmetry is not present, and only a residual U(4) symmetry remains. To leverage
the U(4) × U(4) symmetry, we can partition ĤI and Ĥ0 into components that ei-
ther commute or anti-commute with the chiral symmetry, as demonstrated in the
supplemental material of Ref [12]:

ĤI = ĤS
I + ĤA

I , Ĥ0 = ĤS
0 + ĤA

0 , (2.15)

ĤS
I =

1

2A

∑
q

Vqδρ
S
qδρ

S
−q, (2.16)

ĤA
I =

1

2A

∑
q

Vq(δρ
A
q δρ

S
−q + δρSqδρ

A
−q + δρAq δρ

A
−q), (2.17)

ĤS
0 =

∑
k∈Ω∗

∑
n=±1

∑
τ∈{K,K′}

ϵSn,τ (k)f̂
†
nkτ f̂nkτ , (2.18)

ĤA
0 =

∑
k∈Ω∗

∑
n=±1

∑
τ∈{K,K′}

ϵAn,τ (k)f̂
†
nkτ f̂nkτ , (2.19)

with

δρS/Aq = ρS/Aq − ρ̄S/Aq ,

ρS/Aq =
∑

k∈MBZ

∑
s

∑
τσ,τ ′σ′

ĉ†k,τ,σ,s[∆q(k)
S/A]τσ,τ ′σ′ ĉk+q,τ ′,σ′,s,

∆q(k) = ∆S
q(k) + ∆A

q (k).

and

[C, ĤS
I ] = {C, ĤA

I } = 0 =⇒ [C,∆S
q(k)] = {C,∆A

q (k)} = 0,

[C, ĤS
0 ] = {C, ĤA

0 } = 0 =⇒ ϵSn,τ (k) = ϵn,τ (k)δn,+1,

ϵAn,τ (k) = ϵn,τ (k)δn,−1.

To deduce the kinetic and interaction terms in the sublattice-valley-spin space,
we can leverage the previously defined generators σ0,x,y,z, τ0,x,y,z, and s0,x,y,z. To
express the interaction terms, a useful reformulation of the form factors ∆

S/A
q (k) is

achieved by defining:

∆S
q(k) =

1

2
(∆q(k) + σz∆q(k)σz),

∆A
q (k) =

1

2
(∆q(k)− σz∆q(k)σz).

(2.20)
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Consider two unitary operators Ô1 and Ô2 that do not commute with each other.
We can decompose Ô1 into two parts

Ô1 =
Ô1 + Ô2Ô1Ô

−1
2

2
+
Ô1 − Ô2Ô1Ô

−1
2

2
.

This decomposition satisfies the following properties:

[Ô1,
Ô1 + Ô2Ô1Ô

−1
2

2
] = {Ô1,

Ô1 − Ô2Ô1Ô
−1
2

2
} = 0.

Symmetric Part of Form Factors

We begin by examining the symmetric part of the form factors, denoted as ∆S
q (k).[12]

In brief, by utilizing the symmetries of form factors, we can impose the following
restrictions:

• [PT , ∆S
q (k)] = [σyτy, ∆S

q (k)] = 0 implies that σx,zτ0,y and σ0,yτx,z operators
are not allowed.

• [C, ∆S
q (k)] = [σxτy, ∆

S
q (k)] = 0 implies that σy,zτ0,y and σ0,xτx,z operators are

not allowed.

We can now restrict the symmetric part of form factors ∆S
q(k) to include only

σzτx and σzτz. It’s important to note that ∆S
q(k) is diagonal in valley, rendering σzτx

impermissible. Consequently, we can express ∆S
q(k) in a simplified form:

∆S
q(k) = F S

q (k)e
iΦSq(k)σzτz . (2.21)

Next, let’s examine the validity of Eq. (2.21) in detail. Starting from the definition
of ∆q(k):

[∆q(k)]τσ,τ ′σ′ =< k, τ, σ | k+ q, τ ′, σ′ >= δτ,τ ′ < k, τ, σ | k+ q, τ ′, σ′ >,

we observe that ∆q(k) is 4×4 matrix and is diagonal in valley. Consequently, ∆S
q(k)

is also diagonal in the valley, as it is given by:

∆S
q(k) =

1

2
(∆q(k) + σz∆q(k)σz).

Therefore, ∆S
q (k) can be expressed as

∆S
q (k) =


a1 a2 0 0
a3 a4 0 0
0 0 a5 a6
0 0 a7 a8

 ,
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where {ai}i=1∼8 represent unknown complex constants. Then symmetries PT and C
can be denoted as

−PT = −τy ⊗ σy =


0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0

 ,

−iC = −iτy ⊗ σx =


0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

 .

Using the commutation relations [∆S
q (k), PT ] = 0 and [∆S

q (k), C] = 0, we obtain
the following relations:

(−PT )∆S
q =


0 0 a7 a8
0 0 −a5 −a6

−a3 −a4 0 0
a1 a2 0 0

 =


0 0 −a2 a1
0 0 −a4 a3
a6 −a5 0 0
a8 −a7 0 0

 = ∆S
q (−PT ),

(−iC)∆S
q =


0 0 −a7 −a8
0 0 −a5 −a6
a3 a4 0 0
a1 a2 0 0

 =


0 0 −a2 −a1
0 0 −a4 −a3
a6 a5 0 0
a8 a7 0 0

 = ∆S
q (−iC).

This leads to the conclusions:

a3 = a6 = 0,

a7 = a2 = 0,

a5 = a4,

a8 = a1.

Let a1 = a and a4 = b. Then symmetric part of the form factor becomes

∆S
q (k) =


a1 0 0 0
0 a4 0 0
0 0 a4 0
0 0 0 a1

 =


a 0 0 0
0 b 0 0
0 0 b 0
0 0 0 a

 .

To obtain the final answer, we introduce an additional symmetry, C2zT = σxK.
Additionally, to help us deal with the conjugation operator K, we define the basis as

|τ, σ⟩ = [v1,1, v1,−1, v−1,1, v−1,−1]
T ,
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where the two indexes represent valley and sublattice, respectively. The action of
C2zT is given by

C2zT


v1,1
v1,−1

v−1,1

v−1,−1

 = σxK


v1,1
v1,−1

v−1,1

v−1,−1

 =


v̄1,−1

v̄1,1
v̄−1,−1

v̄−1,1

 ,

The action of ∆S
q is then:

∆S
q


v1,1
v1,−1

v−1,1

v−1,−1

 =


av1,1
bv1,−1

bv−1,1

av−1,−1

 .

C2zT ∆S
q


v1,1
v1,−1

v−1,1

v−1,−1

 = C2zT


av1,1
bv1,−1

bv−1,1

av−1,−1

 =


b̄v̄1,−1

āv̄1,1
āv̄−1,−1

b̄v̄−1,1

 ,

∆S
qC2zT


v1,1
v1,−1

v−1,1

v−1,−1

 = ∆S
q


v̄1,−1

v̄1,1
v̄−1,−1

v̄−1,1

 =


av̄1,−1

bv̄1,1
bv̄−1,−1

av̄−1,1

 ,

=> a = b̄.

Therefore the term multiplying σzτz is purely imaginary. Considering other cases,
∆S

q(k) can be written as
∆S

q(k) = F S
q (k)e

iΦSq(k)σzτz ,

where F S
q (k) and ΦS

q(k) are two real scalars. It’s noteworthy that eiθσi = I · cos θ +
iσi · sin θ holds for i = x, y, z.

In Eq. (2.21), we also have

F S
−q(−k) = F S

q (k), ΦS
−q(−k) = ΦS

q(k), (2.22)
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due to the existence of time-reversal symmetry T = τxK, T k = −k, T q = −q:

T ∆S
q(k) = τxK∆S

−q(−k),

= τxKF S
−q(−k)eiΦ

S
−q(−k)σzτz ,

= τxKF S
−q(−k)[I · cos(ΦS

−q(−k)) + iσzτz · sin(ΦS
−q(−k))],

= τxF
S
−q(−k)[I · cos(ΦS

−q(−k))− iσzτz · sin(ΦS
−q(−k))]K,

= F S
−q(−k)[I · cos(ΦS

−q(−k)) + iσzτz · sin(ΦS
−q(−k))]τxK,

= ∆S
q(k)T .

(2.23)

Anti-Symmetric Part of Form Factors

Next, let’s direct our attention to the anti-symmetric part of the form factors, de-
noted as ∆A

q (k).[12] By leveraging the symmetries and anti-symmetries in these form
factors, we can impose the following restrictions:

• [PT , ∆A
q (k)] = [σyτy, ∆A

q (k)] = 0 implies that σx,zτ0,y and σ0,yτx,z operators
are not allowed.

• {C, ∆A
q (k)} = {σxτy, ∆A

q (k)} = 0 implies that σ0,xτ0,y and σy,zτx,z operators
are not allowed.

Subsequently, we can restrict the symmetric component of the form factors,
∆A

q (k), to σxτz and σxτx. Notably, ∆A
q (k) is diagonal in valley, thus excluding σxτx.

Consequently, we can express ∆A
q (k) in a simplified form:

∆A
q (k) = σxτzF

A
q (k)e

iΦAq (k)σzτz , (2.24)

where FA
q (k) and ΦA

q (k) represent real scalars.
To substantiate the statement in Eq. (2.24), let’s delve into the details. Com-

mencing with the definition of ∆q(k):

[∆q(k)]τσ,τ ′σ′ =< k, τ, σ | k+ q, τ ′, σ′ >= δτ,τ ′ < k, τ, σ | k+ q, τ ′, σ′ >,

we establish that ∆q(k) is a 4 × 4 matrix, and crucially, is diagonal in the valley
index. Extending this characteristic, we find that ∆A

q (k) inherits this diagonal valley
property, given by:

∆A
q (k) =

1

2
(∆q(k)− σz∆q(k)σz).
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Let’s proceed with the following insights from the given expressions:

∆A
q (k) =


a1 a2 0 0
a3 a4 0 0
0 0 a5 a6
0 0 a7 a8

 ,

where {ai}i=1∼8 are unknown complex constants. The symmetries PT and C are
represented by the matrices:

−PT = −τy ⊗ σy =


0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0

 ,

−iC = −iτy ⊗ σx =


0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

 .

Applying the commutation/anti-commutation relations [∆S
q (k), PT ] = 0 and

{∆S
q (k), C} = 0, we get:

(−PT )∆A
q =


0 0 a7 a8
0 0 −a5 −a6

−a3 −a4 0 0
a1 a2 0 0

 =


0 0 −a2 a1
0 0 −a4 a3
a6 −a5 0 0
a8 −a7 0 0

 = ∆A
q (−PT ),

(−iC)∆A
q =


0 0 −a7 −a8
0 0 −a5 −a6
a3 a4 0 0
a1 a2 0 0

 =


0 0 a2 a1
0 0 a4 a3

−a6 −a5 0 0
−a8 −a7 0 0

 = −∆A
q (−iC),

leading to the following constraints:

a3 = −a6,
a2 = −a7,
a5 = a4 = 0,

a8 = a1 = 0.
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Let a2 = a and a3 = b, expressing the anti-symmetric part as

∆A
q (k) =


0 a2 0 0
a3 0 0 0
0 0 0 −a3
0 0 −a2 0

 =


0 a 0 0
b 0 0 0
0 0 0 −b
0 0 −a 0

 .

The additional symmetry we are considering is C2zT = σxK, where K denotes the
complex conjugation. Defining the basis |τ, σ⟩ = [v1,1, v1,−1, v−1,1, v−1,−1]

T , the
action of C2zT is

C2zT


v1,1
v1,−1

v−1,1

v−1,−1

 = σxK


v1,1
v1,−1

v−1,1

v−1,−1

 =


v̄1,−1

v̄1,1
v̄−1,−1

v̄−1,1

 ,

and the action of ∆A
q is

∆A
q


v1,1
v1,−1

v−1,1

v−1,−1

 =


av1,−1

bv1,1
−bv−1,−1

−av−1,1

 .

C2zT ∆S
q


v1,1
v1,−1

v−1,1

v−1,−1

 =


av1,−1

bv1,1
−bv−1,−1

−av−1,1

 =


b̄v̄1,1
āv̄1,−1

−āv̄−1,1

−b̄v̄−1,−1

 ,

∆S
qC2zT


v1,1
v1,−1

v−1,1

v−1,−1

 = ∆S
q


v̄1,−1

v̄1,1
v̄−1,−1

v̄−1,1

 =


av̄1,1
bv̄1,−1

−bv̄−1,1

−av̄−1,−1

 ,

=> a = b̄.

Therefore the term multiplying σxτz is purely real. Considering other cases, ∆A
q (k)

can be written as
∆A

q (k) = σxτzF
A
q (k)e

iΦAq (k)σzτz ,

where F S
q (k) and ΦS

q(k) are two real scalars.
In Eq. (2.21), we have also established

FA
−q(−k) = −FA

q (k), ΦA
−q(−k) = ΦA

q (k), (2.25)
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due to the existence of time-reversal symmetry T = τxK, T k = −k, T q = −q:

T ∆A
q (k) = τxK ·∆A

−q(−k),

= τxK · σxτzFA
−q(−k)eiΦ

A
−q(−k)σzτz ,

= τxK · σxτzFA
−q(−k)[I · cos(ΦA

−q(−k)) + iσzτz · sin(ΦA
−q(−k))],

= τx · σxτzFA
−q(−k)[I · cos(ΦA

−q(−k))− iσzτz · sin(ΦA
−q(−k))]K,

= −σxτz · τxFA
−q(−k)[I · cos(ΦA

−q(−k))− iσzτz · sin(ΦA
−q(−k))]K,

= −σxτzFA
−q(−k)[I · cos(ΦA

−q(−k)) + iσzτz · sin(ΦA
−q(−k))]τxK,

= ∆A
q (k)T .

(2.26)

Symmetric Part of Kinetic Term

Finally, let’s delve into the discussion of the kinetic term Ĥ0:[12]

Ĥ0 = ĤS
0 + ĤA

0 =
∑
k∈Ω∗

∑
n=±1

∑
τ∈{K,K′}

ϵn,τ (k)f̂
†
nkτ f̂nkτ .

Using the symmetries of kinetic term (BM Hamiltonian), we can impose the
following restrictions:

• {PT , ϵA(k)} = {σyτy, ϵA(k)} = 0 implies that σx,zτx,z and σ0,yτ0,y operators
are not allowed.

• [C, ϵA(k)] = [σz, ϵ
A(k)] = 0 implies that σx,yτ0,x,y,z operators are not allowed.

• U(1) symmetry in valley implies that σ0,x,y,zτx,y operators are not allowed.

Therefore, we can restrict ϵA(k) to σ0τx,z and σzτ0,y using PT and C symmetry.
We can also exclude σ0τx and σzτ0,y using U(1) symmetry. Thus, ϵA(k) can be simply
written as

ϵA(k) = ϵ0(k)τz, (2.27)

where ϵ0(k) is a real scalar. Note that the C2zT = σxK symmetry doesn’t enforce
further restrictions on ϵA(k).

Anti-Symmetric Part of Kinetic Term

Using the symmetries of kinetic term (BM Hamiltonian), we can impose the following
restrictions:
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• {PT , ϵA(k)} = {σyτy, ϵA(k)} = 0 implies that σx,zτx,z and σ0,yτ0,y operators
are not allowed.

• {C, ϵS(k)} = {σz, ϵS(k)} = 0 implies that σ0,zτ0,x,y,z operators are not allowed.

• U(1) symmetry in valley implies that σ0,x,y,zτx,y operators are not allowed.

Then we can restrict ϵS(k) to σxτ0,y and σyτx,z using PT and C symmetry. We
can also exclude σyτx using U(1) symmetry. Thus, ϵS(k) can be simply written as

ϵS(k) = ϵx(k)σx + ϵy(k)σyτz, (2.28)

where ϵx(k) and ϵy(k) are real scalars. Note that the C2zT = σxK symmetry does
enforce further restrictions onto ϵS(k):

σx = τ0 ⊗ σx =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 ,

σyτz = τz ⊗ σy =


0 −i 0 0
i 0 0 0
0 0 0 i
0 0 −i 0

 ,

ϵx(k)σx + ϵy(k)σyτz =


0 ϵx(k)− iϵy(k) 0 0

ϵx(k) + iϵy(k) 0 0 0
0 0 0 ϵx(k) + iϵy(k)
0 0 ϵx(k)− iϵy(k) 0



C2zT


v1,1
v1,−1

v−1,1

v−1,−1

 = σxK


v1,1
v1,−1

v−1,1

v−1,−1

 =


v̄1,−1

v̄1,1
v̄−1,−1

v̄−1,1

 ,
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then we have

(ϵx(k)σx + ϵy(k)σyτz)


v1,1
v1,−1

v−1,1

v−1,−1

 =


(ϵx(k)− iϵy(k))v1,−1

(ϵx(k) + iϵy(k))v1,1
(ϵx(k) + iϵy(k))v−1,−1

(ϵx(k)− iϵy(k))v−1,1

 ,

C2zT (ϵx(k)σx + ϵy(k)σyτz)


v1,1
v1,−1

v−1,1

v−1,−1

 = C2zT


(ϵx(k)− iϵy(k))v1,−1

(ϵx(k) + iϵy(k))v1,1
(ϵx(k) + iϵy(k))v−1,−1

(ϵx(k)− iϵy(k))v−1,1



=


(ϵx(k)− iϵy(k))v̄1,1
(ϵx(k) + iϵy(k))v̄1,−1

(ϵx(k) + iϵy(k))v̄−1,1

(ϵx(k)− iϵy(k))v̄−1,−1

 ,

(ϵx(k)σx + ϵy(k)σyτz)C2zT


v1,1
v1,−1

v−1,1

v−1,−1

 = (ϵx(k)σx + ϵy(k)σyτz)


v̄1,−1

v̄1,1
v̄−1,−1

v̄−1,1

 ,

=


(ϵx(k)− iϵy(k))v̄1,1
(ϵx(k) + iϵy(k))v̄1,−1

(ϵx(k) + iϵy(k))v̄−1,1

(ϵx(k)− iϵy(k))v̄−1,−1

 .

Then we have (ϵx(k)σx+ϵy(k)σyτz)C2zT = C2zT (ϵx(k)σx+ϵy(k)σyτz). Therefore,
we are able to set

ϵx(k) = f(k) cos(ϕ0(k)),

ϵy(k) = f(k) sin(ϕ0(k)),
(2.29)

which gives

ϵS(k) = f(k) cos(ϕ0(k))σx + f(k) sin(ϕ0(k))σyτz,

= f(k)σx · [I · cos(ϕ0(k)) + iσzτz · sin(ϕ0(k))],

= f(k)σxe
iϕ0(k)σzτz ,

(2.30)

where f(k) and ϕ0(k) are real scalars.
Combining Eq. (2.28) and Eq. (2.27), we can express the kinetic terms as follows:

ϵ0(k) =
1

8
Tr[ϵA(k)τz], ϵx(k) =

1

8
Tr[ϵS(k)σx], ϵy(k) =

1

8
Tr[ϵS(k)σyτz].

It’s important to note that the detailed proof of these expressions is primarily
presented in the supplemental material of Ref. [12].
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2.7 Symmetries of Components
The symmetries of each component are summarized in Table 2.1.[12] The symmetric
form factor ∆S

q(k) preserves both PT and C symmetry; therefore, ∆S
q(k) has a

corresponding U(4)P × U(4)C symmetry. On the other hand, the anti-symmetric
form factor ∆A

q (k) preserves only PT symmetry while breaks C symmetry. Thus,
∆A

q (k) has a U(4)P symmetry. The symmetries of form factors give rise to the
symmetries of the interaction term. As a result, ĤS and ĤA have U(4)P × U(4)C
symmetry and U(4)P symmetry, respectively. Similarly, for the symmetric kinetic
term, ϵS(k) anti-commutes with both PT and C symmetry, thus enforcing a U(4)C
symmetry. However, the anti-symmetric kinetic term ϵA(k) anti-commutes with PT
and commutes with C symmetry, leading to the original U(2)K × U(2)K′ symmetry.

2.8 Energy scales

The associated energy scales of ĤS
I , ϵS(k), ĤA

I , and ϵA(k) are denoted as US, tS,
UA, and tA respectively. Table 2.1 summarizes the symmetries of different terms and
their energy scales.[12] The energy scale is calculated using the maximum absolute
value.

Term Energy Scale Symmetry Type
US 15− 25 meV U(4)P × U(4)C symmetric
tS 4− 6 meV U(4)C symmetric
UA 4− 6 meV U(4)P anti-symmetric
tA 0.5− 1 meV U(2)K × U(2)K′ anti-symmetric

Table 2.1: Energy scales of symmetric and anti-symmetric complements. This energy
scales are firstly calculated by Ref [12].

For the kinetic terms, we can estimate the energy scales associated with the
symmetric and anti-symmetric terms by averaging |ϵ0(k)| and |ϵx(k) + iϵy(k)|:

tS =
1

Nk

∑
k

|ϵx(k) + iϵy(k)|, (2.31)

tA =
1

Nk

∑
k

|ϵ0(k)|, (2.32)
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where Nk is the number of k points.
For the interaction terms, the q-averaged form factors can be used to define a

characteristic scale for ĤS and ĤA in Eq. (2.19) by estimating the maximum absolute
value of the exchange (Fock energy) as

US =
1

2ANk

∑
k,q

Vq|F S
q (k)|2, (2.33)

UA =
1

2ANk

∑
k,q

Vq(2|F S
q (k)F

A
q (k)|+ |FA

q (k)|2). (2.34)

Here, Nk is the number of k points, and A is the area of the system.
The plots of energy functions of US, tS, UA and tA can be found in previous

works [12]. Averaging these functions over k provide the values for the bounds: US
and UA are determined to be 18, and 4.5 meV, respectively. [12] Additionally, we
find tS = 5 meV and tA = 0.5 meV. [12] With these energy scales, it follows that
US ≫ UA, tS, tA. As a result, starting from the exact solutions of ĤS

I , the energy
scales enable us to employ the perturbation theory to compute the ground state
energies of ĤA

I , Ĥ
S
0 . Furthermore, since we have UA, tS ≫ tA, we can then apply

second-order perturbation theory to determine the energies of ĤA
0 .

2.9 Mean-Field Methods

Figure 2.3: Degenerate levels of the U(2) × U(2) symmetry in the spinless model.
This figure is firstly drawn by Ref [12].

Mean-field methods, such as Hartree-Fock method, are commonly employed in
the numerical calculations of the IBM Hamiltonian. In Hartree-Fock calculations,



CHAPTER 2. REPRESENTATION ANALYSIS AND APPROXIMATE
SYMMETRY 35

we solve for the set of self-consistent ground-state Slater determinant states char-
acterized by the one-electron density matrices. During numerical simulations, vari-
ous initial conditions and symmetries are enforced, including C2z, C3, T , P , UV (1)
and C2zT symmetry. Depending on the different enforced symmetries, these self-
consistent solutions can be grouped into five categories: a) Quantum Hall (QH)
insulator state, that preserves C2z and UV (1) symmetry, while breaks T symmetry;
b) Valley-Hall (VH) state, that preserves T and UV (1) symmetry, while breaks C2z

symmetry; ; c) Semi-Metallic (SM) state, that preserves C2z, T and UV (1) symmetry,
while breaks C3 symmetry; ; d) Valley-Polarized (VP) state, that preserves C2zT and
UV (1) symmetry, while breaks C2z and T symmetry; ; e) Kramers Inter-Valley Co-
herent (K-IVC) state, that preserves a combined symmetry T ′ = τyK, while breaks
T and UV (1) symmetry. More details are in Table 2.2.

states preserve break
QH C2z, UV (1) T
VH T , UV (1) C2z

SM C2z, T , UV (1) C3

VP C2zT , UV (1) C2z, T
K-IVC T ′ = τyK T , UV (1)

Table 2.2: Slater determinant states and their symmetries

After defining the self-consistent states, we can use perturbation theory to com-
pute the approximate ground state energies. The IBM Hamiltonian can be decom-
posed into four parts using the generators we defined in previous sections:

ĤIBM = ĤS
0 + ĤA

0 + ĤS
I + ĤA

I + ĤS
0 + ĤA

0 ,

where the associated energy scales of these four terms are US, tS, UA and tA, respec-
tively, as shown in Figure 2.1. It’s worth noting that only ĤS

I preserves U(4)×U(4),
and US is significantly larger than the other terms. Therefore, we can initiate the
calculations from the exact solutions of ĤS

I and subsequently introduce other terms
to lift the degeneracy of states. Second-order perturbation theory is applied, and the
density matrix is expressed as P = 1

2
(1 +Q).

Exact Solutions of ĤS
I

Remark 3. Any state Q satisfying [Q, σzτz] = 0 is a ground state of ĤS
I .
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All K-IVC, QH, VH, SM, VP states satisfy [Q, σzτz] = 0, and therefore are
all ground states of ĤS

I . The proof of this statement is straightforward. ĤS
I =

1
2A

∑
q Vqδρ

S
qδρ

S
−q is a positive semi-definite operator, which implies that any state

satisfying δρSq |Ψ >= 0 for q ̸= 0 is a ground state. Using VP states as an example
here, the Slater determinant of VP states with completely filled bands can be written
as

|ΨV P ⟩ =
∏
k′

c†k′,+,A
c†k′,+,B

|0⟩

For operator ρSq ,

ρSq =
∑

k∈MBZ

∑
τσ,τ ′σ′

c†k,τ,σ[∆q(k)S]τσ,τ ′σ′ck+q,τ ′,σ′ ,

note that for q ̸= 0,
c†k,τ,σck+q,τ ′,σ′ |ΨV P ⟩ = 0,

the action of operator ρSq on this VP state is

ρSq |ΨV P ⟩ = 0,

for all q ̸= 0.
Also note that δρSq = ρSq − ρ̄Sq , ρ̄Sq = ⟨ρq⟩ = ⟨Ψbase|ρq|Ψbase⟩. There are several

different possible choices for base state Ψbase, such as |ΨV P ⟩ with

⟨ΨV P |ρSq |ΨV P ⟩ = 0, q ̸= 0,

and

⟨ΨV P |ρS0 |ΨV P ⟩ =
∑
k

∑
τσ,τ ′σ′

⟨ΨV P |[∆S
0 (k)]τσ,τ ′σ′c†k,τ,σck,τ ′,σ′|ΨV P ⟩ ,

=
∑
k

∑
τσ,τ ′σ′

⟨ΨV P |[∆S
0 (k)]τσ,τ ′σ′δτ,+δτ ′,+δσ,σ′|ΨV P ⟩ ,

=
∑
k

∑
σ

⟨ΨV P |[∆S
0 (k)]+σ,+σ|ΨV P ⟩ ,

=
∑
k

∑
σ

[∆S
0 (k)]+σ,+σ.

Note that [∆0(k)]+σ,+σ = ⟨k,+, σ|k,+, σ⟩ = 1, then

[∆S
0 (k)]+σ,+σ = [

1

2
(∆q(k) + σz∆0(k)σz)]+σ,+σ = 1.
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Therefore ⟨ΨV P |ρS0 |ΨV P ⟩ = 2Nk, where Nk is the number of k points.
Similarly, for VH states |ΨV H⟩ =

∏
k′ c

†
k′,+,A

c†k′,−,A |0⟩, and QH states |ΨQH⟩ =∏
k′ c

†
k′,+,A

c†k′,−,B |0⟩, they both satisfy:

⟨ΨV H |ρS0 |ΨV H⟩ =
∑
k

∑
τ

[∆S
0 (k)]τA,τA = 2Nk,

⟨ΨQH |ρS0 |ΨQH⟩ =
∑
k

∑
τ ·σ=1

[∆S
0 (k)]τσ,τσ = 2Nk.

Then for operator δρSq , we have

δρSq |ΨV P ⟩ = 0

for q ̸= 0, and
⟨ΨV P |δρSq |ΨV P ⟩ = ⟨ΨV P |ρSq − ρ̄Sq |ΨV P ⟩ = 0,

for q = 0.
Finally, for Hamiltonian HS, we have

⟨ΨV P |HS|ΨV P ⟩ = ⟨ΨV P |
1

2A

∑
q

Vqδρ
S
q δρ

S
−q|ΨV P ⟩ ,

=
V0
2A

⟨ΨV P |δρS0 δρS0 |ΨV P ⟩ ,

=
V0
2A

| ⟨ΨV P |δρS0 |ΨV P ⟩ |2,
= 0.

Since HS is a positive semi-definite operator, |ΨV P ⟩ is the ground state of ĤS
I . Besides

the VP state, the other K-IVC, QH, VH, SM states are also the ground states of ĤS
I ,

and Hartree-Fock can find the exact solution of ĤS
I using these states in principle.

Energy Contributions of ĤS
0

Starting from a VP state, we select an electron-hole pair with momentum k and valley
τ = K, defining a state where one electron with Chern number +1 is annihilated,
and one hole with Chern number −1 is filled:

|Ψk⟩ = c†k,K,−1ck,K,+1 |ΨV P ⟩ , (2.35)
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then the energy of this state is given by

Ek,k′ = ⟨Ψk|ĤS
I |Ψk′⟩ ,

= ⟨Ψk|
1

2A

∑
q

Vqδρ
S
qδρ

S
−q|Ψk′⟩ . (2.36)

Using Eq. Eq. (2.21) and the fact that ∆q(k)
† = ∆−q(k+ q), we have

ρSq |Ψk⟩ =
∑
k′′

∑
τσ,τ ′σ′

[∆S
q(k

′′)]τσ,τ ′σ′c†k′′,τ,σck′′+q,τ ′,σ′ |Ψk⟩ ,

=
∑
k′′

∑
τσ,τ ′σ′

[F S
q (k

′′)eiΦ
S
q(k

′′)σzτz ]τσ,τ ′σ′c†k′′,τ,σck′′+q,τ ′,σ′ |c†k,K,−1ck,K,+1ΨV P ⟩ ,

=
∑
k′′

∑
τσ,τ ′σ′

[F S
q (k

′′)eiΦ
S
q(k

′′)σzτz ]τσ,τ ′σ′c†k′′,τ,σck′′+q,τ ′,σ′c†k,K,−1ck,K,+1 |ΨV P ⟩ ,

=
∑
k′′

∑
σ,σ′

[F S
q (k

′′)eiΦ
S
q(k

′′)σzτz ]τσ,τ ′σ′c†k′′,K,σck′′+q,K,σ′c†k,K,−1ck,K,+1 |ΨV P ⟩ ,

=
∑
k′′

F S
q (k

′′)eiΦ
S
q(k

′′)c†k′′,K,+1ck′′+q,K,+1c
†
k,K,−1ck,K,+1 |ΨV P ⟩

+ F S
q (k

′′)e−iΦ
S
q(k

′′)c†k′′,K,−1ck′′+q,K,−1c
†
k,K,−1ck,K,+1 |ΨV P ⟩ ,

= F S
q (k)e

iΦSq(k)c†k,K,+1ck+q,K,+1c
†
k,K,−1ck,K,+1 |ΨV P ⟩

+ F S
q (k− q)e−iΦ

S
q(k−q)c†k−q,K,−1ck,K,−1c

†
k,K,−1ck,K,+1 |ΨV P ⟩ ;

ρS−q |Ψk′⟩ =
∑
k′′

F S
−q(k

′′)eiΦ
S
−q(k

′′)c†k′′,K,+1ck′′−q,K,+1c
†
k′,K,−1ck′,K,+1 |ΨV P ⟩

+ F S
−q(k

′′)e−iΦ
S
−q(k

′′)c†k′′,K,−1ck′′−q,K,−1c
†
k′,K,−1ck′,K,+1 |ΨV P ⟩ ,

= F S
−q(k

′)eiΦ
S
−q(k

′)c†k′,K,+1ck′−q,K,+1c
†
k′,K,−1ck′,K,+1 |ΨV P ⟩

+ F S
−q(k

′ + q)e−iΦ
S
−q(k

′+q)c†k′+q,K,−1ck′,K,−1c
†
k′,K,−1ck′,K,+1 |ΨV P ⟩ ,

= [F S
q (k

′ − q)]†ei[Φ
S
q(k

′−q)]†c†k′,K,+1ck′−q,K,+1c
†
k′,K,−1ck′,K,+1 |ΨV P ⟩

+ [F S
q (k

′)]†e−i[Φ
S
q(k

′)]†c†k′+q,K,−1ck′,K,−1c
†
k′,K,−1ck′,K,+1 |ΨV P ⟩ .



CHAPTER 2. REPRESENTATION ANALYSIS AND APPROXIMATE
SYMMETRY 39

As a result, the energy of this state is changed into

Ek,k′ =
1

2A

∑
q

Vq ⟨Ψk|δρSqδρS−q|Ψk′⟩ ,

=
1

2A

∑
q

Vq(2δk,k′|F S
q (k)|2 − 2δk+q,k′|F S

q (k)|2e2iΦ
S
q(k)),

=
1

A

∑
q

Vq|F S
q (k)|2(δk,k′ − δk+q,k′e2iΦ

S
q(k)).

(2.37)

Then we obtain the second-order energies:

∆E(2) = − 1

Nk

∑
k,k′

[ϵx(k) + iϵy(k)](Ek,k′)−1[ϵx(k
′)− iϵy(k

′)] = −J. (2.38)

Note that we mentioned earlier that U(4)R commutes with σx. According to
second perturbation theory, when Q doesn’t commute with σx, the energy is lowered
by J ∼ tS/US ∼ 1− 2emV .

Energy Contributions of ĤA
I

Note that we mentioned that U(4)PT commute with σxτz before. By second per-
turbation theory, when Q doesn’t commute with σxτz, the energy is increased by
λ ∼ U2

A/US ∼ 1meV .

Energy Contributions of ĤA
0

To understand the competition between different states, we will start with spin-
less model and replace U(4) → U(2). The occupation of different states is shown
in Fig. 2.4. For example, VH states preserve time reversal symmetry, so the energy
stays the same when we map two valleys into each other, as shown in the second
row. QH states preserve C2 symmetry, so the energy stays the same when we map
two valleys into each other and two sublattices into each other simultaneously.

As depicted in Fig. 2.4, [Q, σx] = 0 holds for VP states, so the energy reduction
from tS is blocked; [Q, σxτz] holds for VP/K-IVC states, so the energy increase from
UA is blocked. In summary, K-IVC states have the lowest energy.
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Figure 2.4: Schematic illustration of the symmetry reduction and ground-state se-
lection in the spinless model. The first and second row represent the intersublattice
dispersion and interaction respectively. This numerical methods are firstly discussed
in Ref [12].
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Chapter 3

Exact Ground States and Neutral
Excitations

In this chapter, we validate the exact ground states for twisted bilayer graphene using
perturbation theory. These exact ground states were initially proposed and discussed
in Refs [58, 7, 108]. Our derivation in this chapter follows a similar approach to the
one outlined in Chapter 2.[45, 44, 84, 12, 34, 9] There are mainly three difference: a)
we derive the exact ground states for multiple integer fillings −4 ≤ v ≤ 4 relative to
charge neutrality; b) we adopt a new perspective (Chern band basis) instead of the
representation analysis; c) we consider the spin dimension here, although it doesn’t
significantly alter the results. The general existence of U(2)K × U(2)K′ symmetry
implies that our Hamiltonian is independent of spin.

In practice, we often assume that the flat bands [13, 79, 112, 66, 89, 109, 65]
in the BM model have exactly zero eigenvalues, resulting in a zero kinetic term in
our projected IBM model, i.e., Ĥ0 = 0. However, this assumption doesn’t hold in
most cases and introduces a small energy correction to our ground state calcula-
tions. In addition to the flat band assumption, we can decompose our form factors
into a chiral-symmetric part ĤS

I and a nonchiral-symmetric part ĤA
I . The chiral-

symmetric part ĤS
I exhibits a convenient U(4)×U(4) symmetry[12, 9, 58], allowing

for the straightforward determination of exact ground states for all integer fillings.
Subsequently, starting from the exact solutions of the chiral-symmetric part, we treat
the contribution from the nonchiral-symmetric part as an energy correction with a
relatively low energy scale. Consequently, perturbation theory is employed here to
discuss the exact ground states and their corresponding neutral excitations.[9]
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3.1 Chern band basis and Projected Hamiltonian
In Section 2.2, we introduced the representation matrices of symmetries, where these
matrices denote the action of the corresponding symmetries in the space l, µ, σ. How-
ever, we are not always working in the original basis. Sometimes, it is more convenient
to choose a specific band space and perform a unitary projection on the Hamiltonian,
especially for numerical simulations. In this context, the matrix representation of
symmetries in the new band space is referred to as sewing matrices. In this section,
we provide the definition of the sewing matrices in the Chern band basis.

Electronic Structure

Let’s begin by reviewing the electronic structure of the BM Hamiltonian in Eq. (1.21).[9]
The eigenstates unτ (k, l, σ) of the BM Hamiltonian Ĥ0 with eigenvalues ϵnτ (k) can
be expressed as follows:

Ĥ0unτ (k, l, σ) = ϵnτ (k)unτ (k, l, σ), (3.1)

where n denotes the band number, and k, l, τ , σ represent the momentum, valley,
and sublattice, respectively. It’s important to note that the energies ϵnτ (k) only
depend on the valley and band number. Additionally, the existence of C2z symmetry
and particle-hole symmetry P imposes constraints on the eigenstates:

ϵnτ (k) = ϵn,−τ (−k), ϵnτ (k) = −ϵ−n,τ (−k). (3.2)

In the given band basis, the creation operators are transformed as follows:

f̂ †
n,k,τ =

∑
l,σ

unτ (k, l, σ)ĉ
†
k,l,τ,σ. (3.3)

The corresponding projected Hamiltonian can then be written as:

Ĥ0 =
∑
k

∑
nτ

ϵnτ (k)f̂
†
n,k,τ f̂n,k,τ ,

which satisfies
Ĥ0f̂

†
n,k,τ |vac⟩ = ϵnτ (k)f̂

†
n,k,τ |vac⟩ .

Matrix representation

In this subsection, we will delve into the matrix representations of symmetries in the
band space, known as sewing matrices. Assuming the action of a unitary operator g is
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gĉ†k,l,τ,σg
−1 =

∑
l′τ ′σ′ ĉ

†
gk,l′,τ ′,σ′ [D(g)]lτσ,l′τ ′σ′ , where D(g) is the representation matrix

of operator g. For computational convenience, we will use the abbreviation α = (l, σ)
and express unτ (k) as a vector, and D(g) and ĥ(k) as matrices:

(ĥ(k)unτ (k))(α) = ϵnτ (k)unτ (k, α),

(D(g)unτ (k))(α) =
∑
α′

[D(g)]αα′unτ (k, α
′).

Due to the commutation relation D(g)ĥ(k) = ĥ(gk)D(g), D(g)unτ (k) is also an
eigenfunction of ĥ(gk) with the eigenvalue ϵnτ (gk) = ϵnτ (k). This implies:

D(g)ĥ(k)unτ (k) = D(g)ϵnτ (k)unτ (k) = ϵnτ (k)D(g)unτ (k),

ĥ(gk)D(g)unτ (k) = ϵnτ (gk)D(g)unτ (k).

Therefore, [D(g)]ττ ′unτ (k) is an eigenfunction of h(gk), expressed as

[D(g)]ττ ′unτ (k) =
∑
m

[B(g)]k,mτ ′,nτumτ ′(gk), (3.4)

where [B(g)]k,mτ ′,nτ is a matrix with dimension equal to the number of indices in α,
given by:

[B(g)]k,mτ ′,nτ = ⟨umτ ′(gk)|[D(g)]ττ ′ |unτ (k)⟩ . (3.5)

For the action of unitary operator g, we have

gf̂ †
n,k,τg

−1 = g(unτ (k)ĉ
†
k,τ )g

−1,

= gĉ†k,τg
−1unτ (k),

=
∑
τ ′

ĉ†gk,τ ′ [D(g)]τ,τ ′unτ (k),

=
∑
τ ′

ĉ†gk,τ ′ [D(g)]ττ ′unτ (k),

=
∑
τ ′

ĉ†gk,τ ′
∑
m

[B(g)]k,mτ ′,nτumτ ′(gk),

=
∑
m

umτ ′(gk)ĉ
†
gk,τ ′ [B(g)]k,mτ ′,nτ .

=
∑
m

f̂ †
m,gk,τ [B(g)]k,mτ ′,nτ .
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Similarly, for an anti-unitary operator g, we get

[D(g)]ττ ′u
∗
nτ (k) =

∑
m

[B(g)]k,mτ ′,nτumτ ′(gk), (3.6)

[B(g)]k,mτ ′,nτ = ⟨umτ ′(gk)|[D(g)]ττ ′ |u∗nτ (k)⟩ , (3.7)

gf̂ †
n,k,τg

−1 =
∑
m

f̂ †
m,gk,τ [B(g)]k,mτ ′,nτ . (3.8)

For 1-RDM [P (k)]nτ,mτ ′ = ⟨f̂ †
m,k,τ ′ f̂n,k,τ ⟩, we will have

gP (k)g−1 = (B†(g)P (k)B(g)− P (k))nm.

Gauge Fixing

Due to symmetry operations of C2x, C2z, and C3z, we find that ϵn(k) = ϵn(C2xk) =
ϵn(C2zk) = ϵn(C3zk). The phases of unτ (k) can be chosen arbitrarily.

Utilizing Eq. (3.4), we can express the sewing matrices for the anti-unitary sym-
metry C2zT , the Chern number C, and the unitary symmetry C2x and C3z as follows:

D[C2zT ]u∗nτ (k) =
∑
m

[B(C2zT )]mnumτ (k), [B(C2zT )]mn = δmne
iψ
C2zT
n (k), (3.9)

D[C2x]unτ (k) =
∑
m

[B(C2x)]mnumτ (C2xk), [B(C2x)]mn = δmne
iψ
C2x
n (k), (3.10)

D[C3z]unτ (k) =
∑
m

[B(C3z)]mnumτ (C3zk), [B(C3z)]mn = δmne
iψ
C3z
n (k). (3.11)

It’s important to note that both P and T symmetries include a complex conjugation
operator.

For the case of the Chern number C = σz in the valleyless scenario, we define the
sewing matrices as

D[C]unτ (k) =
∑
m

[B(C)]mnumτ (k). (3.12)

Assume the selection of two flat bands, the sewing matrices for C2zT and C (both
independent of k) are constrained by the conditions:

(C2zT )2 = C2 = 1, {C2zT , C} = 0,

which implies:

[B(C2zT )]2 = B[C]2 = I, B(C2zT )B∗(C) +B(C)B(C2zT ) = 0,
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yielding:

B(C2zT ) =

(
eiψ

C2zT
0 (k) 0

0 eiψ
C2zT
1 (k)

)
, B(C) = ±

 0 −iei
ψ
C2zT
0 (k)−ψC2zT

1 (k)

2

iei
ψ
C2zT
1 (k)−ψC2zT

0 (k)

2 0

 .

Fixing the phases of wavefunctions and the gauge of sewing matrices, we can simplify
this to:

B(C2zT ) =

(
1 0
0 1

)
, B(C) =

(
0 −i
i 0

)
.

We can interpret this gauge fixing as follows:

C2zT = σxK → K, C = σz → σy.

Additionally, the Chern band basis can be chosen as:

v(±k) =
1√
2
(u+(k)± iu−(k)), B(C)v(±k) = ±v(±k). (3.13)

Continuing the derivation of the sewing matrices from a new perspective, we
leverage the relations:

[C2zT ,PT ] = 0, {C2zT , C} = 0,

which is equivalent to:

B(C2zT )B∗(C) +B(C)B(C2zT ) = 0, B(C2zT )B∗(PT ) = B(PT )B∗(C2zT ).

Note that C2zT , PT , C don’t change k, and C2zT , PT are anti-unitary, while C is
unitary.

The sewing matrices for C2zT , C and PT take the form:

B(C2zT ) =

(
a1 b1
c1 d1

)
,

B(C) =

(
a2 b2
c2 d2

)
,

B(PT ) =

(
a3 b3
c3 d3,

)
.
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B(C2zT )B∗(PT ) = B(PT )B∗(C2zT )

B(C2zT )B∗(PT ) =

(
a1 b1
c1 d1

)(
a∗3 b∗3
c∗3 d∗3

)
=

(
a1a

∗
3 + b1c

∗
3 a1b

∗
3 + b1d

∗
3

c1a
∗
3 + d1c

∗
3 c1b

∗
3 + d1d

∗
3

)
,

B(PT )B∗(C2zT ) =

(
a3 b3
c3 d3

)(
a∗1 b∗1
c∗1 d∗1

)
=

(
a∗1a3 + c∗1b3 b∗1a3 + d∗1b3
a∗1c3 + c∗1d3 b∗1c3 + d∗1d3

)
,

a1a
∗
3 + b1c

∗
3 = a∗1a3 + c∗1b3, a1b

∗
3 + b1d

∗
3 = b∗1a3 + d∗1b3,

c1a
∗
3 + d1c

∗
3 = a∗1c3 + c∗1d3, c1b

∗
3 + d1d

∗
3 = b∗1c3 + d∗1d3.

We choose C2zT and PT to be anti-diagonal matrices:

a1 = d1 = a3 = d3 = 0,

implying
b1c

∗
3 = c∗1b3.

To simplify, we set b1 = c1 = 1, resulting in b3 = −i and c3 = i.

B(C2zT )B∗(C) +B(C)B(C2zT ) = 0

B(C2zT )B∗(C) =

(
a1 b1
c1 d1

)(
a∗2 b∗2
c∗2 d∗2

)
=

(
a1a

∗
2 + b1c

∗
2 a1b

∗
2 + b1d

∗
2

c1a
∗
2 + d1c

∗
2 c1b

∗
2 + d1d

∗
2

)
,

B(C)B(C2zT ) =

(
a2 b2
c2 d2

)(
a1 b1
c1 d1

)
=

(
a1a2 + c1b2 b1a2 + d1b2
a1c2 + c1d2 b1c2 + d1d2

)
,

a1a
∗
2 + b1c

∗
2 + a1a2 + c1b2 = 0, a1b

∗
2 + b1d

∗
2 + b1a2 + d1b2 = 0,

c1a
∗
2 + d1c

∗
2 + a1c2 + c1d2 = 0, c1b

∗
2 + d1d

∗
2 + b1c2 + d1d2 = 0.

Given a1 = d1 = 0 and b1 = c1 = 1, we find

a∗2 + d2 = b∗2 + c2 = 0.

Further setting b2 = c2 = 0, a2 = 1, and d2 = −1, we obtain the final form for the
sewing matrices:

B(C2zT ) =

(
0 1
1 0

)
∼ σx, B(PT ) =

(
0 −i
i 0

)
∼ σy, B(C) =

(
1 0
0 −1

)
∼ σz.
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Projected Hamiltonian with Coulomb Interaction

In this subsection, we introduce the Coulomb interaction to the BM model in Eq. (1.21),
resulting in an interacting Bistritzer-MacDonald (IBM) model. We use the eigen-
states unτ (k, l, σ) of the BM model to conduct the projection on the IBM model.
For simplicity, the index l, σ can appear either as a subscript or in the parenthesis,
i.e., φnkτ,σ,l(G) ≡ φnkτ (G, σ, l). We do not assume any specific properties for the
chiral model in this section, making the discussion applicable to the general 2-band
IBM model. The notation α = (G, σ, l) is used to denote the internal indices for
convenience.

The creation operator associated with a band takes the form

f̂ †
n,k,τ =

∑
G,σ

ĉ†k+G,t,τ,σunτ (k,G, σ, t) +
∑
G,σ

ĉ†k+G,b,τ,σunτ (k,G, σ, b).

We also define
φnk(r, σ, l) =

1√
Nk

eik·runτ (k, r, σ, l),

where unτ (k, ·, σ, l) is periodic with respect to L.
Assume no truncation with respect to the G index, we have

f̂ †
n,k,τ =

∑
G,σ,l

ĉ†k+G,l,τ,σunτ (k,G, σ, l),

=
1√

Nk |Ω|

∫
ΩNk

∑
G,σ,l

â†r,l,τ,σe
i(k+G)·runτ (k,G, σ, l) dr

=
∑
σ,l

∫
ΩNk

â†r,l,τ,σφnkτ (r, σ, l) dr.

(3.14)

Here ΩNk
is the moiré supercell, whose area is Nk |Ω|, and â†r,l,τ,σ denotes the creation

operator in real space. Considering only valley τ = K and defining f̂ †
nk = f̂ †

n,k,τ=K,
φnk = φnkτ=K, the interacting model is a quartic Hamiltonian (when focusing on the
K valley, k is centered at Kt):

Ĥ =
1

2

∑
k,k′,k′′∈Ω∗

k′′′=k+k′−k′′

∑
mm′nn′

⟨mk,m′k′|nk′′, n′k′′′⟩ f̂ †
mkf̂

†
m′k′ f̂n′k′′′ f̂nk′′ ,

(3.15)

where there exist 2 flat bands in valley K, so the band index m,n,m′, n′ ∈ {±1}
loops over the flat bands only.
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In practical applications, we often consider the screened Coulomb interaction,
referred to as a double-gate screened Coulomb potential, given by:

V (r) = Ud

∞∑
n=−∞

(−1)n√
|r|2 + (nd)2

. (3.16)

Here, Ud = ϵ−1 parametrizes the strength of the screened Coulomb interaction, and ϵ
is the screening constant. In Fourier space, the Coulomb interaction takes the form:

V (q) =

∫
V (r)e−iq·r dr = 2πUd

tanh(|q| d/2)
|q| . (3.17)

Then electron repulsion integrals (ERI) are denoted by ⟨mk,m′k′|nk′′, n′k′′′⟩ in
valley K, satisfying the crystal momentum conservation k+ k′ + k′′ + k′′′ ∈ L∗. The
ERI can be expressed as

⟨mk,m′k′|nk′′, n′k′′′⟩

=
∑
σ,l,σ′,l′

∫
ΩNk

V (r− r′)φ∗
mk(r, σ, l)φ

∗
m′k′(r′, σ′, l′)φnk′′(r, σ, l)φn′k′′′(r′, σ′, l′) dr dr′

=
1

N2
k

∫
ΩNk

V (r− r′)eiq·(r−r′)ϱmk,n(k+q)(r)ϱm′k′,n′(k′−q)(r
′) dr dr′,

(3.18)

where q = k′′−k, and by crystal momentum conservation, we can choose k′′′ = k′−q.
The pair product of the periodic components of the flat bands in the real space

(summed over the sublattice and layer indices) is defined as

ϱmk,nk′′(r) =
∑
σ,l

u∗m(k, r, σ, l)un(k
′′, r, σ, l)

=
1

|Ω|2
∑
G,G′

∑
σ,l

u∗m(k,G
′, σ, l)un(k

′′,G, σ, l)ei(G−G′)·r

=
1

|Ω|2
∑
G

∑
G′

∑
σ,l

u∗m(k,G
′, σ, l)un(k

′′,G+G′, σ, l)eiG·r

=
1

|Ω|2
∑
G

∑
G′

∑
σ,l

u∗m(k,G
′, σ, l)un(k

′′ +G,G′, σ, l)eiG·r

=
1

|Ω|
∑
G

eiG·rϱmk,nk′′(G).

(3.19)
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The Fourier coefficients of the pair product satisfy

ϱmk,n(k+q)(G) =
1

|Ω|
∑

G′∈L∗

∑
σ,l

u∗m(k,G
′, σ, l)un(k+ q+G,G′, σ, l) = [Λk(q+G)]mn,

(3.20)
where the matrix Λk(q+G) is called the form factor.

From Eq. (3.20) we can verify that the form factor satisfies the symmetry condi-
tion

[Λk(q+G)]∗mn = [Λk+q(−q−G)]nm, (3.21)

and
Λk+G′(q+G) = Λk(q+G), ∀G′ ∈ L∗. (3.22)

Using the definitions of the Coulomb interaction V (q) in Eq. (3.17) and the form
factor in Eq. (3.20), the ERI can be expressed in the Fourier space as:

⟨mk,m′k′|nk′′, n′k′′′⟩ = 1

|Ω|Nk

∑
G∈L∗

V (q+G)ϱmk,n(k+q)(G)ϱm′k′,n′(k′−q)(−G).

=
1

|Ω|Nk

∑
G∈L∗

V (q+G)[Λk(q+G)]mn[Λk′(−q−G)]m′n′ .

(3.23)

Finally, the single-valley (τ = K) IBM Hamiltonian can be written as

ĤIBM =
1

2

∑
k,k′,k′′∈Ω∗

∑
mm′nn′

⟨mk,m′k′|nk′′, n′k′′′⟩ f̂ †
mkf̂

†
m′k′ f̂n′k′′′ f̂nk′′

=
1

2|Ω|Nk

∑
k,k′,k+q=k′′∈Ω∗

∑
mm′

∑
G∈L∗

V (q+G)[Λk(q+G)]mn

× [Λk′(−q−G)]m′n′ f̂ †
mkf̂

†
m′k′ f̂n′(k′−q)f̂n(k+q).

(3.24)

Next, we briefly discuss the properties of IBM model at the chiral limit. (ICM
model) In the chiral model, since each flat band can be fully polarized (i.e. completely
supported on either the A site or B site) along the sublattice direction A,B, the
sublattice index is identical to the band index. Therefore

f̂ †
nk =

∑
G,l

ĉ†n,l(k+G)un(k,G, n, l) =

∫
ΩNk

â†r,n,lφnk(r, n, l). (3.25)

The pair product takes the form

ϱmk,nk′′(r) =
∑
σ,l

u∗m(k, r, σ, l)un(k
′′, r, σ, l) = ϱmk,mk′′(r)δm,n. (3.26)
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Here the Kronecker delta δm,n is due to that unτ (k) is fully polarized along σ. We
can also redefine the summation range of q to restrict it to the Brillouin zone:

ĤICM =
1

2

∑
k,k′,k′′∈Ω∗

∑
mm′nn′

⟨mk,m′k′|nk′′, n′k′′′⟩ f̂ †
mkf̂

†
m′k′ f̂n′k′′′ f̂nk′′

=
1

2|Ω|Nk

∑
q∈Ω∗

∑
G∈L∗

∑
k,k′∈Ω∗

∑
mm′

V (q+G)[Λk(q+G)]mm

× [Λk′(−q−G)]m′m′ f̂ †
mkf̂

†
m′k′ f̂m′(k′−q)f̂m(k+q).

(3.27)

The chiral model satisfies the C2zT symmetry and the C2x symmetry. These
have direct implications in the form factor. These are most conveniently expressed
first with respect to the pair product in the real space formulation, and then the
properties on the form factors by performing a Fourier transform.

The C2zT symmetry gives

ϱ1k,1k′′(r) =
∑
l

u∗1,k(r, 1, l)u1k′′(r, 1, l),

=
∑
l

u−1,k(−r,−1, l)u∗−1,k′′(−r,−1, l) = ϱ∗−1k,−1k′′(−r).
(3.28)

Therefore

[Λk(q+G)]1,1 =

∫
Ω

e−iG·rϱ1k,1k′′(r) dr,

=

∫
Ω

eiG·rϱ∗−1k,−1k′′(r) dr = [Λk(q+G)]∗−1,−1.

(3.29)

Therefore in the ICM model, the C2zT symmetry implies that the form factor (as a
diagonal matrix) can be written as

[Λk(q+G)] = α0(k,q+G)σ0 + iαz(k,q+G)σz, (3.30)

where α0, αz are real functions.
The general condition Eq. (3.21) gives

α0(k,q+G) = α0(k+ q,−q−G), αz(k,q+G) = −αz(k+ q,−q−G). (3.31)
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The C2x symmetry gives

ϱ1k,1k′′(r) =
∑
l

u∗1,k(r, 1, l)u1k′′(r, 1, l)

=
∑
l

u−1,k∗(−r∗,−1,−l)u∗−1,k′′∗(−r∗,−1,−l)

=
∑
l

u−1,k∗(−r∗,−1, l)u∗−1,k′′∗(−r∗,−1, l)

=ϱ∗−1k∗,−1k′′∗(−r∗).

(3.32)

Then

[Λk(q+G)]1,1 =

∫
Ω

e−iG·rϱ1k,1k′′(r) dr

=

∫
Ω

e−iG·rϱ∗1k∗,1k′′∗(−r∗) dr

=

∫
Ω

eiG·rϱ∗1k∗,1k′′∗(r∗) dr

=

∫
Ω

eiG
∗·rϱ∗1k∗,1k′′∗(r) dr

=[Λk∗(q∗ +G∗)]∗1,1.

(3.33)

This gives an additional relation

α0(k,q+G) = α0(k
∗,q∗ +G∗), αz(k,q+G) = −αz(k∗,q∗ +G∗). (3.34)

Now for the particle-hole symmetry, we have

ϱ1k,1k′′(r) =
∑
l

u∗1,k(r, 1, l)u1k′′(r, 1, l)

=
∑
l

u∗1,−k(−r, 1,−l)u1,−k′′(−r, 1,−l)

=ϱ1(−k),1(−k′′)(−r).

(3.35)

In the second equation, we have used the fact that the (−1) sign from ily cancels
when multiplied together. Then

[Λk(q+G)]1,1 =

∫
Ω

e−iG·rϱ1k,1k′′(r) dr

=

∫
Ω

e−iG·rϱ1(−k),1(−k′′)(−r) dr

=[Λ(−k)(−q−G)]1,1.

(3.36)
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This gives an additional relation

α0(k,q+G) = α0(−k,−q−G), αz(k,q+G) = αz(−k,−q−G). (3.37)

Together with Eq. (3.31), we find that at q = 0,

α0(k,G) = α0(−k,−G) = α0(k,−G),

αz(k,G) = −αz(k,−G) = αz(−k,−G).
(3.38)

In particular, we have

αz(−k,G) = −αz(k,G), ∀G ∈ L∗. (3.39)

This gives the the sum rule∑
k

αz(k,G) = 0, ∀G ∈ L∗. (3.40)

This relation plays a key role in understanding the ground state property later.[9,
58, 7]

3.2 Candidate States
Previous theoretical works have identified a wealth of possible candidate states with
close energies, including insulators in the U(4) × U(4) manifold, the nematic semi-
metal (nSM) state, the incommensurate Kekul´e spiral (IKS) state, and the inter-
valley coherent (K-IVC/T-IVC) state.[109, 21, 63, 11, 116, 54] We have discussed
various possible states and their preserved symmetries, as in Table. 2.2. Here we will
rewrite these states using Chern band basis[12] with a fixed gauge:

v±,τ,s(k) =
uτ,σ=+1,s(k)± iuτ,σ=−1,s(k)√

2
. (3.41)

Then our creation/annilation operator in the Chern band basis can be written as

d̂†k,±,τ,s =
ĉ†k,τ,σ=+1,s ± iĉ†k,τ,σ=−1,s√

2
, (3.42)

where ĉ†k,τ,σ,s/ĉk,τ,σ,s is the creation/annilation operator with momentum k in mBZ,
valley τ ∈ {K,K′}, sublattice/band σ = ±1, and spin s = ±1. Then using the
definition of the Chern band basis, we are able to write our candidate states for an
integer filling v + 4 = v+ + v− with total Chern number vC = v+ − v−. Here we let
empty state be |vac⟩.
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• The spin-valley polarized Fock state with Chern number vC = v+ − v−, where
v+ and v− denote the occupation for Chern ± band respectively. And for each
pair of Chern ± band, {τj1 , sj1} is unrelated to {τj2 , sj2}. Therefore, |Ψv+,v−

v ⟩
represents a state that fully occupies any v Chern bands.

|Ψv+,v−
v ⟩ =

∏
k

v+∏
j1=1

d̂†k,+,τj1 ,sj1

v−∏
j2=1

d̂†k,−,τj2 ,sj2
|vac⟩ , (3.43)

• The spin-valley polarized Fock state with Chern number vC = v+ − v−, which
fully occupies or fully emptys valley-spin favors as {τ, s} possible. And for
each pair of Chern ± band, {τj1 , sj1} is equal to {τj2 , sj2}. Therefore, |ΨvC

v ⟩
represents a state that fully occupies valley-spin avors {τj, sj} for 1 ≤ j ≤
min{v+, v−} in both ± Chern bands.

|ΨvC ,full
v ⟩ =

∏
k

v+∏
j=1

d̂†k,+,τj ,sj

v−∏
j=1

d̂†k,−,τj ,sj |vac⟩ , (3.44)

• The spin-valley polarized Fock state with Chern number vC = v+ − v−, which
half occupies valley-spin favors as {τ, s} possible. And for each pair of Chern ±
band, {τj1 , sj1} is different from {τj2 , sj2}. Therefore, |ΨvC

v ⟩ represents a state
that half occupies valley-spin avors {τj, sj} for 1 ≤ j ≤ min{v+, v−} in both ±
Chern bands. Note that where {τj, sj} are the 4 valley-spin favors arbitrarily
sorted in j (1 ≤ j ≤ 4).

|ΨvC ,half
v ⟩ =

∏
k

v+∏
j=1

d̂†k,+,τj ,sj

4∏
j=5−v−

d̂†k,−,τj ,sj |vac⟩ , (3.45)

• The half-occupied Fock state with Chern number vC = 0. For each pair of
Chern ± bands, it will pick the bands within the same valley. Therefore |Ψv⟩
represents a valley-polarized state that fully occupy both two Chern ± bands
within the same valley. This is a special case of |ΨvC

v ⟩ in half-filling system.

|Ψv⟩ =
∏
k

(v+4)/2∏
j=1

d̂†k,+,τj ,sd̂
†
k,−,τj ,s |vac⟩ . (3.46)

• The K-IVC state with Chern number vC = 0, which is fully intervalley coherent.

|ΨK−IVC
v ⟩ =

∏
k

(v+4)/2∏
j=1

∏
n=±

d̂†k,n,τj ,s − nτj d̂
†
k,n,−τj ,s√

2
|vac⟩ . (3.47)
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• The T-IVC state with Chern number vC = 0, which is fully intervalley coherent.

|ΨT−IVC
v ⟩ =

∏
k

(v+4)/2∏
j=1

∏
n=±

d̂†k,n,τj ,s + ind̂†k,n,−τj ,s√
2

|vac⟩ . (3.48)

• The general lowest insulator state with an arbitrary angle γ.

|ΨvC
v ⟩ =

∏
k

min(v+,v−)∏
j=1

∏
n=±

d̂†k,n,τj ,s + eiτjγnτj d̂
†
k,n,−τj ,s√

2

×
max(v+,v−)∏

j=1+min(v+,v−)

d̂†k,sgn(vC),τj ,sj |vac⟩ .
(3.49)

3.3 Flat Band Assumption and Chiral Symmetry
In this section, we present detailed calculations of the exact ground states, build-
ing upon prior work by Lian et al.[58], Bernevig et al.[7], and Xie et al.[108]. We
commence our analysis with a flat band assumption. Specifically, we consider the
assumption that the flat bands of the BM model are perfectly flat, characterized
by zero eigenvalues. Consequently, upon band projection, our resulting Hamiltonian
exhibits zero kinetic terms. This allows us to direct our attention solely towards the
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interaction terms:

ĤI =
1

2|Ω|Nk

∑
k,k′,k+q=k′′∈Ω∗

∑
mnm′n′

∑
G∈L∗

∑
ττ ′

∑
ss′

V (q+G)[Λk(q+G)]τmn

× [Λk′(−q−G)]τ
′

m′n′ ĉ
†
k,τ,m,sĉ

†
k′,τ ′,m′,s′ ĉk′−q,τ ′,n′,s′ ĉk+q,τ,n,s,

=
1

2|Ω|Nk

∑
k,k′,k+q=k′′∈Ω∗

∑
G∈L∗

V (q+G)
∑

mnm′n′

∑
ττ ′

∑
ss′

{[Λk(q+G)]τmnĉ
†
m,k,τ,sĉn,k+q,τ,s −NkAGδq,0}

× {Λk′(−q−G)]τ
′

m′n′ ĉ
†
k′,τ ′,m′,s′ ĉk′−q,τ ′,n′,s′ −NkA−Gδq,0},

+NkAG[Λk′(−G)]τ
′

m′n′ ĉ
†
k′,τ ′,m′,s′ ĉk′,τ ′,n′,s′

+NkA−G[Λk(G)]τmnĉ
†
k,τ,m,sĉk,τ,n,s −N2

kAGA−G

=
1

2|Ω|Nk

∑
k,k′,k+q=k′′∈Ω∗

∑
G∈L∗

V (q+G)
∑

mnm′n′

∑
ττ ′

∑
ss′

{[Λk(q+G)]τmnĉ
†
k,τ,m,sĉk+q,τ,n,s −NkAGδq,0}

× {[Λk′(−q−G)]τ
′

m′n′ ĉ
†
k′,τ ′,m′,s′ ĉk′−q,τ ′,n′,s′ −NkA−Gδq,0}

+ 2NkA−G[Λk(G)]τmnĉ
†
k,τ,m,sĉk,τ,n,s −N2

kAGA−G,

(3.50)

where Nk is the total number of k-grids and AG can be any G-dependent coefficients.
Using the Chern band basis in Eq. (3.42):

ĉ†k,τ,σ=+1,s =
d̂†k,+,τ,s + d̂†k,−,τ,s√

2
,

ĉ†k,τ,σ=−1,s =
d̂†k,+,τ,s − d̂†k,−,τ,s

i
√
2

,

(3.51)

and the chiral symmetry C : [HI , C] = 0, the only nonzero terms in Eq. (3.50)
are d̂†k,n,τ,sd̂k+q,n,τ,sd̂

†
k′,n′,τ ′,s′ d̂k′−q,n′,τ ′,s′ . Consequently, the interaction term is trans-

formed into:

ĤI =
1

2|Ω|Nk

∑
k,k′,k+q=k′′∈Ω∗

∑
G∈L∗

V (q+G)
∑
nn′=±

∑
ττ ′

∑
ss′

{[Λk(q+G)]τnd̂
†
k,n,τ,sd̂k+q,n,τ,s −NkAGδq,0}

× {[Λk′(−q−G)]τ
′

n′ d̂
†
k′,n′,τ ′,s′ d̂k′−q,n′,τ ′,s′ −NkA−Gδq,0}

+ 2NkA−G[Λk(G)]τnd̂
†
k,n,τ,sd̂k,n,τ,s −N2

kAGA−G.

(3.52)
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The first term in Eq. (3.50) is semi-positive definite, owing to the satisfaction of
the symmetry condition by the form factors Λk(q+G)† = Λk+q(−q−G). As ĤI is
a Hermitian operator, the first term is positive semi-definite if and only if it can be
expressed as the product of an operator with its conjugate transpose:

{
∑
k

Λk(q+G)]τnd̂
†
k,n,τ,sd̂k+q,n,τ,s −NkAGδq,0}†

= {
∑
k′

[Λk′(−q−G)]τ
′

n′ d̂
†
k′,n′,τ ′,s′ d̂k′−q,n′,τ ′,s′ −NkA−Gδq,0}.

And the last two terms in Eq. (3.50) remain constant under the flat metric con-
dition, which is defined by the equation:

Flat Metric Condition: [Λk(G)]τσσ′ = ξ(G)δσσ′ . (3.53)

In the Chern band basis, the matrix elements of Λk(G) take the form

[Λk(G)]τnn′ = ⟨vn,τ,s(k)|vn′,τ,s(k)⟩ ,

=
1

2
⟨uτ,+1,s(k) + inuτ,−1,s(k)|uτ,+1,s(k) + in′uτ,−1,s(k)⟩ ,

=
1

2
(⟨uτ,+1,s(k)|uτ,+1,s(k)⟩+ nn′ ⟨uτ,−1,s(k)|uτ,−1,s(k)⟩),

=
1 + nn′

2
ξ(G) = δnn′ξ(G).

(3.54)

Consequently, we can simplify the form factors as [Λk(G)]τn in the Chern band
basis. Now, let v+, v− ∈ [0, 4] be two integers satisfying v+ + v− = v + 4, where k
runs over the MBZ. Let |vac⟩ be the zero-electron state of flat bands, τj1 , τj2 be two
arbitrarily chosen valleys between K and K′. We can verify that |Ψv+,v−

v ⟩ is a ground
state of HI , utilizing the spin-valley polarized Fock state in Eq. (3.43):

[Λk(q+G)]τnd̂
†
k,n,τ,sd̂k+q,n,τ,s |Ψv+,v−

v ⟩ ,

=[Λk(q+G)]τnd̂
†
k,n,τ,sd̂k+q,n,τ,s

∏
k′

v+∏
j1=1

d̂†k′,+,τj1 ,sj1

v−∏
j2=1

d̂†k′,−,τj2 ,sj2
|vac⟩ ,

=[Λk(q+G)]τnd̂
†
k,n,τ,sd̂k+q,n,τ,sd̂

†
k,+,τj1 ,sj1

d̂†k+q,+,τj1 ,sj1
d̂†k,−,τj2 ,sj2

d̂†k+q,−,τj2 ,sj2

×
∏

k′ ̸=k,k+q

v+∏
j1=1

d̂†k′,+,τj1 ,sj1

v−∏
j2=1

d̂†k′,−,τj2 ,sj2
|vac⟩ .

(3.55)
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For q ̸= 0, we obtain

[Λk(q+G)]τnd̂
†
k,n,τ,sd̂k+q,n,τ,s |Ψv+,v−

v ⟩ ,
=[Λk(q+G)]τnd̂

†
k,n,τ,sd̂

†
k,+,τj1 ,sj1

d̂†k,−,τj2 ,sj2
d̂k+q,n,τ,sd̂

†
k+q,+,τj1 ,sj1

d̂†k+q,−,τj2 ,sj2

×
∏

k′ ̸=k,k+q

v+∏
j1=1

d̂†k′,+,τj1 ,sj1

v−∏
j2=1

d̂†k′,−,τj2 ,sj2
|vac⟩ ,

=[Λk(q+G)]τn
∏

k′ ̸=k,k+q

v+∏
j1=1

d̂†k′,+,τj1 ,sj1

v−∏
j2=1

d̂†k′,−,τj2 ,sj2

× d̂†k,n,τ,sd̂
†
k,+,τj1 ,sj1

d̂†k,−,τj2 ,sj2
d̂k+q,n,τ,sd̂

†
k+q,+,τj1 ,sj1

d̂†k+q,−,τj2 ,sj2
|vac⟩ = 0.

(3.56)

There are two possibilities here: a) If d̂k+q,n,τ,s commutes with d†k+q,+,τj1 ,sj1
and

d̂†k+q,−,τj2 ,sj2
, then d̂k+q,n,τ,s |vac⟩ = 0; b) If d̂†k,n,τ,s is the same as d†k,+,τj1 ,sj1

or
d̂†k,−,τj2 ,sj2

, then we have d̂†k,n,τ,sd̂
†
k,+,τj1 ,sj1

d̂†k,−,τj2 ,sj2
|vac⟩ = 0.

For q = 0, we obtain∑
k

∑
τ,n

[Λk(G)]τnd̂
†
k,n,τ,sd̂k,n,τ,s |Ψv+,v−

v ⟩ ,

=ξ(G)
∑
k

∑
τ,n

d̂†k,n,τ,sd̂k,n,τ,s |Ψv+,v−
v ⟩ = ξ(G)Nk(v + 4) |Ψv+,v−

v ⟩ .
(3.57)

Thus, by selecting AG = v+4
Nk
ξ(G), the state |Ψv+,v−

v ⟩ emerges as a ground state
of HI .

3.4 Interaction Term Contribution
When the chiral symmetry is absent in form facotrs, we decompose the nonchiral
form factor into its chiral part and nonchiral components, as given by [58, 7, 108]:

[Λck(q+G)]τn = [Λk(q+G)]τn,n, [Λnck (q+G)]τn = [Λk(q+G)]τn,−n. (3.58)

Subsequently, we decompose the nonchiral interaction term ĤI into its chiral and
nonchiral parts:

ĤI = Ĥ0
I + (Ĥ01

I + Ĥ10
I + Ĥ11

I ), (3.59)
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with the corresponding creation/annihilation operators:

Ĥ0
I : d̂†k,n,τ,sd̂k+q,n,τ,sd̂

†
k′,n′,τ ′,s′ d̂k′−q,n′,τ ′,s′

Ĥ01
I : d̂†k,n,τ,sd̂k+q,n,τ,sd̂

†
k′,−n′,τ ′,s′ d̂k′−q,n′,τ ′,s′

Ĥ10
I : d̂†k,−n,τ,sd̂k+q,n,τ,sd̂

†
k′,n′,τ ′,s′ d̂k′−q,n′,τ ′,s′

Ĥ11
I : d̂†k,−n,τ,sd̂k+q,n,τ,sd̂

†
k′,−n′,τ ′,s′ d̂k′−q,n′,τ ′,s′

(3.60)

An essential relationship between the chiral and nonchiral interaction terms can
be expressed as:

(Ĥ01
I − Ĥ10

I )

=
1

2|Ω|Nk

∑
kk′qG

∑
ττ ′

∑
nn′

∑
ss′

V (q+G)[Λck(q+G)]τn[Λ
nc
k′ (−q−G)]τ

′

n′

× d̂†k,n,τ,sd̂k+q,n,τ,sd̂
†
k′,−n′,τ ′,s′ d̂k′−q,n′,τ ′,s′

− 1

2|Ω|Nk

∑
k′′k′′′q′G′

∑
τ ′′τ ′′′

∑
n′′n′′′

∑
s′′s′′′

V (q′ +G′)[Λnck′′(q′ +G′)]τ
′′

n′′ [Λck′′′(−q′ −G′)]τ
′′′

n′′′

× d̂†k′′,−n′′,τ ′′,s′′ d̂k′′+q′,n′′,τ ′′,s′′ d̂
†
k′′′,n′′′,τ ′′′,s′′′ d̂k′′′−q′,n′′′,τ ′′′,s′′′ ,

=
1

2|Ω|Nk

∑
kk′qG

∑
ττ ′

∑
nn′

∑
ss′

V (q+G)

× {[Λck(q+G)]τn[Λ
nc
k′ (−q−G)]τ

′

n′ − [Λnck′ (−q−G)]τ
′

n′ [Λck(q+G)]τn}
× d̂†k,n,τ,sd̂k+q,n,τ,sd̂

†
k′,−n′,τ ′,s′ d̂k′−q,n′,τ ′,s′ ,

= 0,

(3.61)
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where the identity

1

2|Ω|Nk

∑
k′′k′′′q′G′

∑
τ ′′τ ′′′

∑
n′′n′′′

∑
s′′s′′′

V (q′ +G′)[Λnck′′(q′ +G′)]τ
′′

n′′ [Λck′′′(−q′ −G′)]τ
′′′

n′′′

× d̂†k′′,−n′′,τ ′′,s′′ d̂k′′+q′,n′′,τ ′′,s′′ d̂
†
k′′′,n′′′,τ ′′′,s′′′ d̂k′′′−q′,n′′′,τ ′′′,s′′′ ,

=
1

2|Ω|Nk

∑
kk′qG

∑
ττ ′

∑
nn′

∑
ss′∑

k′′k′′′q′G′

∑
τ ′′τ ′′′

∑
n′′n′′′

∑
s′′s′′′

δk′′,k′δk′′′,kδq′,−qδG′,−Gδτ ′′,τ ′δτ ′′′,τδn′′,n′δn′′′,nδs′′,s′δs′′′,s

× V (q′ +G′)[Λnck′′(q′ +G′)]τ
′′

n′′ [Λck′′′(−q′ −G′)]τ
′′′

n′′′

× d̂†k′′,−n′′,τ ′′,s′′ d̂k′′+q′,n′′,τ ′′,s′′ d̂
†
k′′′,n′′′,τ ′′′,s′′′ d̂k′′′−q′,n′′′,τ ′′′,s′′′ ],

=
1

2|Ω|Nk

∑
kk′qG

∑
ττ ′

∑
nn′

∑
ss′

V (q+G)[Λnck′ (−q−G)]τ
′

n′ [Λck(q+G)]τn

× d̂†k′,−n′,τ ′,s′ d̂k′−q,n′,τ ′,s′ d̂
†
k,n,τ,sd̂k+q,n,τ,s,

has been utilized.
Note that for interaction terms, we are able to achieve

⟨Ψv+,v−
v |d̂†k,n,τ,sd̂k+q,n,τ,sd̂

†
k′,−n′,τ ′,s′ d̂k′−q,n′,τ ′,s′ |Ψv+,v−

v ⟩ = 0, (3.62)

⟨Ψv+,v−
v |d̂†k,−n,τ,sd̂k+q,n,τ,sd̂

†
k′,n′,τ ′,s′ d̂k′−q,n′,τ ′,s′ |Ψv+,v−

v ⟩ = 0, (3.63)

⟨Ψv+,v−
v |d̂†k,−n,τ,sd̂k+q,n,τ,sd̂

†
k′,−n′,τ ′,s′ d̂k′−q,n′,τ ′,s′ |Ψv+,v−

v ⟩
= δk,k′−qδn,−n′δs,s′δτ,τ ′

∑
(j1,j2)

δτj1 ,−τj2 (δτ,τj1 + δτ,τj2 ), (3.64)

Here, (j1, j2) represents the pairs of Chern ± bands in |Ψv+,v−
v ⟩.

Next, we provide the proof of the above equations. Starting with the expression
for d̂†k′,−n′,τ ′,s′ d̂k′−q,n′,τ ′,s′ |Ψv+,v−

v ⟩:

d̂†k′,−n′,τ ′,s′ d̂k′−q,n′,τ ′,s′ |Ψv+,v−
v ⟩ ,

= d̂†k′,−n′,τ ′,s′ d̂k′−q,n′,τ ′,s′

∏
k′′

v+∏
j1=1

d̂†k′′,+,τj1 ,sj1

v−∏
j2=1

d̂†k′′,−,τj2 ,sj2
|vac⟩ ,

= (
∏

k′′ ̸=k′,k′−q

v+∏
j1=1

d̂†k′′,+,τj1 ,sj1

v−∏
j2=1

d̂†k′′,−,τj2 ,sj2
)

× d̂†k′,−n′,τ ′,s′ d̂
†
k′,+,τ1,s1

d̂†k′,−,τ2,s2 d̂k′−q,n′,τ ′,s′ d̂k′−q,+,τ1,s1 d̂k′−q,−,τ2,s2 |vac⟩ ,

(3.65)
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and for ⟨Ψv+,v−
v | d̂†k,n,τ,sd̂k+q,n,τ,s:

⟨Ψv+,v−
v | d̂†k,n,τ,sd̂k+q,n,τ,s,

= ⟨vac|
∏
k′′

v+∏
j1=1

d̂k′′,+,τj1 ,sj1

v−∏
j2=1

d̂k′′,−,τj2 ,sj2 d̂
†
k,n,τ,sd̂k+q,n,τ,s,

= ⟨vac| d̂†k,n,τ,sd̂†k,+,τ1,s1 d̂
†
k,−,τ2,s2 d̂k+q,n,τ,sd̂k+q,+,τ1,s1 d̂k+q,−,τ2,s2

× (
∏

k′′ ̸=k,k+q

v+∏
j1=1

d̂k′′,+,τj1 ,sj1

v−∏
j2=1

d̂k′′,−,τj2 ,sj2 ).

(3.66)

Therefore, for Eq. (3.62), we obtain

⟨Ψv+,v−
v |d̂†k,n,τ,sd̂k+q,n,τ,sd̂

†
k′,−n′,τ ′,s′ d̂k′−q,n′,τ ′,s′|Ψv+,v−

v ⟩ ,
= ⟨vac| d̂†k,n,τ,sd̂†k,+,τ1,s1 d̂

†
k,−,τ2,s2 d̂k+q,n,τ,sd̂k+q,+,τ1,s1 d̂k+q,−,τ2,s2

× (
∏

k′′ ̸=k,k+q

v+∏
j1=1

d̂k′′,+,τj1 ,sj1

v−∏
j2=1

d̂k′′,−,τj2 ,sj2 )

× (
∏

k′′ ̸=k′,k′−q

v+∏
j1=1

d̂†k′′,+,τ ′j1
,s′j1

v−∏
j2=1

d̂†k′′,−,τ ′j2 ,s
′
j2

)

× d̂†k′,−n′,τ ′,s′ d̂
†
k′,+,τ ′1,s

′
1
d̂†k′,−,τ ′2,s′2

d̂k′−q,n′,τ ′,s′ d̂k′−q,+,τ ′1,s
′
1
d̂k′−q,−,τ ′2,s′2 |vac⟩ ,

= δk,k′−q ⟨vac| d̂†k,n,τ,sd̂†k,+,τ1,s1 d̂
†
k,−,τ2,s2 d̂

†
k′,−n′,τ ′,s′ d̂

†
k′,+,τ ′1,s

′
1
d̂†k′,−,τ ′2,s′2

× d̂k+q,n,τ,sd̂k+q,+,τ1,s1 d̂k+q,−,τ2,s2 d̂k′−q,n′,τ ′,s′ d̂k′−q,+,τ ′1,s
′
1
d̂k′−q,−,τ ′2,s′2 |vac⟩ ,

= δk,k′−qδn,−n′δn,n′ · · · = 0.

(3.67)

Similarly, for Eq. (3.63), we obtain

⟨Ψv+,v−
v |d̂†k,−n,τ,sd̂k+q,n,τ,sd̂

†
k′,n′,τ ′,s′ d̂k′−q,n′,τ ′,s′|Ψv+,v−

v ⟩
= δk,k′−q ⟨vac| d̂†k,−n,τ,sd̂†k,+,τ1,s1 d̂

†
k,−,τ2,s2 d̂

†
k′,n′,τ ′,s′ d̂

†
k′,+,τ ′1,s

′
1
d̂†k′,−,τ ′2,s′2

× d̂k+q,n,τ,sd̂k+q,+,τ1,s1 d̂k+q,−,τ2,s2 d̂k′−q,n′,τ ′,s′ d̂k′−q,+,τ ′1,s
′
1
d̂k′−q,−,τ ′2,s′2 |vac⟩ ,

= δk,k′−qδn,n′δn,−n′ · · · = 0.

(3.68)
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Finally, for Eq. (3.64), we obtain

⟨Ψv+,v−
v |d̂†k,−n,τ,sd̂k+q,n,τ,sd̂

†
k′,−n′,τ ′,s′ d̂k′−q,n′,τ ′,s′ |Ψv+,v−

v ⟩
= δk,k′−q ⟨vac| d̂†k,−n,τ,sd̂†k,+,τ1,s1 d̂

†
k,−,τ2,s2 d̂

†
k′,−n′,τ ′,s′ d̂

†
k′,+,τ ′1,s

′
1
d̂†k′,−,τ ′2,s′2

× d̂k+q,n,τ,sd̂k+q,+,τ1,s1 d̂k+q,−,τ2,s2 d̂k′−q,n′,τ ′,s′ d̂k′−q,+,τ ′1,s
′
1
d̂k′−q,−,τ ′2,s′2 |vac⟩ ,

= δk,k′−qδn,−n′δs,s′δτ,τ ′
∑
(j1,j2)

δτj1 ,−τj2 (δτ,τj1 + δτ,τj2 ),

(3.69)

where the sum over j only includes the spin-valley favors {τj, sj} that only either the
n = + or n = − Chern band basis are occupied, namely, half occupied.

Then the first-order energy contribution of the non-chiral part is expressed as

E(1)
v,vC

= ⟨Ψv+,v−
v |Ĥ01

I + Ĥ10
I + Ĥ11

I |Ψv+,v−
v ⟩ ,

= ⟨Ψv+,v−
v |Ĥ11

I |Ψv+,v−
v ⟩ ,

=
1

2|Ω|Nk

∑
kk′q

∑
G

V (q+G)
∑
nn′

∑
ττ ′

[Λnck (q+G)]τn[Λ
nc
k′ (−q−G)]τ

′

n′

× δk,k′−qδn,−n′δτ,τ ′
∑
(j1,j2)

δτj1 ,−τj2 (δτ,τj1 + δτ,τj2 ),

=
1

2|Ω|Nk

∑
kqG

V (q+G)
∑
τn

[Λnck (q+G)]τn[Λ
nc
k+q(−q−G)]τ−n

×
∑
(j1,j2)

δτj1 ,−τj2 (δτ,τj1 + δτ,τj2 ),

=
1

2|Ω|Nk

∑
kqG

V (q+G)
∑
τn

|[Λnck (q+G)]τn|2
∑
(j1,j2)

δτj1 ,−τj2 (δτ,τj1 + δτ,τj2 ),

=⇒ E(1)
v,vc ≥ 0,

(3.70)

where E(1)
v,vC = 0 only if either the n = + or n = − Chern band basis is occupied,

namely half occupied. If both Chern basis bands of valley τ are occupied or empty,
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E
(1)
v,vC will be zero. In this case, we have:

E(1)
v,vC

=
1

2|Ω|Nk

∑
kqG

V (q+G)
∑
τn

|[Λnck (q+G)]τn|2
∑
(j1,j2)

δτj1 ,−τj2 (δτ,τj1 + δτ,τj2 ),

=
1

2|Ω|Nk

∑
kqG

V (q+G)
∑
τn

|[Λnck (q+G)]τn|2Nk,

=
1

2|Ω|
∑
kqG

V (q+G)
∑
τn

|[Λnck (q+G)]τn|2.

(3.71)

This expression indicates that E(1)
v,vC is greater than or equal to zero.

In a half-filling system, the state of the system at half occupancy is represented
by the half-occupied Fock state |Ψv⟩, given by the expression:

|Ψv⟩ =
∏
k

(v+4)/2∏
j=1

d̂†k,+,τj ,sj d̂
†
k,−,τj ,sj |vac⟩ .

This expression represents the exact ground state up to the second perturbation
theory, as discussed in detail by Lian et al.[58], Bernevig et al.[7], and Xie et al.[108].

We denote E0
v,vC=0 = ⟨Ψv|Ĥ0

I + Ĥ11
I |Ψv⟩ as the energy of state |Ψv⟩. The second-

order contribution of the terms Ĥ01
I + Ĥ10

I is then given by

E
(2)
v,vC=0 = ⟨Ψv|(Ĥ01

I + Ĥ10
I )(E0

v,vC=0 − Ĥ0
I )

−1(Ĥ01
I + Ĥ10

I )|Ψv⟩ . (3.72)
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Using the relations in Eq. (3.56) and Eq. (3.57), we can obtain

Ĥ10
I |Ψv⟩ =

1

2|Ω|Nk

∑
kk′qG

∑
ττ ′

∑
nn′

∑
ss′

V (q+G)[Λnck (q+G)]τn[Λ
c
k′(−q−G)]τ

′

n′

× d̂†k,−n,τ,sd̂k+q,n,τ,sd̂
†
k′,n′,τ ′,s′ d̂k′−q,n′,τ ′,s′ |Ψv⟩ ,

=
1

2|Ω|Nk

∑
kk′qG

∑
ττ ′

∑
nn′

∑
ss′

V (q+G)[Λnck (q+G)]τn[Λ
c
k′(−q−G)]τ

′

n′

× d̂†k,−n,τ,sd̂k+q,n,τ,sd̂
†
k′,n′,τ ′,s′ d̂k′−q,n′,τ ′,s′

∏
k′′

(v+4)/2∏
j=1

d̂†k′′,+,τj ,sj
d̂†k′′,−,τj ,sj |vac⟩ ,

=
1

2|Ω|Nk

∑
kk′qG

∑
ττ ′

∑
nn′

∑
ss′

V (q+G)[Λnck (q+G)]τn[Λ
c
k′(−q−G)]τ

′

n′

× d̂†k,−n,τ,sd̂k+q,n,τ,sδq,0
∏
k′′

δk′′,k′

(v+4)/2∏
j=1

δτ ′,τjδs′,sj d̂
†
k′′,+,τj ,sj

d̂†k′′,−,τj ,sj |vac⟩ ,

=
1

2|Ω|Nk

∑
G

V (G)
∑
kτn

[Λnck (G)]τn

× d̂†k,−n,τ,sd̂k,n,τ,s(ξ(G) ·Nk ·
v + 4

2
· 2) |Ψv⟩ ,

=
v + 4

2|Ω|
∑
G

V (G)ξ(G)
∑
kτn

[Λnck (G)]τnd̂
†
k,−n,τ,sd̂k,n,τ,s |Ψv⟩ .

(3.73)

Utilizing the flat band assumption, we find that the nonchiral part of the form
factor at q = 0 is zero for the state |Ψv⟩:

[Λnck (G)]τn = [Λk(G)]τn,−n = 0. (3.74)

Consequently, the action of the operator Ĥ10
I becomes trivial:

Ĥ10
I |Ψv⟩ = 0, Ĥ01

I |Ψv⟩ = 0 =⇒ E
(2)
v,vC=0 = 0. (3.75)

and similarly, using Eq. (3.61), the action of Ĥ01
I is also trivial:

Ĥ01
I |Ψv⟩ = Ĥ10

I |Ψv⟩ = 0. (3.76)

This implies that the second-order contribution to the energy, E(2)
v,vC=0, is zero for

the state |Ψv⟩:

E
(2)
v,vC=0 = ⟨Ψv|(Ĥ01

I + Ĥ10
I )(E0

v,vC=0 − Ĥ0
I )

−1(Ĥ01
I + Ĥ10

I )|Ψv⟩ = 0. (3.77)
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With the flat band assumption, the eigenstate function |Ψv⟩ serves as the exact
ground state, accurate up to second-order perturbation theory, within the half-filling
system. Now, we transition to exploring the general spin-valley polarized Fock state,
which encompasses nonzero Chern numbers |Ψv+,v−

v ⟩:

Ĥ10
I |Ψv+,v−

v ⟩ ,

=
1

2|Ω|Nk

∑
kk′qG

∑
ττ ′

∑
nn′

V (q+G)[Λnck (q+G)]τn[Λ
c
k′(−q−G)]τ

′

n′

× d̂†k,−n,τ,sd̂k+q,n,τ,sd̂
†
k′,n′,τ ′,s′ d̂k′−q,n′,τ ′,s′ |Ψv+,v−

v ⟩ ,

=
1

2|Ω|Nk

∑
kk′qG

∑
ττ ′

∑
nn′

∑
ss′

V (q+G)[Λnck (q+G)]τn[Λ
c
k′(−q−G)]τ

′

n′

× d̂†k,−n,τ,sd̂k+q,n,τ,sd̂
†
k′,n′,τ ′,s′ d̂k′−q,n′,τ ′,s′

∏
k′′

v+∏
j1=1

d̂†k′′,+,τj1 ,sj1

v−∏
j2=1

d̂†k′′,−,τj2 ,sj2
|vac⟩ ,

=
1

2|Ω|Nk

∑
kk′qG

∑
ττ ′

∑
nn′

∑
ss′

V (q+G)[Λnck (q+G)]τn[Λ
c
k′(−q−G)]τ

′

n′

× d̂†k,−n,τ,sd̂k+q,n,τ,sδq,0
∏
k′′

δk′′,k′

v+∏
j1=1

d̂†k′′,+,τj1 ,sj1

v−∏
j2=1

d̂†k′′,−,τj2 ,sj2
|vac⟩ ,

=
1

2|Ω|Nk

∑
G

V (G)
∑
kτn

[Λnck (G)]τn

× d̂†k,−n,τ,sd̂k,n,τ,s(ξ(G) ·Nk ·
v + 4

2
· 2) |Ψv+,v−

v ⟩ ,

=
v + 4

2|Ω|
∑
G

V (G)ξ(G)
∑
kτn

[Λnck (G)]τnd̂
†
k,−n,τ,sd̂k,n,τ,s |Ψv+,v−

v ⟩ ,

=
1

2|Ω|Nk

∑
G

V (G)ξ(G)Nk(v + 4)
∑
kτn

[Λnck (G)]τn

× d̂†k,−n,τ,sd̂k,n,τ,s |Ψv+,v−
v ⟩ ,

=
v + 4

2|Ω|
∑
G

V (G)ξ(G)
∑
kτn

[Λnck (G)]τnd̂
†
k,−n,τ,sd̂k,n,τ,s |Ψv+,v−

v ⟩ ,

(3.78)

which is nonzero. Therefore, for any excited eigenstates from the ground eigenstate
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|Ψv+,v−
v ⟩ at energies ⟨Ψv+,v−

v,mid |Ĥ0
I |Ψv+,v−

v,mid ⟩ ≥ ⟨Ψv|Ĥ0
I |Ψv+,v−

v ⟩, we have

⟨Ψv+,v−
mid |Ĥ10

I |Ψv+,v−
v ⟩ ,

=
v + 4

2|Ω|
∑
G

V (G)ξ(G)
∑
kτn

[Λnck (G)]τn ⟨Ψv+,v−
mid |d̂†k,−n,τ,sd̂k,n,τ,s|Ψv+,v−

v ⟩ ,

=
v + 4

2|Ω|
∑
G

V (G)ξ(G)
∑
kτ

([Λnck (G)]τ+
∏
j1

δτ,τj1δτ,−τj2 + [Λnck (G)]τ−
∏
j2

δτ,τj2δτ,−τj1 ),

=
v + 4

2|Ω|
∑
G

V (G)ξ(G)
∑
kτ

([Λnck (G)]τ+ + [Λnck (G)]τ−)
∏
j1

δτ,τj1δτ,−τj2 ,

∼ (v + 4) or 0,

(3.79)

which is nonzero only if the excited state is a half-occupied state since our ground
state is also a half-occupied state due to the first-order perturbation energy. Then
for the denominator, we have

E0
v,vC=v+−v− − ⟨Ψv+,v−

v,mid |Ĥ0
I |Ψv+,v−

v,mid ⟩ ,
= ⟨Ψv|Ĥ0

I + Ĥ11
I |Ψv⟩ − ⟨Ψv+,v−

v,mid |Ĥ0
I |Ψv+,v−

v,mid ⟩ ,
= E(1)

v,vC
− (⟨Ψv+,v−

v,mid |Ĥ0
I |Ψv+,v−

v,mid ⟩ − ⟨Ψv|Ĥ0
I |Ψv⟩),

= E(1)
v,vC

− Egap < 0,

(3.80)

which is the sum of the first-order perturbation energy and the energy gap between
the excited and ground state. As a result, this term is smaller than zero.

Then we can define the second-order perturbation energy as

E
(2)
v,vC=v+−v− = ⟨Ψv|(Ĥ01

I + Ĥ10
I )(E0

v,vC
− Ĥ0

I )
−1(Ĥ01

I + Ĥ10
I )|Ψv⟩ ,

= −
∑
mid

| ⟨Ψv+,v−
v,mid |Ĥ01

I + Ĥ10
I |Ψv+,v−

v ⟩ |2

Egap − E
(1)
v,vC

,

= −(v + 4)2

4|Ω|2
∑
mid

1

Egap − E
(1)
v,vC

(
∑
G

V (G)ξ(G)
∑
kτn

[Λnck (G)]τn)
2,

∼ −(v + 4)2 < 0.

(3.81)

Consequently, the total perturbation energy is given by:

Ev,vC = E(1)
v,vC

+ E(2)
v,vC

≥ 0, (3.82)
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where the terms E(1)
v,vC and E(2)

v,vC are only nonzero for half-occupied states. Numerical
calculation demonstrate that Ev,vC ≥ 0 for any 0 ≤ w0/w1 ≤ 1 and −3 ≤ v ≤ 3.

As a result of the perturbation theory, Chern insulator states with |v| ≤ 3 tend to
fully occupied or fully empty to maximize the number of spin-valley flavors. There-
fore, the fully-occupied Fock state |Ψv⟩ is the exact ground state in the half-filling
system, even without the flat band assumption. In general, in other case, exact
ground states can written as [58, 7, 108]:

|ΨvC ,full
v ⟩ =

∏
k

v+∏
j=1

d̂†k,+,τj ,sj

v−∏
j=1

d̂†k,−,τj ,sj |vac⟩ .

3.5 Kinetic Term Contribution
In this section, we turn off the chiral symmetry again and discuss the corresponding
perturbation energies in the kinetic terms ([58, 7, 108]):

Ĥ0 =
∑
kστs

ϵστ (k)ĉ
†
k,τ,σ,sĉk,τ,σ,s, (3.83)

where ĉ†k,τ,σ,s/ĉk,τ,σ,s are the creation/annihilation operators in the BM band basis,
respectively, and ϵnτ (k) denotes the single-particle energy from the BM band struc-
ture. Due to the symmetries of the BM model, including the commutation relations
with C2z symmetry, time-reversal symmetry T , and the anti-commutation relations
with the particle-hole symmetry P :

[Ĥ0, C2z] = {Ĥ0, P} = 0, (3.84)

then the BM energy bands satisfy

ϵσ,τ (k) = ϵσ,−τ (−k) = −ϵ−σ,τ (−k) = −ϵ−σ,−τ (k) = ϵσ,−τ (k). (3.85)

As a result, we can rewrite the kinetic term as

Ĥ0 =
∑
kστs

ϵστ (k)ĉ
†
k,τ,σ,sĉk,τ,σ,s,

=
∑
kστs

ϵσ,+1(k)ĉ
†
k,τ,σ,sĉk,τ,σ,s,

=
∑
kτs

ϵ+1,+1(k)ĉ
†
k,τ,+1,sĉk,τ,+1,s + ϵ−1,+1(k)ĉ

†
k,τ,−1,sĉk,τ,−1,s,

=
∑
kστs

(σ
ϵ+1,+1(k)− ϵ−1,+1(k)

2
+
ϵ+1,+1(k) + ϵ−1,+1(k)

2
)ĉ†k,τ,σ,sĉk,τ,σ,s.

(3.86)
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Additionally, in the chiral limit, the BM model has an anti-commutation with
chiral symmetry C = σz:

{Ĥ0, C} = 0, (3.87)

then the BM energy bands also satisfy

ϵσ,τ (k) = −ϵ−σ,τ (k), (3.88)

which leads to the the second term in Ĥ0 is zero in the chiral limit. Away from the
chiral limit, the kinetic term is nonzero and we are able to split the kinetic term
using the chiral symmetry:

Ĥ0 = ĤS
0 + ĤA

0 ,

=
∑
kστs

ϵSστ (k)ĉ
†
k,τ,σ,sĉk,τ,σ,s +

∑
knτs

ϵAστ (k)ĉ
†
k,τ,σ,sĉk,τ,σ,s,

(3.89)

which satisfies

ϵSστ (k) = σ
ϵ+1,+1(k)− ϵ−1,+1(k)

2
,

ϵAστ (k) = τ
ϵ+1,+1(k) + ϵ−1,+1(k)

2
.

(3.90)

In the chiral limit, we have ϵAστ (k) = 0 due to the anti-commutation relations
between the kinetic Hamiltonian and chiral symmetry. As a result, the kinetic energy
is nothing but a constant proportional to the number of electrons. Therefore one is
able to achieve a full U(4) symmetry and rotate the valley-spin favors (τ, s) with any
angles.

Chiral Limit

In this subsection, we utilize the perturbation theory to determine the exact ground
states up to the second order in the chiral limit first. The Fock state |Ψv+,v−

v ⟩ will
serve as the unperturbed ground states. In the chiral limit, the anti-symmetric
kinetic term is zero: ĤA

0 = 0. Therefore, we only need to consider the perturbation
ĤS. Similar to the kinetic terms, we will first initially transform the BM band basis
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into the Chern band basis:

Ĥ0 = ĤS
0 ,

=
∑
kστs

ϵSσ,τ (k)ĉ
†
k,τ,σ,sĉk,τ,σ,s,

=
∑
kστs

ϵSστ (k)
d̂†k,+,τ,s + σd̂†k,−,τ,s√

2
· d̂k,+,τ,s + σd̂k,−,τ,s√

2
,

=
1

2

∑
kστs

ϵSστ (k)(d̂
†
k,+,τ,sd̂k,+,τ,s + σd̂†k,−,τ,sd̂k,+,τ,s

+ σd̂†k,+,τ,sd̂k,−,τ,s + d̂†k,−,τ,sd̂k,−,τ,s),

=
1

2

∑
kτs

(ϵ+1,+1(k)− ϵ−1,+1(k)) · (d̂†k,−,τ,sd̂k,+,τ,s + d̂†k,+,τ,sd̂k,−,τ,s),

=
1

2

∑
kτs

(ϵ+1,+1(k)− ϵ−1,+1(k)) · (d̂†k,−,τ,sd̂k,+,τ,s + d̂†k,+,τ,sd̂k,−,τ,s),

=
∑
kτs

ϵS(k)(d̂†k,−,τ,sd̂k,+,τ,s + d̂†k,+,τ,sd̂k,−,τ,s),

(3.91)

where d†k,n,τ,s/dk,n,τ,s represent the creation/annihilation operators in the Chern band
± basis, ϵS+1,τ (k) = −ϵS−1,τ (k) is used and we define ϵS1,τ (k) =

ϵ+1,+1(k)−ϵ−1,+1(k)

2
. There-

fore Ĥ0 switches the Chern band number ± of an electron within the same valley
and spin. We can switch the Chern band only if the valley-spin flavors {τ, s} are
half-occupied, which means that only one of two Chern ± bands is occupied in each
valley-spin flavor.

Then the first-order energy contribution of the non-chiral part is written as

E
(1)
v,vC=v+−v− = ⟨Ψv+,v−

v |ĤS
0 |Ψv+,v−

v ⟩ ,
=
∑
kτs

ϵS(k) ⟨Ψv+,v−
v |(d̂†k,−,τ,sd̂k,+,τ,s + d̂†k,+,τ,sd̂k,−,τ,s)|Ψv+,v−

v ⟩ ,

= 0,

(3.92)

which is zero since the |Ψv+,v−
v ⟩ fully occupies the Chern bands for all momentum k.

Next, we will move forward to the second-order perturbation energy:

E
(2)
v,vC=v+−v− = ⟨Ψv+,v−

v |ĤS
0 (E

0
v,vC

− ĤS
0 )

−1ĤS
0 |Ψv+,v−

v ⟩ ,

= −
∑
mid

| ⟨Ψv+,v−
v,mid |ĤS

0 |Ψv+,v−
v ⟩ |2

Emid − E0
v,vC

,
(3.93)
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where E0
v,vC

= ⟨Ψv+,v−
v |Ĥ0

I + ĤS
0 |Ψv+,v−

v ⟩ as the energies of the unperturbed ground
state |Ψv+,v−

v ⟩ and Ψ
v+,v−
v,mid is the excited eigenstates from the ground eigenstate

|Ψv+,v−
v ⟩ at energies Emid = ⟨Ψv+,v−

v,mid |Ĥ0
I |Ψv+,v−

v,mid ⟩ > ⟨Ψv+,v−
v |Ĥ0

I |Ψv+,v−
v ⟩ = E0

v,vC
such

that
Emid − E0

v,vC
= ⟨Ψv+,v−

v,mid |Ĥ0
I |Ψv+,v−

v,mid ⟩ − E0
v,vC

> 0, (3.94)

which is the energy gap between the excited and ground state. As a result, this term
is greater than zero. Next, we compute the action of ĤS

0 on the state |Ψv+,v−
v ⟩:

ĤS
0 |Ψv+,v−

v ⟩ =
∑
kτs

ϵS(k)(d̂†k,−,τ,sd̂k,+,τ,s + d̂†k,+,τ,sd̂k,−,τ,s) |Ψv+,v−
v ⟩ ,

=
∑
kτs

ϵS(k)(d̂†k,−,τ,sd̂k,+,τ,s + d̂†k,+,τ,sd̂k,−,τ,s)

×
∏
k′

v+∏
j1=1

d̂†k′,+,τj1 ,sj1

v−∏
j2=1

d̂†k′,−,τj2 ,sj2
|vac⟩ ,

=
∑
kτs

ϵS(k)(d̂†k,−,τ,sd̂k,+,τ,s + d̂†k,+,τ,sd̂k,−,τ,s)

×
∏
k′

δk′,k

v+∏
j1=1

d̂†k′,+,τj1 ,sj1

v−∏
j2=1

d̂†k′,−,τj2 ,sj2
|vac⟩ ,

=
∑
kτs

ϵS(k)(d̂†k,−,τ,sd̂k,+,τ,s

v+∏
j1=1

d̂†k,+,τj1 ,sj1

v−∏
j2=1

d̂†k,−,τj2 ,sj2
|vac⟩

+ d̂†k,+,τ,sd̂k,−,τ,s

v+∏
j1=1

d̂†k,+,τj1 ,sj1

v−∏
j2=1

d̂†k,−,τj2 ,sj2
|vac⟩)

=
∑
kτs

ϵS(k)(d̂†k,−,τ,sd̂k,+,τ,s

v+∏
j1=1

δτ,τj1 d̂
†
k,+,τj1 ,sj1

v−∏
j2=1

δτ,−τj2 d̂
†
k,−,τj2 ,sj2

|vac⟩

+ d̂†k,+,τ,sd̂k,−,τ,s

v+∏
j1=1

δτ,−τj1 d̂
†
k,+,τj1 ,sj1

v−∏
j2=1

δτ,τj2 d̂
†
k,−,τj2 ,sj2

|vac⟩)

=
∑
kτs

ϵS(k)(d̂†k,−,τ,sd̂k,+,τ,s

v+∏
j1=1

δτ,τj1δs,sj1

v−∏
j2=1

δτ,−τj2δs,−sj2

+ d̂†k,+,τ,sd̂k,−,τ,s

v+∏
j1=1

δτ,−τj1δs,−sj1

v−∏
j2=1

δτ,τj2δs,sj2 |Ψ
v+,v−
v ⟩),

(3.95)
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where the first term is nonzero only when the spin-valley favors {τ, s} are occu-
pied for Chern band + basis, while the spin-valley favors {τ, s} are unoccupied
for Chern band − basis. On the other hand, the second term is nonzero only
when the spin-valley favors {τ, s} are occupied for Chern band − basis, while the
spin-valley favors {τ, s} are unoccupied for Chern band + basis. Therefore, for
any excited eigenstates |Ψv+,v−

v,mid ⟩ from the ground eigenstate |Ψv+,v−
v ⟩ at energies

⟨Ψv+,v−
v,mid |Ĥ0

I |Ψv+,v−
v,mid ⟩ ≥ ⟨Ψv|Ĥ0

I |Ψv+,v−
v ⟩, we have

⟨Ψv+,v−
v,mid |ĤS

0 |Ψv+,v−
v ⟩ ,

=
∑
kτs

ϵS(k) ⟨Ψv+,v−
v,mid | (d̂†k,−,τ,sd̂k,+,τ,s

v+∏
j1=1

δτ,τj1δs,sj1

v−∏
j2=1

δτ,−τj2δs,−sj2

+ d̂†k,+,τ,sd̂k,−,τ,s

v+∏
j1=1

δτ,−τj1δs,−sj1

v−∏
j2=1

δτ,τj2δs,sj2 |Ψ
v+,v−
v ⟩ ,

(3.96)

which is nonzero only for the excited states:

|Ψv+,v−
v,mid ⟩ = |Ψv+,v−

v,mid ,k, n, τ, s⟩ = d̂†k,n,τ,sd̂k,−n,τ,s |Ψv+,v−
v ⟩ , (3.97)

which means that valley-spin favors {τ, s} are fully occupied in Chern band n = ±
basis and valley-spin favors {τ, s} are fully empty in Chern band −n = ∓ basis for
the excited state |Ψv+,v−

v,mid ⟩. Then, taking the sum of all nonzero terms, we have

⟨Ψv+,v−
v,mid |ĤS

0 |Ψv+,v−
v ⟩ =

∑
k

ϵS(k) = NS
mid, (3.98)

which is a constant number and independent of Chern band number, valley, spin.
We use NS

mid to denote this number.
Then the second-order perturbation energy can be written as

E(2)
v,vC

= −
∑
mid

| ⟨Ψv+,v−
v,mid |ĤS

0 |Ψv+,v−
v ⟩ |2

Emid − E0
v,vC

,

= −
∑

k,n,τ,s

| ⟨Ψv+,v−
v,mid ,k, n, τ, s|ĤS

0 |Ψv+,v−
v ⟩ |2

Emid − E0
v,vC

,

= −
∑
mid

|NS
mid|2

Emid − E0
v,vC

< 0,

(3.99)

where the summation is over all half-occupied valley-spin flavors {τ, s}. Therefore,
the second-order perturbation reaches its minimum when the state |Ψv+,v−

v ⟩ has as
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many half-occupied valley-spin flavors {τ, s} as possible. In this case, the number
of possible half-occupied excited states |Ψv+,v−

v,mid ,k, n, τ, s⟩ will decrease. As a result,
the spin-valley polarized Fock state with Chern number vC = v+ − v− in Eq. (3.45),
which half occupies valley-spin favors as {τ, s} possible, is the exact ground states
up to the second order ([58, 7, 108]):

|ΨvC ,half
v ⟩ =

∏
k

v+∏
j=1

d̂†k,+,τj ,sj

4∏
j=5−v−

d̂†k,−,τj ,sj |vac⟩ ,

where {τj, sj} are the 4 valley-spin favors arbitrarily sorted in j (1 ≤ j ≤ 4). This
state has 4−|v| half-occupied valley-spin flavors, and has a second-order perturbation
energy ([58, 7, 108]

) : E(2)
v,vC

∼ −(4− |v|). (3.100)

Non-Chiral Limit

Next, in this subsection, we employ the perturbation theory to determine the exact
ground states up to the second order in the non-chiral limit. Once again, the Fock
state |Ψv+,v−

v ⟩ will serve as the unperturbed ground states. Away from the chiral
limit, both the symmetric and anti-symmetric kinetic terms are nonzero. Therefore,
we need to consider the perturbation ĤS + ĤA. Similar to the kinetic terms, we
initially change the BM band basis into the Chern band basis. For the anti-symmetric
part, we have

ĤA
0 =

∑
kστs

ϵAσ,τ (k)ĉ
†
k,τ,σ,sĉk,τ,σ,s,

=
∑
kστs

ϵAστ (k)
d̂†k,+,τ,s + σd̂†k,−,τ,s√

2
· d̂k,+,τ,s + σd̂k,−,τ,s√

2
,

=
1

2

∑
kστs

ϵAστ (k)(d̂
†
k,+,τ,sd̂k,+,τ,s + σd̂†k,−,τ,sd̂k,+,τ,s

+ σd̂†k,+,τ,sd̂k,−,τ,s + d̂†k,−,τ,sd̂k,−,τ,s),

=
1

2

∑
kτs

τ(ϵ+1,+1(k) + ϵ−1,+1(k)) · (d̂†k,+,τ,sd̂k,+,τ,s + d̂†k,−,τ,sd̂k,−,τ,s),

=
1

2

∑
kns

(ϵ+1,+1(k) + ϵ−1,+1(k)) · (d̂†k,n,+1,sd̂k,n,+1,s − d̂†k,n,−1,sd̂k,n,−1,s),

=
∑
kns

ϵA(k)(d̂†k,n,+1,sd̂k,n,+1,s − d̂†k,n,−1,sd̂k,n,−1,s),

(3.101)



CHAPTER 3. EXACT GROUND STATES AND NEUTRAL EXCITATIONS 72

and then for the symmetric part:

ĤS
0 =

∑
kτs

ϵS(k)(d̂†k,−,τ,sd̂k,+,τ,s + d̂†k,+,τ,sd̂k,−,τ,s),

where d†k,n,τ,s/dk,n,τ,s is the creation/annihilation operators in the Chern band ±
basis, ϵAσ,+1(k) = −ϵAσ,−1(k)/ϵS+1,τ (k) = −ϵS−1,τ (k) is used and we define ϵS1,τ (k) =
ϵ+1,+1(k)−ϵ−1,+1(k)

2
. Besides that, we also have ϵAσ,+1(k) = −ϵAσ,+1(−k) and ϵSσ,+1(k) =

ϵSσ,+1(−k). Then the total kinetic is

Ĥ0 = ĤS
0 + ĤA

0 .

Then the first-order energy contribution of the non-chiral part is written as

E
(1)
v,vC=v+−v− = ⟨Ψv+,v−

v |ĤS
0 + ĤA

0 |Ψv+,v−
v ⟩ ,

=
∑
kτs

ϵS(k) ⟨Ψv+,v−
v |(d̂†k,−,τ,sd̂k,+,τ,s + d̂†k,+,τ,sd̂k,−,τ,s)|Ψv+,v−

v ⟩

+
∑
kns

ϵA(k) ⟨Ψv+,v−
v |(d̂†k,n,+1,sd̂k,n,+1,s − d̂†k,n,−1,sd̂k,n,−1,s)|Ψv+,v−

v ⟩ ,

=
∑
kns

ϵA(k) ⟨Ψv+,v−
v |(d̂†k,n,+1,sd̂k,n,+1,s − d̂†k,n,−1,sd̂k,n,−1,s)|Ψv+,v−

v ⟩ ,

≥ 0,

(3.102)

which is zero when |Ψv+,v−
v ⟩ fully occupies two spin-valley favors {+1, s} and {−1, s}

for Chern band n = ±; and nonzero when only one of spin-valley favors {+1, s} and
{−1, s} is occupied for Chern band n = ±. Therefore, the fully-occupied |ΨvC ,full

v ⟩
state in Eq. (3.44) achieves the lowest zero energy:

E(1),full
v,vC

= ⟨ΨvC ,full
v |ĤS

0 + ĤA
0 |ΨvC ,full

v ⟩ = 0,

while the half-occupied |ΨvC ,half
v ⟩ state in Eq. (3.45) achieves the highest energy:

E(1),half
v,vC

= ⟨ΨvC ,half
v |ĤS

0 + ĤA
0 |ΨvC ,half

v ⟩ =
∑
k

ϵA(k)(v+ − v−) = vCN
A
mid,

where NA
mid is used to denote the sum of all anti-symmetric single-particle-energies.

Next, we will move forward to the second-order perturbation energy:

E
(2)
v,vC=v+−v− = ⟨Ψv+,v−

v |(ĤS
0 + ĤA

0 )(E
0
v,vC

− (ĤS
0 + ĤA

0 ))
−1(ĤS

0 + ĤA
0 )|Ψv+,v−

v ⟩ ,

= −
∑
mid

| ⟨Ψv+,v−
v,mid |(ĤS

0 + ĤA
0 )|Ψv+,v−

v ⟩ |2
Emid − E0

v,vC

,

(3.103)
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where E0
v,vC

= ⟨Ψv+,v−
v |Ĥ0

I + (ĤS
0 + ĤA

0 )|Ψv+,v−
v ⟩ as the energies of the unperturbed

ground state |Ψv+,v−
v ⟩ and Ψ

v+,v−
v,mid is the excited eigenstates from the ground eigenstate

|Ψv+,v−
v ⟩ at energies Emid = ⟨Ψv+,v−

v,mid |Ĥ0
I |Ψv+,v−

v,mid ⟩ > ⟨Ψv+,v−
v |Ĥ0

I |Ψv+,v−
v ⟩ = E0

v,vC
such

that
Emid − E0

v,vC
= E(1)

v,vC
+ ⟨Ψv+,v−

v,mid |Ĥ0
I |Ψv+,v−

v,mid ⟩ − E0
v,vC

> 0, (3.104)
which is sum of the first-order perturbation energy and the energy gap between the
excited and ground state. As a result, this term is greater than zero. Next, we
compute the action of ĤS

0 and ĤA
0 on the state |Ψv+,v−

v ⟩:

ĤS
0 |Ψv+,v−

v ⟩ =
∑
kτs

ϵS(k)(d̂†k,−,τ,sd̂k,+,τ,s

v+∏
j1=1

δτ,τj1δs,sj1

v−∏
j2=1

δτ,−τj2δs,−sj2

+ d̂†k,+,τ,sd̂k,−,τ,s

v+∏
j1=1

δτ,−τj1δs,−sj1

v−∏
j2=1

δτ,τj2δs,sj2 |Ψ
v+,v−
v ⟩),

(3.105)

and

ĤA
0 |Ψv+,v−

v ⟩ =
∑
kns

ϵA(k)(d̂†k,n,+1,sd̂k,n,+1,s − d̂†k,n,−1,sd̂k,n,−1,s) |Ψv+,v−
v ⟩ ,

=
∑
kτs

ϵA(k)(d̂†k,n,+1,sd̂k,n,+1,s − d̂†k,n,−1,sd̂k,n,−1,s)

×
∏
k′

v+∏
j1=1

d̂†k′,+,τj1 ,sj1

v−∏
j2=1

d̂†k′,−,τj2 ,sj2
|vac⟩ ,

=
∑
kns

ϵA(k)(d̂†k,n,+1,sd̂k,n,+1,s − d̂†k,n,−1,sd̂k,n,−1,s)

×
∏
k′

δk′,k

v+∏
j1=1

d̂†k′,+,τj1 ,sj1

v−∏
j2=1

d̂†k′,−,τj2 ,sj2
|vac⟩ ,

=
∑
kns

ϵA(k)(d̂†k,n,+1,sd̂k,n,+1,s

v+∏
j1=1

d̂†k,+,τj1 ,sj1

v−∏
j2=1

d̂†k,−,τj2 ,sj2
|vac⟩

− d̂†k,n,−1,sd̂k,n,−1,s

v+∏
j1=1

d̂†k,+,τj1 ,sj1

v−∏
j2=1

d̂†k,−,τj2 ,sj2
|vac⟩)

=
∑
kns

ϵA(k)(d̂†k,n,+1,sd̂k,n,+1,s

∑
j1j2

(δn,+δ+1,τj1
δs,sj1 + δn,−δ+1,τj2

δs,sj2 )

− d̂†k,n,−1,sd̂k,n,−1,s

∑
j1j2

(δn,+δ−1,τj1
δs,sj1 + δn,−δ−1,τj2

δs,sj2 ) |Ψ
v+,v−
v ⟩ .

(3.106)
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For the symmetric part, the first term is nonzero only when the spin-valley favors
{τ, s} are occupied for Chern band + basis, while the spin-valley favors {τ, s} are
unoccupied for Chern band − basis. On the other hand, the second term is nonzero
only when the spin-valley favors {τ, s} are occupied for Chern band − basis, while
the spin-valley favors {τ, s} are unoccupied for Chern band + basis. As a result, the
only nonzero excited states are

|Ψv+,v−
v,mid ⟩ = |Ψv+,v−

v,mid ,k, n, τ, s⟩ = d̂†k,n,τ,sd̂k,−n,τ,s |Ψv+,v−
v ⟩ , (3.107)

with
⟨Ψv+,v−

v,mid |ĤS
0 |Ψv+,v−

v ⟩ =
∑
k

ϵS(k) = NS
mid. (3.108)

For the anti-symmetric part, the first term is nonzero only when the spin-valley
favors {+1, s} are occupied for Chern band n = ± basis. Also, the second term is
nonzero only when the spin-valley favors {−1, s} are occupied for Chern band n = ±
basis. Therefore, for any excited eigenstates |Ψv+,v−

v,mid ⟩ from the ground eigenstate
|Ψv+,v−

v ⟩ at energies ⟨Ψv+,v−
v,mid |Ĥ0

I |Ψv+,v−
v,mid ⟩ ≥ ⟨Ψv|Ĥ0

I |Ψv+,v−
v ⟩, we have

⟨Ψv+,v−
v,mid |ĤA

0 |Ψv+,v−
v ⟩ ,

=
∑
kns

ϵA(k) ⟨Ψv+,v−
v,mid | (d̂†k,n,+1,sd̂k,n,+1,s

∑
j1j2

(δn,+δ+1,τj1
δs,sj1 + δn,−δ+1,τj2

δs,sj2 )

− d̂†k,n,−1,sd̂k,n,−1,s

∑
j1j2

(δn,+δ−1,τj1
δs,sj1 + δn,−δ−1,τj2

δs,sj2 ) |Ψ
v+,v−
v ⟩ ,

= 0,

(3.109)

which is always zero for any excited states:

|Ψv+,v−
v,mid ⟩ = d̂†k,n,τ,sd̂k′,n′,τ ′,s′ |Ψv+,v−

v ⟩ , (3.110)

which means that one electron is excited to fill one hole. Then, taking the sum of all
nonzero terms in the symmetric and anti-symmetric parts, we have

⟨Ψv+,v−
v,mid |ĤS

0 + ĤA
0 |Ψv+,v−

v ⟩ =
∑
k

ϵS(k) = NS
mid, (3.111)

which is a constant number and independent of Chern band number, valley, spin.
NS

mid is used here to denote this number.



CHAPTER 3. EXACT GROUND STATES AND NEUTRAL EXCITATIONS 75

Then the second-order perturbation energy stays the same as in the chiral limit:

E(2)
v,vC

= −
∑
mid

|NS
mid|2

Emid − E0
v,vC

< 0, (3.112)

where the summation is over all half-occupied valley-spin flavors {τ, s}. Therefore,
the second-order perturbation reaches its minimum when the state |Ψv+,v−

v ⟩ has as
many half-occupied valley-spin flavors {τ, s} as possible. In this case, the number
of possible half-occupied excited states |Ψv+,v−

v,mid ,k, n, τ, s⟩ will decrease. As a result,
the spin-valley polarized Fock state with Chern number vC = v+ − v− in Eq. (3.45),
which half occupies valley-spin favors as {τ, s} possible, is the exact ground states
up to the second order:

|ΨvC ,half
v ⟩ =

∏
k

v+∏
j=1

d̂†k,+,τj ,sj

4∏
j=5−v−

d̂†k,−,τj ,sj |vac⟩ ,

where {τj, sj} are the 4 valley-spin favors arbitrarily sorted in j (1 ≤ j ≤ 4). This
state has 4−|v| half-occupied valley-spin flavors, and has a second-order perturbation
energy:

E(2)
v,vC

∼ −(4− |v|). (3.113)

As a result, the lowest total perturbation energy is achieved for the half-occupied
|ΨvC ,half

v ⟩ state in Eq. (3.45):

Ehalf
v,vC

= E(1),half
v,vC

+ E(2),half
v,vC

= vCN
A
mid −

∑
mid

|NS
mid|2

Emid − E0
v,vC

< 0, (3.114)

and the highest total perturbation energy is achieved for the fully-occupied |ΨvC ,full
v ⟩

state in Eq. (3.44):
Efull
v,vC

= E(1),full
v,vC

+ E(2),full
v,vC

= 0. (3.115)

Therefore the numerical results show that the second-order perturbation energy
is

Ev,vC = E(1)
v,vC

+ E(2)
v,vC

≤ 0,

and the half-occupied state |ΨvC ,half
v ⟩ is the exact ground state.

3.6 Neural Excitations
In this section, we summarize the energy contributions from the interaction term and
kinetic term.[58, 7, 108] For the interaction term in the non-chiral limit, we have a
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positive energy contribution, and we use λ to denote the second-order perturbation
energy:

λ = EI,v,vC ≥ 0 (3.116)

where the fully-occupied Fock state |ΨvC ,full
v ⟩ is the corresponding exact ground state.

However, when we add the symmetric/anti-symmetric kinetic terms to the perturba-
tion, a negative energy contribution is achieved, and −J is used to denote the energy
up to the second-order:

−J = E0,v,vC ≤ 0 (3.117)

where the half-occupied Fock state |ΨvC ,half
v ⟩ is the corresponding exact ground state.

As a result, the total perturbation energy can be expressed as

Ev,vC = λ− J. (3.118)

Thus, in the presence of both the interaction and kinetic terms, the K-IVC state
benefits from both perturbations and has the lowest energy in the half-filling system
[58, 7, 108]:

|ΨK−IVC
v ⟩ =

∏
k

(v+4)/2∏
j=1

∏
n=±

d̂†k,n,τj ,s − nτj d̂
†
k,n,−τj ,s√

2
|vac⟩ .
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Chapter 4

Quantum Chemistry Approach

Overview of Implementation

The BM Hamiltonian is defined by taking two copies of graphene, rotating them
relative to each other by an angle θ, and adding inter-layer coupling terms. The rel-
ative strength of this inter-layer coupling is controlled by two parameters w0 and w1,
which control the strength of AA hopping and AB hopping, respectively. Following
Ref. [86], we fix θ = 1.05 and w1 = 109 meV and vary the ratio w0/w1 between 0
and 0.95. The value used in Ref. [86] is w0 = 80 meV, w1 = 109 meV, which corre-
sponds to a ratio w0/w1 ≈ 0.73. However, in-plane lattice relaxation, which expands
AB regions and contracts AA regions [15], as well as out-of-plane relaxation, which
increases the interlayer separation in AA regions relative to AB regions [71], could
change the value of w0/w1. The limit w0/w1 = 0 is referred to as the chiral limit [95].
The (non-interacting) BM model at the chiral limit exhibits additional symmetries,
which have been used extensively in the theoretical studies of the BM model (e.g.,
the existence of flat bands at certain magic angles) [101, 5, 53, 97, 3, 4, 6, 95].

In this work, we follow Ref. [86] and assume that the IBM model contains only
valley K and spin ↑; in other words, the model is spinless and valleyless. In this case,
the charge neutrality point refers to the setting of 1 electron per k point. This model
neglects certain electron-electron interactions (even at the mean-field level) and limits
the exploration of certain phases, such as the Kramers intervalley-coherent (K-IVC)
state [12] in the full model. On the other hand, ED calculations for the full model sug-
gest that the TBG system is often spin and valley polarized [80]. Post-Hartree-Fock
calculations of the phase diagram for the IBM model with valley and spin degrees of
freedom will be studied in the future. Our implementation is based on the Python-
based Simulations of Chemistry Framework (PySCF) [91, 92]. After constructing
the quantum many-body Hamiltonian by means of the form factors from the BM
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model [12, 86], HF and post-HF calculations, as well as calculations with integer and
non-integer fillings, can be carried out on the same footing. Our post-HF calcula-
tions are performed using the coupled cluster singles and doubles (CCSD) method,
the perturbative non-iterative energy correction to CCSD (called CCSD(T)) [81],
and the density matrix renormalization group (DMRG) [102] method, in particu-
lar its quantum chemical formulation (with specific algorithmic choices designed for
quartic Hamiltonians, sometimes called QC-DMRG [103, 17, 19]) as implemented in
Block2 [115].

Symmetry Breaking Order Parameters

In order to study the phase diagram of TBG, we need to define order parameters
to quantify the spontaneous symmetry breaking in the density matrix. The order
parameters are often basis dependent, and hence basis changes (sometimes called
gauge fixing) tailored for each symmetry may be needed. For instance, one of the
most important symmetries of TBG is the C2zT symmetry, which characterizes the
quantum anomalous Hall (QAH) state. The C2zT order parameter is defined in the
Chern band basis [12, 86, 9, 43], which needs to be carefully constructed due to the
topological obstruction in constructing the Wannier states. We present a new set
of gauge-invariant order parameters defined using the sewing matrices [29, 9], which
can be applied to both unitary and antiunitary symmetries without the need for
basis change. These gauge-invariant order parameters can therefore be computed
conveniently in the band basis of the BM model, and can be used to quantify the
symmetry breaking in the density matrix. Our numerical results verify that the phase
diagrams obtained from the gauge-invariant and gauge-dependent order parameters
previously reported in the literature are consistent.

Subtraction Schemes

The construction of the BM model already implicitly takes electron interactions
into consideration via the single-electron dispersion. Hence, adding an additional
Coulomb interaction term to the BM model leads to double-counting errors. In the
literature, there are a number of different proposals for removing the double-counting
effects. These different choices lead to model discrepancies which can be an important
source of uncertainty in TBG modeling. We compare the average scheme (AVG) [43,
9], and the decoupled scheme (DEC) [12, 86, 109] for removing such double-counting
effects. The former defines a model that is particle-hole symmetric, and the latter
uses a more physical reference density matrix. While the results obtained from the
two IBM models qualitatively agree, important differences remain even when all
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other simulation parameters are reasonably converged. For instance, we find that
the C2zT order parameter in the average scheme is very close to an integer 1 near
the chiral limit, indicating that the system is fully polarized in the Chern basis, and
the order parameter undergoes a sharp transition to 0 around w0/w1 ≈ 0.8. In the
decoupled scheme, the C2zT order parameter is around 0.8 at the chiral limit, and
the order parameter changes non-monotonically as the ratio increases, the transition
region becomes much wider for the same system size. In the average scheme, the
interaction Hamiltonian at the chiral limit is positive semidefinite [9] and exhibits an
enlarged U(4)×U(4) symmetry [12, 9]. The ground state energy at integer filling is
zero, which can be exactly achieved using a single Slater determinant given by the
HF solution. With the decoupled scheme, the correlation energy is nonzero even at
the chiral limit and ν = 0, and we find that the correlation energy is generally larger
than that in the average scheme. The differences due to model discrepancies can
be even larger than post-HF electron correlation effects. As a result, in the absence
of an interacting model for the TBG system that is fully based on first principles,
we may need to investigate an ensemble of interacting models to cross-validate the
results.

Integer Versus Non-Integer Fillings

At integer filling (ν = 0), i.e., the charge neutral point, we find that total energies
from HF, CCSD, CCSD(T), and DMRG largely agree with each other, and corre-
lation energies (defined as the difference between the HF energy and the post-HF
energy) are generally less than 0.5 meV per moiré site. Using the gauge-invariant
order parameters, our results confirm that at integer filling, the system is either in
a C2zT symmetry breaking and insulating state, or in a C2zT trivial and metallic
state [86]. We also perform the first systematic study of the IBM model near in-
teger filling (for |ν| < 0.2). In this regime, we find states that are C2zT symmetry
breaking and metallic. Furthermore, the IBM model can host many states that are
energetically close to the ground state, and it can be difficult to converge to the
“true” global minima for all levels of theories. To highlight this difficulty, we ex-
plored two different initialization schemes: (1) Fixed initialization, which uses the
one-particle reduced density matrix that follows that in Ref. [86]. (2) Random ini-
tialization, which uses a random one-particle reduced density matrix satisfying the
electron number constraint.

We observe that the energy corrections provided by post-HF methods can be
larger than that in the integer filling case. Although this trend agrees with the
exact diagonalization calculations of the full IBM model in [80], the quantitative
magnitude of the corrections in our simulations can depend on the local minima
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attained at the HF level. The various local minima are not simply an artifact of
the HF approximation. For example, we find also that the results of the DMRG
calculations can also strongly depend on the HF orbitals, and all DMRG calculations
yield solutions with relatively low Fermi-Dirac entropy, which suggests that these
minima are all close to single Slater determinants, i.e. solutions that can be described
relatively well by the HF approximation.

4.1 Preliminaries
The tight-binding models for monolayer graphene, bilayer graphene, and the BM
model for twisted bilayer graphene have been extensively studied in the literatrues
and also in Chapter 1. We therefore only provide a minimal introduction to the BM
model and the wavefunctions involved; we refer the reader to e.g. Refs. [12, 9] and
the references therein for a more detailed discussion. Throughout this section, we
adopt atomic units, except for energies which are reported in millielectron volts.

Recall that the BM model depends on two parameters w0 and w1, which control
the strength of AA hopping and AB hopping respectively. Through this section we fix
θ = 1.05, w1 = 109 meV and vary the ratio w0/w1 between 0 and 0.95. Subsequently,
we denote the moiré unit cell by Ω, its area by |Ω|, and the moiré Bravais lattice by
L. Correspondingly, we denote the moiré Brillouin zone (mBZ) by Ω∗ and the moiré
reciprocal lattice L∗. The mBZ is discretized using a Monkhorst-Pack (MP) grid [69]
of size Nk = nkx · nky . When the MP grid includes the Γ-point of the mBZ, the
computation can be identified with a moiré supercell consisting of Nk unit cells with
a sample area Nk |Ω|. A given BM wavefunction, i.e., a BM band, can be labeled
by a tuple (n,k, τ, s), where n is the band index, k ∈ mBZ is the k-point index,
s ∈ {↑, ↓} is the spin index, and τ ∈ {K,K′} is the valley index. Since the spin
and valley indices often do not appear explicitly in the Hamiltonian, they are also
referred to as flavor indices. For simplicity, we follow the assumption in Ref. [86],
and drop the flavor indices s, τ , i.e., the system is spinless and valleyless.

Let r be the real space index in the moiré supercell, by Bloch’s theorem, we can
express a BM orbital in real space as

ψnk(r, σ, l) =
1√
Nk

eik·run(k, r, σ, l) =
1√

Nk |Ω|
∑
G

ei(k+G)·run(k,G, σ, l). (4.1)

Here G ∈ L∗ is the plane-wave index, σ ∈ {A = 1, B = −1} is the sublattice
index, l ∈ {1,−1} is the layer index. We also refer to (G, σ, l) or (r, σ, l) as internal
indices. Note that unk(r, σ, l) is periodic with respect to L, i.e., un(k, r, σ, l) =
un(k, r + R, σ, l),∀R ∈ L. The normalization condition is chosen such that un is
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normalized within the moiré unit cell. Moreover, the factor 1√
Nk

ensures that ψnk
is normalized within the moiré supercell. With some abuse of notation, we use
un(k, r, σ, l) and un(k,G, σ, l) to denote the coefficients of a BM wavefunction in
real space and reciprocal space, respectively. In practical calculations, the number
of plane-wave indices G needs to be truncated to a finite size. Throughout this
section, we omit the range of summation unless otherwise specified. Subsequently,
we refer to the set of all plane waves indexed by G with sublattice index σ and layer
index l as the primitive basis of the BM model and denote the corresponding Fock
space by F . Let ĉ†k,G,l,σ, ĉk,G,l,σ be the creation and annihilation operators acting on
F , respectively. Then the creation and annihilation operators corresponding to the
band nk are

f̂ †
nk =

∑
G,σ,l

ĉ†k,G,l,σun(k,G, σ, l),

f̂nk =
∑
G,σ,l

ĉk,G,l,σu
∗
n(k,G, σ, l).

(4.2)

Here u∗n denotes the complex conjugation of un. The band creation and annihilation
operators satisfy the canonical anticommutation relation, i.e., {f̂ †

nk, f̂n′k′} = δnn′δkk′ ,
and define the band basis of the BM model. Note that the definition of the band
creation and annihilation operators can be periodically extended outside the mBZ
according to

f̂ †
n(k+G) = f̂ †

nk, f̂n(k+G) = f̂nk, G ∈ L∗. (4.3)

4.2 Interacting Bistritzer-MacDonald Model
For values of the ratio w0/w1 ∈ [0, 0.95], the spinless, valleyless BM Hamiltonian has
a direct gap between two bands with roughly zero energy and the remainder of the
spectrum (see e.g., Fig. 4.1c for w0/w1 = 0.7). We refer to these two bands as the flat
bands of the BM model and label them by the index n ∈ {−1, 1}. The Hamiltonian
of the IBM model restricted to these flat bands takes the form

ĤIBM =Ĥ0 + ĤI

=
∑
k∈Ω∗

∑
mn

f̂ †
mk[h(k)]mnf̂nk

+
1

2

∑
k,k′,k′′∈Ω∗

k′′′=k+k′−k′′

∑
mm′nn′

⟨mk,m′k′|nk′′, n′k′′′⟩ f̂ †
mkf̂

†
m′k′ f̂n′k′′′ f̂nk′′ ,

(4.4)
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Figure 4.1: (a) Two monolayer graphene Brillouin zones (BZ) depicted by a dashed
red line and solid blue line, respectively, aligned by their Γ-point and twisted by an
angle Θ, with the corresponding Dirac points K+ and K−. The moiré Brillouin
zone (mBZ) is indicated by the grey shaded region centered at ΓmBZ . (b) Choice of
the rectangular unit cell in reciprocal space (green shaded area encircled by green
dashed line, see Ref. [86]) relative to the mBZ. The green crosses show a mBZ
discretization grid of 8× 4 k-points. The Dirac points of the monolayers K+ and
K− are included as reference points. (c) Band structure of the BM Hamiltonian
over the mBZ, with the corresponding flat bands (solid red lines) and remote bands
(dashed grey lines). The interacting BM Hamiltonian is then projected onto the
subspace spanned by the two flat bands; the system’s parameters are θ = 1.05◦,
w1 = 109 meV and w0/w1 = 0.7.
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where Ĥ0 and ĤI are the quadratic term and the quartic term, respectively. The
ground state of the IBM model is then defined as the solution to the minimization
problem

E0 = min
|Ψ⟩∈F , ⟨Ψ|Ψ⟩=1

⟨Ψ|N̂ |Ψ⟩=Ne

⟨Ψ|Ĥ|Ψ⟩ , (4.5)

where Ne = (ν + 1)Nk is the total number of electrons, and N̂ =
∑

k

∑
n f̂

†
nkf̂nk is

the total number operator. The number of electrons per k-point is given by ν + 1
and we subsequently refer to ν as the filling factor. Note that in this convention, the
particle filling is reported with respect to the charge neutral point. Since there are
only two bands per k-point, the only non-trivial integer value for the filling factor
is ν = 0, which is also called the integer filling case (or the particle-hole symmetric
case) of the IBM model in the spinless, valleyless regime.

The main object of interest in this work is the one-particle reduced density matrix
(1-RDM) corresponding to the ground state |Ψ⟩ defined as

[P (k)]nm = ⟨Ψ|f̂ †
mkf̂nk|Ψ⟩ . (4.6)

We emphasize that the 1-RDM is well-defined in the entire moiré reciprocal space
due to the periodic extension in Eq. (4.3). Using the 1-RDM, we find that for any
k, k′ in the moiré reciprocal space,

⟨Ψ|f̂ †
mkf̂nk′|Ψ⟩ = P (k)nm

∑
G∈L∗

δk,k′+G. (4.7)

The quartic term ĤI describes the (screened) Coulomb interaction via the two-
electron repulsion integrals (ERI) denoted by ⟨mk,m′k′|nk′′, n′k′′′⟩. The coefficients
of the quadratic term can be written as

h(k) = hBM(k)− hsub(k), (4.8)

where [hBM(k)]mn = εBM
n (k)δmn is given by the BM band energy. The second term

hsub(k) is called the subtraction Hamiltonian, which removes the double-counting
of the Coulomb interaction within the flat bands, and is defined in terms of the
Hartree-Fock potential (see Section 4.3). The derivation of the Coulomb interaction
term is presented in ??.
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4.3 Computational methods and implementation

Hartree-Fock Theory

The Hartree-Fock approximation is the starting point for various correlated electronic-
structure methods [35]. The underlying assumption is that the many-body wavefunc-
tion takes the form of a Slater determinant, i.e.,

|ΨS⟩ =
∏
k

∏
i∈occ

b̂†ik |vac⟩ , (4.9)

where |vac⟩ is the vacuum state, and

b̂†ik =
∑
n

f̂ †
nkΞni(k) (4.10)

defines the creation operator for the Hartree-Fock orbitals for each k ∈ Ω∗.
For integer filling, the number of occupied orbitals per k-point is ν + 1 (indexed

by occ). The 1-RDM associated with a given Slater determinant |ΨS⟩ is then

[P (k)]nm = ⟨ΨS|f̂ †
mkf̂nk|ΨS⟩ =

∑
i∈occ

Ξni(k)Ξ
∗
mi(k). (4.11)

Following the standard derivation of Hartree-Fock theory (see e.g., [93, 67]), we begin
with the characterization of the Hartree-Fock energy, i.e.,

EHF = min
P∈M

Tr[PH] = min
P∈M

E (HF )(P ), (4.12)

where M is the set of 1-RDMs associated with the possible single Slater determinants
of the system. A common way to seek the solution to Eq. (4.12) is by finding a
stationary point of E (HF ), which is equivalent to diagonalizing the Fock operator [93]
F̂ [P ] = Ĥ0 + V̂HF [P ], where V̂HF [P ] is the Hartree-Fock potential.

The Hartree-Fock potential can be written in terms of the so-called form fac-
tor matrix, Λk(q + G). Simply speaking, the form factor is given by the Fourier
coefficients of the pair product of the periodic Bloch functions of the BM model
{unk}.

This matrix is calculated via the following formula (see ??):

[Λk(q+G)]mn =
1

|Ω|
∑

G′∈L∗

∑
σ,l

u∗m(k,G
′, σ, l)un(k+ q+G,G′, σ, l). (4.13)
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With this definition, the Hartree-Fock potential takes the compact form

V̂HF[P ] = Ĵ [P ]− K̂[P ] =
∑
k∈Ω∗

f̂ †
mk[vhf [P ](k)]mnf̂nk, (4.14)

where the matrix elements are given by

[vhf [P ](k)]mn =
1

|Ω|
∑
G∈L∗

V (G)

(
1

Nk

∑
k′∈Ω∗

Tr[Λk′(−G)P (k′)]

)
[Λk(G)]mn

− 1

|Ω|Nk

∑
q′

∑
m′n′

V (q′)[Λk(q
′)]mn′ [P (k+ q′)]n′m′ [Λk+q′(−q′)]m′n.

(4.15)

We here employ the quantum chemistry notation where H0 is the core Hamiltonian,
Ĵ [·] and K̂[·] are the Coulomb and exchange operators, respectively. For complete-
ness, the derivation of the expressions of Ĵ [·] and K̂[·] are given in ??. This non-linear
eigenvalue problem is then determined by self-consistently evaluating the 1-RDM [55].

In quantum chemistry discussions of Hartree-Fock theory, it is also common to
require that f̂ †

nk commutes with the electronic spin operator Ŝz. When no such
restriction is used, the theory is termed generalized Hartree-Fock theory (GHF). In
the current treatment, the electronic spin is fully polarized. However, there is a
pseudospin variable, namely the sublattice index σ. We will have no restriction that
f̂ †
nk commutes with the sublattice pseudospin operator. Thus we will refer later to

carrying out GHF calculations, in the sense of no restriction on the pseudospin.

Subtraction Hamiltonian

Since the BM band energies already take the electron-electron interaction between
the two layers of graphene into account, the screened Coulomb potential in the IBM
model would double count such interactions. As a remedy, one can introduce a
subtraction Hamiltonian, see Eq. (4.8). At the level of Hartree-Fock theory [12],
this subtraction Hamiltonian can be evaluated by means of the Hartree-Fock po-
tential Eq. (4.15) with respect to an a priori chosen reference density P 0, i.e.,
hsub(k) = vhf [P

0](k). Then, since the mapping P 7→ vhf [P ] is linear, the Fock
operator including the subtraction part, denoted F̂sub, can be written as

F̂sub[P (k)] = F̂ [P (k)]− V̂HF [P
0(k)] =

∑
k∈mBZ

∑
mn

f̂ †
mk[hBM(k)]mnf̂nk + V̂HF[δP (k)],

(4.16)
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where δP (k) = P (k)− P 0(k).
Following Eq. (4.6), P 0(k) should be interpreted as the coefficients of the reference

density matrix in the BM band basis. The choice of a reference density matrix P 0(k)
is not unique and should also be viewed as part of the IBM model. For instance, in
Ref. [9, 98], the choice is

P 0(k) =
1

2
I, (4.17)

which is called the average scheme, and can be justified when the particle-hole sym-
metry is conserved or weakly broken. In Ref. [109, 12, 80], P 0(k) is obtained by
projecting the zero temperature limit of the density matrix corresponding to two
decoupled graphene layers to the BM band basis of the TBG system; this is referred
to as the decoupled scheme. In the computational simulations presented here, we
follow the procedure used in Ref. [86], where terms from the frozen negative energy
sea of the BM model are not included in the decoupled subtraction Hamiltonian
(cf. [80, Eq. 2]). For additional details on the different decoupled schemes used in
the literature, see ??.

The zero temperature limit ensures that P 0 is uniquely defined even if some of
the band energies of the two decoupled graphene layers may become degenerate.
Furthermore, the choice of P 0 is only used to define the quadratic part of the IBM
Hamiltonian and is assumed to be independent of the filling factor ν. Unless other-
wise specified, we adopt the decoupled scheme in all calculations.

Coupled Cluster Theory

Coupled cluster theory is one of the most widely used post-Hartree-Fock correlated
wavefunction methods in quantum chemistry [2, 35].

In this ansatz, the ground-state wavefunction takes the form

|Ψ⟩ = eT (t)|Φ0⟩, (4.18)

where
T (t) =

∑
µ

tµXµ (4.19)

is the cluster operator determined by the cluster amplitudes t, and |Φ0⟩ is a cho-
sen reference Slater determinant (most commonly the Hartree-Fock solution). The
operators Xµ are the excitation operators with respect to the chosen reference |Φ0⟩,
i.e.,

Xµ = Xa1,...,ak
i1,...,ik

= â†a1 ...â
†
ak
âik ...âi1 , (4.20)



CHAPTER 4. QUANTUM CHEMISTRY APPROACH 87

where, for the sake of compactness, we have combined the occupied orbital indices
{il} and virtual orbital indices {al} in the multi-index µ. The ground-state energy
can then be computed as

E(t) = ⟨Φ0|e−T (t)HeT (t)|Φ0⟩. (4.21)

The cluster amplitudes t are determined by the coupled cluster equations, i.e., a set
of polynomial equations of at most degree four (given at most quartic terms in the
Hamiltonian) with respect to t:

0 = Fµ(t) = ⟨Φ0|X†
µe

−T (t)HeT (t)|Φ0⟩, ∀µ. (4.22)

More compactly, Eqs. (4.21) and (4.22) can be combined in the coupled cluster
Lagrangian

L(t,λ) = E(t) + ⟨λ,F(t)⟩ = ⟨Φ0|(I + Λ(λ))e−T (t)HeT (t)|Φ0⟩, (4.23)

where
Λ(λ) =

∑
µ

λµX
†
µ. (4.24)

The states |eT (t)Φ0⟩ and ⟨Φ0(I + Λ(λ))e−T (t)| are commonly referred to as the right
and left coupled cluster solutions, respectively. TheN -RDM in coupled cluster theory
is given by

ϱCC(t,λ) = |eT (t)Φ0⟩⟨Φ0(I + Λ(λ))e−T (t)| (4.25)

ensuring that Tr[HϱCC(t,λ)] = E(t). The corresponding 1-RDM is then given by

[PCC(t,λ)]p,q = ⟨Φ0(I + Λ(λ))e−T (t)|a†paq|eT (t)Φ0⟩, (4.26)

see [35] for more details. We emphasize that this ansatz, in its untruncated form, is
equivalent to the full configuration interaction method (i.e., the exact diagonaliza-
tion method) [70, 83, 51], and is thus computationally infeasible for large systems.
In the past decades, different levels of approximation have been suggested to reduce
computational complexity (see e.g., [2, 18, 76, 68]). The variant used in the subse-
quent simulations (and arguably one of the most widely used approximate versions
of coupled cluster theory) is the truncation of the cluster operator in Eq. (4.19) to
only contain one-body and two-body excitations, also known as the coupled cluster
singles and doubles (CCSD) method. Note that due to the exponentiation of the
cluster operator, the corresponding wavefunction expansion in Eq. (4.18) will still
contain contributions from higher excited determinants. One of the central benefits
of the exponential ansatz is that it ensures that the energy is size consistent and size
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extensive, in particular, for (rank complete) truncations of T such as in CCSD [35].
As in the Hartree-Fock discussion above, we place no restrictions on the (pseudo)spin
properties of the excitation operators. Thus we work with the generalized CC ansatz
in this work.

Aside from steering the accuracy of the CC approach directly through truncations
of the cluster operator in Eq. (4.19), great effort has been put into developing methods
that improve the CCSD energy by means of simple, state selective, non-iterative
energy corrections that, when added to the CCSD energy, improve the energy of the
electronic states of interest [81, 77, 64, 75, 40, 50, 28]. This includes the CCSD(T) [81]
method, which yields a perturbative non-iterative energy correction that accounts for
the effect of triexcited clusters (i.e., triples) using arguments based on the many-body
perturbation theory.

Implementation in PySCF

We use the Python-based Simulations of Chemistry Framework (PySCF) [91, 92]
to perform calculations for the IBM model in Eq. (4.4), which can be defined as
a “customized Hamiltonian” accessed through the one- and two-electron integrals
referred to as h1e and eri. These integrals are complex-valued, therefore, minor
adjustments to PySCF need to be made to enable calculations using these customized
Hamiltonians. We also use the “molecular” formulation in PySCF, i.e., the h1e
and eri are stored without taking advantage of the k-point symmetry [68]. This
can increase the storage cost by a factor of Nk, and the computational cost by a
polynomial of Nk. Interfacing the k-point symmetry (periodic boundary condition
or “pbc”) modules of PySCF is possible and is left here for future work.

Once h1e and eri are constructed, the PySCF software package allows us to
perform GHF and GCCSD calculations on the same footing with a simple code
structure. Here is an example:

1 from PySCF import gto , scf , cc
2
3 def get_veff(mol , dm , *args):
4 vj , vk= scf.hf.dot_eri_dm(eri , dm)
5 return vj- vk
6
7 mol= gto.M()
8 mol.incore_anyway= True
9 mol.nelectron= nelec

10
11 ghf_mf= scf.GHF(mol)
12 ghf_mf.get_hcore= lambda *args: h1e
13 ghf_mf.get_ovlp= lambda *args: ovlp
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14 ghf_mf._eri= eri
15 ghf_mf.get_veff= get_veff
16
17 # Running GHF
18 ghf_mf.kernel ()
19
20 # Running GCCSD
21 gcc = cc.GCCSD(ghf_mf)
22 gcc.kernel ()

Listing 4.1: Example code running GHF and GCCSD in PySCF from precomputed
integrals.

After the calculations, PySCF also provides compact instructions to evaluate the
1-RDMs so that we can evaluate the observables to detect the symmetry breaking in
Section 4.4.

Similarly, the h1e and eri objects may be saved and used to define the Hamilto-
nian for the Block2 program for a QC-DMRG calculation (DMRG calculations can
be performed directly through a PySCF interface). Thus DMRG calculations can
be used to assess the same ground state as targeted by the HF and CC calculations,
and we will use such results for benchmarking in this work. Further details of the
DMRG calculations are provided in Appendix ??.

4.4 Symmetries
Both the BM and IBM models satisfy a number of symmetries which have been
used extensively to analyze the properties of both models, particularly in the chiral
limit [12, 9]. For TBG, the symmetries of interest are point-group symmetries, time-
reversal symmetry, and their compositions. Point-group symmetries are unitary and
time-reversal symmetry is antiunitary. Some relevant symmetries in the valley and
spin-polarized BM and IBM models are summarized in Table 4.1.

In this section, we propose a set of gauge-invariant order parameters which can
be used to detect spontaneous symmetry breaking in the 1-RDM P (k). Our final
results are summarized in Table 4.2. We defer proofs of the claims given in this
section to ????.

Detecting Symmetry Breaking: Unitary Case

We begin by considering the simpler case of unitary symmetries. For a point-group
symmetry g, due to the properties of the Bloch transform, there exists a unitary
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Symmetry Real space Momentum space Type
C2z swap sublattice swaps valleys;

k → −k Unitary
C3z rotate by 120◦ k → C3zk Unitary
T swaps valleys;

k → −k Antiunitary
C2zT swap sublattice k → k Antiunitary

Table 4.1: Some relevant symmetry operations for the spinless, valleyless IBM model.

D(g), called the representation matrix, so that the creation operators, c†k, transform
via the rule

(gĉ†kg
−1)(α) =

∑
α′

ĉ†gk(α
′)[D(g)]α′,α,

(gĉkg
−1)(α) =

∑
α′

ĉgk(α
′)[D(g)]∗α′,α.

(4.27)

For instance, C3z is a unitary symmetry, and it maps k to C3zk. Its representation
matrix in the primitive basis can be written as

[D(C3z)]G′σ′l′,Gσl = δG′,C3zG(e
i 2π
3
σz)σ′,σδl′,l. (4.28)

Since the IBM model is defined in terms of the band creation operators, {f †
nk},

we need to determine how the symmetry g acts on the band creation operators. The
object which encodes this symmetry action is known as the sewing matrix [29, 9].
Given a set of bands {unk} and a unitary symmetry operation g, the sewing matrix
[B(g)]k is defined as:

[B(g)]k,mn := ⟨um(gk)|D(g)|un(k)⟩ . (4.29)

Assuming [B(g)]k is unitary, the band creation operators transform under g by the
rule (see ??):

gf̂ †
nkg

−1 =
∑
m

f̂ †
m,gk[B(g)]k,mn,

gf̂nkg
−1 =

∑
m

f̂m,gk[B(g)†]k,mn.
(4.30)
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The unitarity of [B(g)]k is satisfied when the energy bands {unk} are isolated, i.e.,
there is an energy gap between the chosen bands and the rest of the energy bands
(??).

Using this transformation rule and recalling that the 1-RDM for a state |Ψ⟩ is de-
fined by [P (k)]mn = ⟨Ψ|f̂ †

nkf̂mk|Ψ⟩, we can conclude that if the following commutator-
like quantity

Ck(g) =
∥∥∥[B(g)]†kP (gk)[B(g)]k − P (k)

∥∥∥
= ∥P (gk)[B(g)]k − [B(g)]kP (k)∥

(4.31)

does not vanish, then the 1-RDM breaks the symmetry g. Here ∥·∥ can be any
unitarily invariant norm. Additionally, it can be shown that Ck(g) is invariant under
gauge transformations of the band creation operators (see ??).

Detecting Symmetry Breaking: Antiunitary Case

We now turn to consider the case of antiunitary symmetries. Any antiunitary sym-
metry g̃ can be written as g̃ = gK. Here g is a unitary symmetry and K is complex
conjugation satisfying K(a |G, σ, l⟩) = a∗ |G, σ, l⟩ for any a ∈ C. For an antiunitary
symmetry gK, we define the representation matrix as D(gK) := D(g). For instance,
C2zT is an antiunitary symmetry. It satisfies (C2zT )k = k, and its representation
matrix in the primitive basis can be written as

[D(C2zT )]G′σ′l′,Gσl = δG′,G(σx)σ′,σδl′,l. (4.32)

Given a set of bands {un(k)} and an antiunitary symmetry operation gK, the
corresponding sewing matrix [B(gK)]k is defined by the formula:

[B(gK)]k,mn := ⟨um(gk)|D(g)|u∗n(k)⟩ . (4.33)

As before, when these bands are isolated, [B(gK)]k is unitary (??) and the band
creation operators transform under gK by the same rule as in Eq. (4.30).

Similar to calculations to the unitary case, if the following commutator-like quan-
tity

Ck(gK) =
∥∥[B(gK)]⊤kP (gk)

∗[B(gK)]∗k − P (k)
∥∥

= ∥P (gk)[B(gK)]k − [B(gK)]kP (k)
∗∥ (4.34)

does not vanish, then the 1-RDM breaks the antiunitary symmetry gK. Further-
more, Ck(gK) is invariant under gauge transformations of the band creation operators
(see ??).
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Sewing matrix Order parameter

Unitary (g) ⟨um(gk)|D(g)|un(k)⟩ ∥P (gk)[B(g)]k − [B(g)]kP (k)∥
Antiunitary (gK) ⟨um(gk)|D(g)|u∗n(k)⟩ ∥P (gk)[B(gK)]k − [B(gK)]kP (k)

∗∥

Table 4.2: The definitions of the sewing matrix and symmetry order parameter for
a unitary symmetry g and an antiunitary symmetry gK.

Connection with the C2zT order parameter in the Chern band
basis

Let us also show the connection between Ck(C2zT ) and the order parameter used in
[86] using a particular gauge fixing called the Chern band basis. According to the
gauge choice of the Chern band basis, the sewing matrix takes the form

[B(C2zT )]k = σxe
iθ(k).

The sewing matrix in this basis resembles the representation matrix in the primitive
basis in Eq. (4.32), except that θ(k) is a k-dependent phase factor. In this basis, the
C2zT symmetry breaking can be detected by computing

γz(k) = Tr[P (k)σz] = P11(k)− P22(k). (4.35)

Note that the commutator for the C2zT symmetry satisfies

P (k)[B(C2zT )]k− [B(C2zT )]kP (k)
∗ = eiθ(k)

(
P21(k)− P12(k)

∗ P22(k)− P11(k)
P11(k)− P22(k) P12(k)− P21(k)

∗

)
,

where we have used the fact that P11(k) and P22(k) are real. Therefore γz(k) can be
interpreted as checking the magnitude of the off-diagonal element of the commutator
in the Chern band basis. However, the order parameter γz(k) is designed specifically
for the Chern band basis and C2zT symmetry, and does not generalize to other band
bases and other symmetries. On the other hand, the commutator can be used with
any symmetry of interest and works for any band basis.

4.5 Numerical results
Throughout our tests, we will use k-mesh of size (nkx , nky), and we always fix nkx =
2nky . The number of G vectors is controlled by the number of shells nshell, which
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Figure 4.2: A plot of the moiré reciprocal lattice points included for nshells = 2, 4, 6
with the two valleys (K+, K−) and the Gamma point (ΓmBZ) marked. Note that the
points are closed under C3x rotation and can be given by the formula {Gmoiré[m,n]

⊤ :
|m + n| ≤ nshells, (m,n) ∈ Z2} where Gmoiré is the generating matrix for the moiré
lattice.

specifies a number moiré reciprocal lattice vectors used in the interlayer coupling
term in the BM model (see Fig. 4.2). The number of included moiré reciprocal lattice
vectors is bounded by 3(nshell + 1)2. The inverse temperature used in the decoupled
subtraction scheme (??) is β = 1000 eV−1. We express Ck(C2zT ) in Eq. (4.34) in
the spectral norm, and report the order parameter averaged over the number of k-
points. We begin by studying the convergence of the IBM model with respect to
discretization parameters in Section 4.5. Then we report the results of HF and post-
HF calculations in the integer filling regime in Section 4.5 and compare the effects
of different subtraction schemes in Section 4.5. Finally, we report the effects that
initialization has on HF and post-HF calculations in the non-integer filling regime
in Section 4.5.

Convergence of parameters at the Hartree-Fock level

As mentioned in Section 4.3, we do not exploit k-point symmetry in our current
implementation using PySCF. As such, for larger k-meshes we incur significantly
higher memory costs as compared to code which does exploit this symmetry. For our
convergence tests, we test system sizes nkx = 4, 8, 12 exclusively using PySCF, and
system sizes nkx = 16, 20 are tested using a separate code used in Ref. [86].

In Fig. 4.3a, we show the results of testing the convergence of Hartree-Fock energy
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with respect to the number of shells nshell = 2, 4, 6, 10 at ratios w0/w1 = 0, 0.3, 0.6, 0.9
with the k-mesh fixed to nkx = 12. In Fig. 4.3b, we show the results of the con-
vergence test of Hartree-Fock energy per electron with respect to the number of
k-points nkx = 4, 8, 12, 16, 20 at ratios w0/w1 = 0.0, 0.3, 0.6, 0.9 with the number
of shells fixed to nshell = 6. The energy differences reported in Figs. 4.3a and 4.3b
are the differences between consecutive energies of nshell and nkx , respectively. From
these experiments, we find that the choice nkx = 8 and nshell = 8 provides a good
compromise between accuracy and required computation time.

Aside from the Hartree-Fock energy, we investigate the convergence of the HOMO-
LUMO gap with respect to the number of k-points nkx = 4, 8, 12, 16, 20, see Fig. 4.4a.
The computations suggest that when w0/w1 = 0.9, the band gap is significantly
smaller than its value when w0/w1 < 0.7 (∼ 30 meV), and that the gap decreases as
the Brillouin zone sampling refines. By extrapolating to the thermodynamic limit,
we find that the limiting value of the band gap when w0/w1 = 0.9 is 3meV, see
Fig. 4.4a (b). On the other hand, when w0/w1 = 0.9, the fact that the two band,
single valley model has a nonzero Wilson loop winding number [89] combined with
the numerical observation that the density matrix preserves the C2zT symmetry, im-
plies that the Hartree-Fock gap must close somewhere in the Brillouin zone [1]. To
verify this statement, we perform an additional non-self-consistent Hartree-Fock cal-
culation with a fine Brillouin zone sampling scheme (see ??). This confirms that the
Hartree-Fock gap should indeed vanish, and the residual value of the 3 meV band
gap should be attributed to the extrapolation error from finite-size self-consistent
Hartree-Fock calculations.

Integer filling

We here present HF, CCSD, CCSD(T), and DMRG calculations for twisted bilayer
graphene at integer filling, i.e., ν = 0 which amounts to one electron per moiré
site. The subsequently presented results are obtained for a discretization of TBG
using nkx = 2nky = 8, nshell = 8, and using the decoupled subtraction scheme.
The computations are performed for different ratios of the interlayer moiré potential
parameters, i.e., w0/w1 ∈ [0, 0.95]. The correlation energy per moiré site is defined to
be the difference between the total energies from the correlated wavefunction method,
i.e., CCSD, CCSD(T), or DMRG, and the HF energy. All energies are reported per
moiré site.

Fig. 4.5a shows that the total energy is not monotone with respect to ratio w0/w1,
and attains a maximum at around w0/w1 = 0.5. However, the correlation energy
monotonically decreases with respect to the ratio until w0/w1 = 0.8, see Fig. 4.5b.
The magnitude of the correlation energy per site is small, which qualitatively agrees
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(a) (b)

Figure 4.3: (a) The convergence test of Hartree-Fock with respect to the number of
shells nshell at ratio w0/w1 = 0.0, 0.3, 0.6, 0.9. nkx = 2nky = 8 is fixed. (b) The
convergence test of Hartree-Fock with respect to the number of k-points nkx = 2nky
at ratio w0/w1 = 0.0, 0.3, 0.6, 0.9. nshell = 6 is fixed. Calculations with nkx = 4, 8, 12
are computed using the molecular structure module provided by PySCF, while
nkx = 16, 20 are computed using a separate code exploiting k-point symmetry.

with the theoretical prediction that the correlation energy vanishes (i.e., Hartree-
Fock theory gives the exact ground state energy) at the chiral limit [12]. However,
the reason why the correlation energy does not exactly vanish at the chiral limit is
due to the choice of the subtraction Hamiltonian, which we elaborate on in more
detail in Section 4.5. Compared to the energy evaluated at the CCSD level, the ad-
ditional correlation energy obtained by CCSD(T) is negligible, see Fig. 4.5b. Further
comparison of the CCSD and CCSD(T) energies with DMRG energies extrapolated
to the infinite bond-dimension limit shows that CCSD and CCSD(T) recover 95.4–
100% and 98.5–100% of the correlation energy, respectively. Note that due to the
high computational cost, we only compute extrapolated DMRG results for every
other point in Figs. 4.5a and 4.5b; this suffices since there are no significant details
in the intermediate range.

We also report the Fermi-Dirac entropy per moiré site:

SFD = − 1

nkxnky

∑
i

(pi ln pi + (1− pi) ln(1− pi)) , (4.36)

where {pi} are the eigenvalues of the 1-RDM. By construction, SFD = 0 in the
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(a) (b)

Figure 4.4: (a) Convergence test of the HOMO-LUMO gap with respect to the
number of k-points nkx = 2nky at ratio w0/w1 = 0.0, 0.3, 0.6, 0.9. nshell = 6 is fixed.
Calculations with nkx = 4, 8, 12 are computed using the molecular structure module
provided by PySCF. (b) Extrapolation of the HOMO-LUMO gap as a function of
nkx at w0/w1 = 0.9. The fitted function is f(x) = a

x
+ c where a = 101, and c = 3.

The residual value of the 3 meV band gap at the thermodynamic limit should be
attributed to the extrapolation error from finite-size self-consistent Hartree-Fock
calculations.

Hartree-Fock theory. We find that the Fermi-Dirac entropy is between 0.009 and
0.032 from the DMRG calculations. This reveals that the solutions for all parameter
ratios are close to being single Slater determinants.

Investigating the HOMO-LUMO gap, we observe a gap closing as we transition
from the chiral limit to w0/w1 = 1, see Fig. 4.6. The HOMO-LUMO gap closes
around w0/w1 = 0.85, indicating a transition from an insulating to a metallic phase.
This is in agreement with the finding in Fig. 4.4a.

Next, we investigate the effect of electronic correlations on the order parameter
Ck(C2zT ) in Eq. (4.34). Fig. 4.7 reports the C2zT order parameter as a function of
the ratio w0/w1, which shows a transition from the C2zT broken phase to a C2zT
symmetric phase, and the phase transition occurs around w0/w1 = 0.8. This agrees
with the result in [86], where the order parameter uses the expression Eq. (4.35)
in the Chern band basis. Fig. 4.7b shows that compared to CCSD, HF slightly
overestimates the symmetry breaking, and the difference between HF and CCSD
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(a) (b)

Figure 4.5: (a) The HF, CCSD, CCSD(T), and DMRG (bond-dimension is
BD = 1200 and extrapolated to the infinite bond dimension limit [DMRG (extr.)])
energies per moiré site in meV as a function of the ratio w0/w1. (b) The absolute
value of CCSD, CCSD(T), and DMRG (bond-dimension BD = 1200 and
extrapolated to the infinite bond dimension limit [DMRG (extr.)]) correlation
energies in meV per moiré site as a function of the ratio w0/w1.

Figure 4.6: The HOMO-LUMO gap as a function of the ratio w0/w1.

decreases as the ratio w0/w1 increases.
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(a) (b)

Figure 4.7: (a) The HF and CCSD C2zT symmetry predictions as a function of the
ratio w0/w1. (b) The absolute value of the difference of the C2zT symmetry
characteristic of CCSD and the HF as a function of the ratio w0/w1.

Model discrepancies due to the subtraction Hamiltonian

To assess the effect of the subtraction Hamiltonian obtained from the decoupled
scheme, we report the results using another subtraction Hamiltonian obtained from
the average scheme (see Section 4.3). We demonstrate the differences of the total
energy and the C2zT order parameter. Additionally, we compute and compare the
effect of the subtraction Hamiltonians on the band structure, see ??.

Comparing energies at the HF and CCSD level of theory we first note that using
the decoupled scheme yields a more pronounced maximum in the energy, i.e., the
curvature around the maximum is greater when employing the decoupled scheme,
see Fig. 4.8a. Moreover, we observe that employing the average scheme subtraction
Hamiltonian yields an overall lower correlation energy, see Fig. 4.8b. Interestingly,
both subtraction Hamiltonians yield a similar amount of electronic correlation near
w0/w1 ≥ 0.8. Aside from the magnitude of the correlation, we find that the elec-
tronic correlation increases as a function of w0/w1 when using the average scheme
subtraction Hamiltonian whereas the electronic correlation decreases as a function
of w0/w1 when using the decoupled scheme subtraction Hamiltonian.

The different subtraction Hamiltonians also affect the order parameter, see Fig. 4.9.
We observe a very clean first-order phase transition when employing the average
scheme subtraction Hamiltonian whereas the decoupled scheme subtraction Hamil-
tonian yields a more continuous transition. This agrees with earlier numerical results
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(a) (b)

Figure 4.8: (a) The HF and CCSD energies per moiré site in meV as a function of
the ratio w0/w1 for decoupled and average scheme subtraction Hamiltonians. (b)
The absolute value of CCSD correlation energies in meV per moiré site as a function
of the ratio w0/w1 for decoupled and average scheme subtraction Hamiltonians.

in [43, Fig. 6]. Correlation effects on the order parameter appear to be larger in the
decoupled scheme near the chiral limit, see Fig. 4.9b.

In the non-integer filling regime, we observe that the decoupled and average
scheme subtraction Hamiltonian yield qualitatively similar results, see Fig. 4.10a.
We here initialize the HF computations with a one-particle reduced density matrix
following [86]. We find that for the decoupled scheme subtraction Hamiltonian,
the total energy changes more rapidly with respect to ν (i.e., a larger curvature in
ν), and the energy correction through post-HF methods is smaller than the energy
corrections using the average scheme, i.e., using the decoupled scheme subtraction
Hamiltonian yields stronger electronic correlation effects.

Non-integer filling

We now proceed to HF, CCSD, CCSD(T), and DMRG calculations at non-integer
fillings. The subsequently presented results are again obtained for a discretization
of TBG using nkx = 2nky = 8, nshell = 8. The TBG is here modeled with nelec ∈
{26, 28, 30, 32, 34, 36, 38}, i.e., with a filling factor of ν = nelec/32 − 1, and |ν| <
0.2. We moreover fix the initialization of the HF calculations following [86] while
adjusting the particle number correspondingly. We will investigate the effect of
correlated methods first by varying the filling factor ν at the chiral limit, and then
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(a) (b)

Figure 4.9: (a) The HF and CCSD C2zT symmetry predictions as a function of the
ratio w0/w1 for decoupled and average scheme subtraction Hamiltonian. (b) The
absolute value of the difference of the C2zT symmetry characteristic of CCSD and
the HF as a function of the ratio w0/w1 for decoupled and average scheme
subtraction Hamiltonian.

(a) (b)

Figure 4.10: (a) The HF and CCSD energies per moiré site in meV in the chiral limit
as a function of the filling for decoupled and average scheme subtraction Hamiltonian.
(b) The CCSD energy correction per moiré site in meV in the chiral limit as a function
of the filling for decoupled and average scheme subtraction Hamiltonian
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by varying both the filling factor ν and the interlayer coupling ratio w0/w1. In the
next subsection, we will see that the “true” HF global minimum can be sensitive to
the initial guess and difficult to reach. Hence, we will refer to the difference between
post-HF energies and the HF energy only as an “energy correction” rather than the
“correlation energy”.

(a) w0/w1 = 0 (b) w0/w1 = 0

Figure 4.11: (a) The HF and CCSD, CCSD(T), and DMRG energies per moiré site
in meV in the chiral limit (w0/w1 = 0) as a function of the filling. (b) The CCSD,
CCSD(T), and DMRG correlation energies per moiré site in meV in the chiral limit
as a function of the filling.

At the chiral limit, Fig. 4.11a and 4.11b show that the energy correction by means
of post-HF methods increases as ν deviates from 0. However, DMRG benchmark
computations reveal that the Fermi-Dirac entropy in Eq. (4.36) is very small for all
filling factors under consideration (see Table 4.3). This indicates that the solution is
relatively well described by a single Slater determinant, and thus by the HF theory.

Filling (ν) -0.188 -0.125 -0.062 0 0.062 0.125 0.188

SFD 0.067 0.051 0.107 0.033 0.107 0.052 0.069

Table 4.3: Fermi-Dirac entropy of the DMRG computations with bond dimension
1100 in the chiral limit for different fillings ν.

We find that at this point, DMRG calculations are too expensive to be applied
to evaluate the entire 2D phase diagram. Hence we investigate the landscape of the
energy correction provided by CCSD with respect to the filling and the ratio w0/w1,
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we observe that the magnitude of the energy correction increases with respect to
|ν| (see Fig. 4.12a). Note that Fig. 4.12a is on a logarithmic scale, that is, we here
depict the absolute values of the obtained energy corrections. The computed energy
corrections are consistently negative. We also investigate the HOMO-LUMO gap
landscape with respect to the filling and the ratio w0/w1 in Fig. 4.12b. We observe
that the HOMO-LUMO gap reaches its maximum at the chiral limit at ν = 0. When
transitioning into the fractional filling regime (i.e., at |ν| > 0.0625), the HOMO-
LUMO gap decreases by one order of magnitude, indicating a metallic phase.

(a) (b)

(b) Phase diagram of the HOMO-LUMO gap in meV with respect to the filling and
the ratio w0/w1.

(b) Phase diagram of the HOMO-LUMO gap in meV with respect to the filling
and the ratio w0/w1.

Figure 4.12: (a) Energy surface of the CCSD energy correction per moiré site in
meV with respect to the filling and the ratio w0/w1.
(b) Phase diagram of the HOMO-LUMO gap in meV with respect to the filling and
the ratio w0/w1.

In Fig. 4.13a we report the phase diagram of the order parameter for the C2zT
symmetry with respect to the filling ν and the ratio w0/w1. We find that the dif-
ference between the order parameters obtained by HF and CCSD also increases as
|ν| deviates from 0, but the phase diagrams qualitatively agree with each other,
see Fig. 4.13b. The phase diagram indicates that the location of the phase transition
from a C2zT broken phase to a C2zT symmetric phase is a function of the filling
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(a) (b)

Phase diagram of C2zT symmetry predictions at the HF level of theory. The dotted
red line indicates the phase transition as a function of the filling ν. (b) Phase

diagram of the difference of C2zT symmetry predictions comparing CCSD and HF.
The dotted red line indicates the phase transition as a function of the filling ν.
Phase diagram of C2zT symmetry predictions at the HF level of theory. The

dotted red line indicates the phase transition as a function of the filling ν. (b) Phase
diagram of the difference of C2zT symmetry predictions comparing CCSD and HF.
The dotted red line indicates the phase transition as a function of the filling ν.

Figure 4.13: (a)
Phase diagram of C2zT symmetry predictions at the HF level of theory. The dotted
red line indicates the phase transition as a function of the filling ν. (b) Phase
diagram of the difference of C2zT symmetry predictions comparing CCSD and HF.
The dotted red line indicates the phase transition as a function of the filling ν.

ν. We highlight this dependence with a dotted red line in Fig. 4.13b. Recall that
at integer filling, the system is either in a C2zT symmetry breaking and insulating
state, or in a C2zT trivial and metallic state [86]. However, in the non-integer filling
case, we find that the system can be in a C2zT symmetry breaking and metallic
state. We also find that the difference between CCSD and HF is negative except for
a few points on the phase diagram, indicating that HF tends to slightly over-polarize
the C2zT order parameters.
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Impact of the Initial One-Particle Reduced Density Matrix

In the previous section, we employed a particular initial 1-RDM for the HF calcula-
tions. We now investigate the effect of the initial guess, by drawing initial 1-RDMs
from three different schemes:

Scheme 1 Generate 1-RDM from a random distribution.

Scheme 2 Construct 1-RDM from a random distribution and enforce translation
symmetry.

Scheme 3 Build 1-RDM from the band structure at the charge neutrality point and
enforce translation symmetry.

Specifically, Ref. [7] finds that with the average subtraction scheme and at the
chiral limit w0/w1 = 0, the charge ±1 excitations from the charge neutrality point can
be derived analytically. The charge +1 state can be identified with the Hartree-Fock
state by adding an orbital at the conduction band minimum (CBM), and the charge
−1 state with the Hartree-Fock state by removing an orbital at the valence band
maximum (VBM), respectively. We generalize this observation to larger dopings by
adding / removing |ν|Nk orbitals in the conduction / valence bands to obtain an
initial guess in Scheme 3. We then introduce a small amount of numerical noise by
adding Gaussian random matrices, and impose physical constraints (pure state and
translation symmetry conditions).

We perform computations at the HF and CCSD level of theory for different fillings
in the chiral limit. At half-filling, HF and CCSD can robustly converge to the global
minimum for all three schemes. On the other hand, the outcome obtained away from
the charge neutrality point can vary significantly depending on the method used to
generate the initial guess. When we draw the initial 1-RDM from Scheme 1, even
after employing various techniques in quantum chemistry calculations (e.g., level-
shifting, second-order optimizers, and temperature annealing), the HF result can still
depend on the initial random guess, indicating the existence of multiple local minima.
The energy differences of these local minima are small, but the magnitude of these
differences can be comparable to that of the CCSD energy correction (see Figs. 4.14a
and 4.15a).

Figs. 4.14 and 4.15 illustrate that that the magnitudes of the energy fluctua-
tion in Scheme 1 (random initial guess without translation symmetry) and Scheme 2
(random initial guess with translation symmetry) are comparable. Remarkably, the
physically motivated initial guess (Scheme 3) significantly reduces the energy fluctu-
ation across all independent runs and provides consistent Hartree-Fock and CCSD
energies.
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(a) (b) (c)

Figure 4.14: Boxplot showing the initial 1-RDM dependence of energy calculations
at the HF level of theory for 20 random initializations from (a) Scheme 1, (b) Scheme
2, and (c) Scheme 3.

(a) (b) (c)

Figure 4.15: Boxplot showing the initial 1-RDM dependence of energy calculations
at the CCSD level of theory for 20 random initializations from (a) Scheme 1, (b)
Scheme 2, and (c) Scheme 3.

While there are many local minima that are energetically close to the ground
state, the amount of variation in the gauge-invariant C2zT order parameter can be
significantly larger for many initial guesses. This is the case both for HF and CCSD
calculations. As depicted in Figs. 4.16 and 4.17, enforcing the translation symmetry
(Scheme 2) reduces the magnitude of the fluctuation in the C2zT order parameter,
and consistent order parameters can be obtained using the physically motivated
initialization strategy as in Scheme 3.

Fig. 4.18 shows the 2D HF phase diagram obtained by performing 15 independent
calculations and evaluating the C2zT order parameter from the lowest energy state.
The resulting phase diagrams qualitatively agree with that of Fig. 4.13a. Despite the
existence of multiple local minima causing numerical fluctuations in the C2zT order
parameters at different points in the phase diagram, the qualitative features of the
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diagram remain unchanged.

(a) (b) (c)

Figure 4.16: Boxplot showing the initial 1-RDM dependence of C2zT calculations at
the HF level of theory for 20 random initializations from (a) Scheme 1, (b) Scheme
2, and (c) Scheme 3.

(a) (b) (c)

Figure 4.17: Boxplot showing the initial 1-RDM dependence of C2zT calculations
at the CCSD level of theory for 20 random initializations from (a) Scheme 1, (b)
Scheme 2, and (c) Scheme 3.

To further study the behavior of the local minima and robustness of the numerical
methods, we extract two 1-RDM initializations from the above performed experiment
at filling ν = −0.125 that yield different C2zT order parameters, and we perform
DMRG calculations with bond dimension 1800 using Scheme 1. We find that the
result from DMRG is close to that of HF and CCSD in this regime, in terms of
the energy and the value of the C2zT order parameter. In particular, the DMRG
results are also sensitive to the choice of the initial guess, see Table 4.4. Both CCSD
and DMRG calculations show that the Fermi-Dirac entropy of these local minima is
consistently low, suggesting that the solution is again close to being a single Slater
determinant.
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(a) (b) (c)

Figure 4.18: Phase diagram of C2zT symmetry predictions at the HF level of theory
from (a) Scheme 1, (b) Scheme 2, and (c) Scheme 3. The dotted red line indicates
the phase transition as a function of the filling ν.

Initialization Method E C2zT SFD ecorr

Sample 1 HF -87.522 0.81 0.00

CCSD -87.865 0.64 0.14 -0.343

DMRG -87.823 0.78 0.10 -0.301

Sample 2 HF -87.426 0.33 0.00

CCSD -87.832 0.22 0.14 -0.404

DMRG -87.747 0.31 0.09 -0.321

Table 4.4: Energy, C2zT order parameter, and Fermi-Dirac entropy using two in-
stances of initialization from Scheme 1 and different methods at filling ν = −0.125.
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Chapter 5

Conclusion

In this dissertation, we demonstrate the fruitful application of correlated quantum
chemistry techniques to study interacting models of the magic angle TBG system.
We compare Hartree-Fock, coupled cluster, and DMRG calculations for ground state
properties at both integer and non-integer fillings within a spinless, valleyless IBM
model. The exploration of full-flavored IBM models, excited state properties, and
other quantum chemistry methods is also within our scope and will be pursued in
future research.

We identify model discrepancies as a significant source of uncertainty. To ad-
dress this, an ensemble of interacting models may be required to cross-validate the
results. To some extent, the IBM model design inherently incorporates this model
discrepancy: starting from a non-interacting continuum BM model, we introduce
electron-electron interaction as an afterthought. A more reductionist approach would
involve commencing with an interacting electron model at the continuum level, tun-
ing parameters at a simplified level of theory (such as Hartree-Fock), and studying
electron-correlation effects by projecting the model onto a smaller number of degrees
of freedom. Such an approach ensures at least self-consistency, with all errors and
discrepancies eventually attributable to errors in the continuum model. The gauge-
invariant order parameters, which are applicable to both unitary and antiunitary
symmetries, could also be convenient in this setting since their implementation does
not depend on the choice of the basis. Methods based on quantum embedding the-
ories [31, 47, 90] may also become useful in mitigating the modeling errors and in
studying electron correlation effects in this process.

Our current implementation treats all degrees of freedom equally, including the
BM band index (or the sublattice index in the Chern band basis) and the k-point
index. It can also include other flavor indices, such as spin and valley degrees of
freedom. While this supercell treatment of the IBM model significantly reduces
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implementation efforts, proper consideration of crystal momentum conservation can
further reduce the scaling of both computational and storage costs with respect to Nk

(see e.g., [36, 68]), and will be explored in the future. Quantum chemistry packages
are often designed to treat one particular flavor (spin). Therefore some further mod-
ifications may be needed if we would like to perform flavor-restricted/unrestricted
calculations (which generalizes the spin restricted/unrestricted calculations in stan-
dard quantum chemistry methods).

Our numerical results indicate that even in the near integer filling regime (|ν| <
0.2), it can be very challenging to converge to the global minima starting from
random initial guesses. This challenge extends to both mean-field theories such as
HF and DMRG calculations, which are typically considered more robust and less
sensitive to initial guesses. However, careful initialization strategies and enforcing
symmetries (such as translation symmetry) significantly improve the robustness of
the procedure. We find that in the near integer filling regime, the system can be in
a C2zT symmetry breaking and metallic phase. Nonetheless, the entropy of these
states is observed to be small, and can thus be relatively well described by a single
Slater determinant. It seems reasonable to expect that the nature of the states can
become qualitatively different as |ν| increases, supported by recent findings that at
ν = −2/3 (or 1/3 filling), the state of the system can be related to a fractional
quantum Hall state (FQHE) which is distinct from a Slater determinant [73].
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