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Abstract of the Dissertation

Understanding and Optimization of Field-Effect Transistor-Based Biological and Chemical

Sensors

by

Kaveh Shoorideh

Doctor of Philosophy in Electrical Engineering

University of California, Los Angeles, 2016

Professor Chi On Chui, Chair

Over the past 15 years, biologically sensitive field-effect-transistors (bioFETs) employing

a nanowire as their active element have become very popular. Each year, many experi-

ments are reported that use nanowire bioFETs to detect and quantify new clinically relevant

biomolecules.

This thesis aims to enhance our understanding of bioFETs in order to answer important

practical questions regarding the operation and optimization of them.

We discuss the proper biasing of a bioFET in order to maximize sensitivity. Using elec-

trostatic arguments and MATLAB simulations, we offer a recipe for biasing that applies to

biomolecule detection using SOI-based FETs, including nanowire and nanoribbon bioFETs.

In contrast to previous works, we take into account the two degree of freedom afforded by a

solution-gate and a back-gate. We find that such a bioFET is best operated when the channel

is fully depleted. This is in line with the findings of others regarding the biasing of bioFETs

using a single gate. We also discuss the opportunity to tune an extra degree-of-freedom: the

electric charge on the surface of bioFETs that could be brought by other chemical species,

such as linker molecules, probe molecules, or surface groups. We show that an optimum

value exists for this surface charge. The optimum amount of charge is that which minimizes

the electric field at the solution/bioFET interface prior to analyte capture. We show that

this optimum is a result of a minimum in Debye screening strength.
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We study the electrostatics of a nanowire bioFET as we change the geometry of the

nanowire. It is commonly accepted that nanowires with small diameters are more sensitive

than larger nanowires because their surface-area-to-volume ratio is larger. We use analytical

arguments to show that this analysis is incorrect. Using simulations, we show that analytes

captured in concave regions and corners produce a stronger signal due to reduced Debye

screening. All structures have such corners, but in small nanowires, these corners are a

larger fraction of the entire surface, so the positive effect of the corner is more apparent,

leading to higher sensitivity for smaller nanowires.

We discuss the necessity of solution electrodes in the operation of bioFETs. We show

that without a solution electrode, the sample solution will capacitively couple to various

FET terminals, resulting in an unpredictable bias point, and an unpredictable return path

for the bioFET electric field. These effects could adversely affect the reproducibility of

bioFET measurements. We use analytical arguments to show that a return path must exist

for the electric fields that emanate from the biomolecules and enter the bioFET. We use

simulations to show that the uncontrolled capacitive coupling between the sample solution

and the bioFET terminals provides this path in the absence of a solution electrode. We also

show that slight variations in the structure could affect this capacitive coupling and change

the sensitivity in largely unpredictable and unexpected ways. We conclude that either a

solution electrode must be present, or the sample solution must be coupled to a terminal

using a controlled large capacitance in order to minimize the effect of variations. We also

show that lack of a solution electrode can be a source of signal drift in experiments.
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CHAPTER 1

Introduction

1.1 Overview

It goes without saying that the ability to measure concentrations of vital proteins, RNA, and

DNA in biological samples has great medical use. To this end, various detection techniques

and sensor platforms have been developed to do exactly that. The most widely used technique

of this sort is called enzyme-linked-immunosorbent assay (ELISA), which is mostly performed

in medical diagnostic labs. Other techniques, such as amperometry, are used in glucose

monitors and Abbott’s i-STAT device. These sensor platforms, and many others, each have

their strengths and weaknesses, the discussion of which is beyond the scope of this document.

The subject of this thesis is the understanding and optimization of a particular sensing

technique that is sensitive to the electric charge on an analyte; an analyte is a particle of

interest whose concentration is to be detected. The technique has no particular name, but

the electronic device that embodies the technique, and its variants, are known by many

names: ion sensitive field-effect transistor (ISFET), enzyme sensitive field-effect transis-

tor (EnFET), chemically sensitive field-effect transistor (ChemFET), immunologically sensi-

tive field-effect transistor (ImmunoFET), and most recently, biologically sensitive field-effect

transistor (bioFET).

BioFETs, or FET-based biosensors, are devices that detect and quantify the concentra-

tion of biomolecules (DNA, RNA, proteins) in an aqueous (electrolytic) sample through their

intrinsic electric charge. By detecting intrinsic charge, they eliminate the need for labeled

reagents and repeated wash steps. Essentially, they are MOSFETs without the gate elec-

trode; instead, the gate insulator is exposed to the sample that contains the target analytes
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to be detected. These target analytes are captured (or spontaneously adsorb) onto the gate

insulator, and the drain current of the FET will change in response to their electric field,

much in the same way that it changes in response to the electric field emanating from the

gate terminal in a regular MOSFET. A schematic diagram of a bioFET based on a nanowire

structure is shown Fig. 1.1, and depicts its operating principle.

In order to confer specificity to the assay, the gate insulator (which is exposed to the

sample-under-test) is commonly “functionalized” with appropriate capture probes. A cap-

ture probe is a molecule to which the target analyte specifically binds, hence is selectively

“captured” by it. These probe molecules are commonly attached covalently to the gate in-

sulator, via linker molecules that are 1-2 nm long. So, for example, in order to detect a

particular antigen, an antibody can be covalently attached to the sensor, and to detect a

DNA strand, its complementary strand can be used instead.

The operation of a bioFET can be summarized thus: one begins with a sensor, fully

“functionalized” with a probe molecule of interest, and ready to capture analytes. The

surface “coverage” of analytes on the sensor surface is zero at the beginning. A sample (e.g.

blood, urine, saliva, etc.) is then introduced to the sensor surface. Analytes in the sample

somehow make their way to the sensor surface where they bind, and increase the surface

coverage. During the initial transient, as the coverage increases, the sensor’s signal will also

increase. During this time, some analytes will also detach from the sensor surface and return

to the bulk of the solution. Finally, the solution bulk and the surface will reach equilibrium

when the rate of attachment and detachment become equal. The sensor’s signal, if devoid

of artifacts, should also reach a steady state value. The initial transient signal contains

information about the mass transfer rate to the surface, and the reaction rate at the surface.

The steady state signal contains information only about the equilibrium state. Both should

include information about the concentration of the analyte in the bulk of the sample, which

is what we are interested in measuring.

In practice, the signal during the initial transient is affected by many unknown chemical

processes that occur at the sensor surface, so extracting useful information from it is very

difficult. However, the steady state signal is much less susceptible to artifacts (compared to
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Figure 1.1: Schematic diagram of a nanowire bioFET. A 3D schematic is shown in (a),

depicting the nanowire as a pink rectangle on the buried oxide; the gold-colored regions

marked “S” and “D” represent the source and drain regions. The antibodies, colored in

blue, are covalently attached to the sensor surface. A cross section of the bioFET is shown

in (b). In (c), positively charged biomolecules, shown in red, are captured by the antibodies,

causing the drain current to change. The cross section of (c) is depicted in (d), with the

electric field emanating from the biomolecules as brown arrows, and the electrons that are

induced in the bioFET as black circles. These induced electrons are responsible for the

change in the drain current of the bioFET.
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the transient), so most researchers wait for a steady-state before recording the signal. The

signal never truly reaches a steady state; there is always “drift”, which is defined as the

change of the signal output as a function of time. However, if the drift is small compared

to the magnitude of the signal, it can be ignored. In most cases (demonstrated in various

research labs), the time it takes to reach steady-state is on the order of a few minutes

[HL04, BSY06, SKR07, PLP10].

1.2 History

Many researchers trace the ancestor of the bioFET to the ISFET, which was invented by

Bergveld in 1970 [Ber70]. I prefer to trace it further back to the glass electrode.

The sensing properties of glass membranes were discovered in 1909 [HK09]. It was found

that if two solutions with different hydrogen ion activities (pH) were separated by a glass

membrane, a potential difference would develop between the solutions that could be measured

if each solution was contacted by its own reference electrode. This discovery was made into a

practical instrument called the glass electrode, whose schematic diagram is shown in Fig. 1.2.

It comprises a glass bulb, typically about 1mm thick, which contains a liquid sample of known

pH that is contacted by an internal reference electrode. To measure the pH of an unknown

sample, the sample is contacted by both a second reference electrode and the outer surface of

the glass electrode’s bulb. The potential that develops between the two reference electrodes

is then recorded using a high input-impedance electrometer. It is quite common for the

entire setup to be combined into one body for ease of use.

Initially, it was thought that the sensitivity of the glass electrode to pH was due to the fact

that the glass could exchange sodium ions embedded in it with hydrogen ions in the solutions;

this was called the ion-exchange theory [Eis62]. It was observed that an upper bound existed

for the sensitivity, which was about 60mV per unit of pH. This number also appeared when

the Nernst equation was applied to calculate the potential across permeable membranes

(e.g. the ion permeable membranes in neurons) [BF01]. It was therefore concluded that

ions penetrated into the glass to be “exchanged”, and the Nernst equation was applied with
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Figure 1.2: A schematic of a pH glass electrode, as described by Shinwari et al. [SZD10].

The pH of the sample solution creates a potential drop at the interface between the glass

bulb and the sample solution. The internal electrode and the reference electrode measure

this potential difference.
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success.

This theory was incorrect, but produced correct results. It was shown many years later

that the glass electrode responded nearly instantaneously to changes in pH, so much so

that it was not possible to change the pH fast enough to observe a measurable delay in the

electrode response [DD54]. This fact ran counter to the idea that ions that penetrated into

the glass were responsible for its response. Also, it was argued that the exchange of singly

charged sodium ions for singly charged hydrogen ions could not possibly lead to a potential

difference [Sch10]. An alternative “site dissociation” theory was accepted instead, which

explained the response of the glass electrode in terms of surface groups that could capture

or release hydrogen ions [Bau85]. When hydrogen ions were abundant and the pH was low,

these surface groups would bind hydrogen ions and become positive (or neutral, depending

on the actual composition of the surface group). When the pH was high and hydrogen

concentration was low, these groups would release hydrogen ions and become neutral (or

negative). A “site-binding” model that was developed to model dissociation constants for

various glasses [YLH74] was later adapted to describe the same process, but for biomolecules,

in the context of various FET-based sensors [LAM05].

Concurrently with these modeling developments, it was found that the glass electrode

suffered from interference from sodium ions, i.e., that changes in sodium concentration would

create a signal where none was desired [Eis62]. It was also found that by changing the

composition of the membrane, one could make the electrode sensitive to ions other than

hydrogen, and tune its selectivity as well [Hin59]. An entire class of electrodes were born

that were similar in operation to the pH glass electrode, but selective to other ions. These

electrodes were called “ion-selective electrodes” (ISE). Just like glass electrodes, the potential

at the ISE needed to be measured by a high input-impedance electrometer [PT70].

The ISE had one significant drawback: the requirement for a reference solution. The ref-

erence solution made the electrode susceptible to drying up and breakage. Instead, a wire can

be coated with a the salt of its metal, and can still function as an ISE. This structure is called

a “coated wire electrode” and was invented in 1971 [CF71]. This development highlights the

fact that the reference solution is actually not required; the response comes simply from the
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contact of the sensitive membrane with the sample-under-test. The coated wire electrode

still needed to be connected to a high input-impedance electrometer for measurement.

Between 1970 and 1972, another important development occured: the ISFET was in-

vented by Bergveld [Ber70, Ber72]. The schematic of Bergveld’s ISFET is shown in Fig. 1.3.

Bergveld sought to eliminate the “loading” caused by the wires that ran from the ISE to the

electrometer’s first amplifier stage. He did more than just bring the amplifier close to the

ISE; he integrated them. The ISFET is a combination of an ISE and a FET; the gate oxide

of the FET is covered with the membrane that confers selectivity in the ISE. The potential

and electric field that appears at the surface of the ion sensitive/selective membrane directly

and locally couples to the FET channel, changing the FET’s drain current. Thus, the voltage

signal from the ISE, which requires a high input-impedance electrometer for measurement,

is locally converted into a current signal which could traverse relatively long wires without

degradation and can be measured by less complicated instruments. Additionally, the IS-

FET proved more rugged than the ISE, which was quite important in applications where

breakage of the glass in the ISE could pose serious hazards, such as in measuring the pH

of food. Another potential benefit of the ISFET was its extreme miniaturization. However,

this promise was not fulfilled, because a reference electrode is still necessary for its proper

operation [Ber72], and it is not practical to make miniaturized reference electrodes that can

operate for long periods of time [SV99]. Attempts were made to create reference ISFETs,

also called ReFETs that were not sensitive to ions, and use them in lieu of reference elec-

trodes. These attempts mostly resulted in failure, since it is very difficult to find surfaces

that are completely inert [SV99].

A short time after the invention of the ISFET, Janata invented the immunoelectrode

[Jan75]. An immunoelectrode is an electrode that is functionalized with an antibody, in order

to detect an antigen. When the immunoelectrode and a reference electrode are placed in a

solution, the potential measured between them would vary depending on the concentration

of the antigen whose antibody is functionalized on the immunoelectrode. The source of this

potential is the same as those obtained in ISEs and ISFETs. Unfortunately, Janata was not

able to make his electrodes sensitive enough for them to become as useful as ISEs.
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Figure 1.3: The first schematic of an ISFET ever drawn, taken from Bergveld’s second

ISFET paper published in 1972 [Ber72]. Note that the entire device is to be submerged in

the sample to be tested.

Shortly after, in 1980, Schenk proposed the immunoFET, which integrated an immuno-

electrode with an FET, just as Bergveld had done for pH measurement. The immunoFET

was basically the first bioFET ever conceived. Just like the immunoelectrode, the responses

initially obtained by immunoFETs were too small to unequivocally declare success. One

could arguably point to the work of Gotoh et al. in 1989 [GSK89] as the first immunoFET

to get signals larger than 1mV (in terms of threshold voltage shifts) at the analyte concen-

tration of interest to them.

The failure of the immunoelectrode and the immunoFET in detecting proteins was as-

cribed to Debye screening, the process by which counter-ions in an electrolyte surround a

charged particle and screen its electric field. Proteins are large molecules, and when cap-

tured, they typically lie within a few nanometers of the FET’s gate insulator. However,

the Debye length (which is the characteristic length over which the electric field decays by

a factor of e in an electrolyte) is about 1nm in physiological solutions. As a result, the

electric fields emanating from the proteins are severely screened, and the charge that is seen

by the FET is drastically smaller than the actual charge carried by the protein [SBK90]. It
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was argued that Debye screening was not such a big problem in ISFETs, because ions are

captured much closer to the insulator surface, so their charge is not screened so drastically.

In response to these assertions, most researchers attempted biomolecule detection in samples

with low ionic strengths, i.e., with a lower concentration of salts, in which the Debye length

is longer and screening is weaker [SWS07].

The next major breakthrough occured in 2001 when Cui et al. used a nanowire to make a

bioFET [CWP01]. They demonstrated successful pH detection, but more importantly, they

detected DNA at concentrations far below what had been previously demonstrated. Shortly

thereafter, another research group demonstrated a bioFET whose channel was made out of

a carbon nanotube, with similar results [BTZ03]. These works resulted in an explosion of

interest into nanowire bioFETs for the detection of one analyte or another. In almost all

such papers, the use of the nanowire is justified because its high “surface-area to volume

ratio” causes it to be very sensitive. Nair and Alam provided a crude analytical justification

to this claim. However, this author believes these arguments to be incorrect, as the reader

shall see in chapter 3 of this document.

It is worth noting that nanowire bioFETs were the first bioFETs where a “back-gate” was

used to bias the FET, while the “front-gate” was exposed to the sample-under-test. These

gates are shown schematically in Fig. 1.1. The bias applied to the FET was no longer required

to be applied via the sample-under-test. This is in contrast with regular immunoFETs and

ISFETs, where the bias must be applied to the sample-under-test, because there is no other

gate terminal present. The difference is significant, because freedom from having to bias

the sample-under-test allows researchers to abandon the bulky reference electrode which

hindered efforts to truly miniaturize bioFETs for 30 years. However, this author believes

that reference electrodes are still necessary, and the consequences of not using one shall be

discussed in chapter 4.

In parallel with these developments, some researchers realized that the salts present in

physiological solutions, especially sodium, caused severe reliability problems for the silicon-

based FET which made up most bioFETs. They decided to separate the sensing surface from

the FET, in effect reverting back to the pre-Bergveld era. Sensors made this way, where the
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Figure 1.4: A schematic of the first EGFET (taken from [sLC83]). Contrary to the ISFET,

the entire device is not submerged. Instead, the sample only comes in contact with the

chemically sensitive layer, which is connected by a signal line to a separate MOSFET.

sensing surface is connected via some conductor to an FET that is some distance away, are

called “extended-gate FETs” (EGFETs). The schematic of the first EGFET is shown in

Fig. 1.4. The FET is frequently made on-chip, but can also be off-chip as well. EGFETs are

identical in operation to coated wire electrodes, although this fact may be lost on many in

our field.

Over the past 15 years, many exotic bioFET structures have been proposed or developed

that are called by similar names, but have subtle differences that require them to be analyzed

differently. For example, nanowire bioFETs made out of SOI substrates [SKR07] must be

analyzed very differently from nanowire bioFETs made out of bulk silicon [AKC12], but both

are called “nanowire bioFETs”. As such, for the purposes of this thesis, this author finds

it useful to divide all the aforementioned sensors into four groups based on two criteria: 1)

whether they bias through the sample-under-test or not, and 2) whether the sensing surface

is integrated with the FET or not.

Glass electrodes, ISEs, EGFETs, and coated wire electrodes, all belong to the first group,
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where an electrode is connected to the sample-under-test (and may bias it), and there is a

wire running from the sensing surface to the first FET in the amplification chain.

ImmunoFETs and ISFETs are in the second group, where the bias is applied through

the sample-under-test, and the sensing surface is integrated with the FET.

Nanowire-based, graphene-based, nanotube-based, and other similar bioFETs where the

active region of the FET is placed on an insulating substrate comprise the 3rd group, because

the insulating substrate allows these devices to be biased from below, via a back-gate.

Devices similar to those in the third group that have an extended gate (i.e., whose sensing

surface is far from the FET) belong to group 4. There are very few experimental results

that use such structures, because it is not clear why one would incur the cost of fabricating

nanowires if one does not take advantage of their sensing benefits. In fact, nanowires make

for very poor FETs in this setting, because their rough surfaces result in 1/f noise that is

higher than their non-nanowire counterparts.

For reasons not clearly known, no bioFET has been commercially successful to date, even

though mind-boggling sensitivities have been reported under laboratory conditions.

1.3 Figure of Merit

The lowest analyte concentration at which the signal can be reliably (and reproducibly)

distinguished from background noise is called the lower limit of detection (LLOD), and is

closely related to the signal-to-noise ratio (SNR). Pushing the LLOD towards lower concen-

trations is a point of major effort in the research community, since it enables biomolecules to

be detected at lower concentrations, and as a result, enables diseases to be detected earlier.

There are many factors that affect the LLOD, including but not limited to the mass transfer

rate to the sensor surface, reaction kinetics at the surface, and the response of the sensor

to surface charge in the steady state. In this work, we only focus on the sensor itself: we

assume that molecules carrying electric charges have already bound to the surface of the

sensor. How do we get the largest signal from these molecules, assuming that their coverage
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or charge state does not change?

In essence, we wish to maximize the sensitivity of the bioFET to changes in the charge

density at its surface due to biomolecules, as opposed to the overall sensitivity of the bioFET

to analytes. The latter would be represented by ∆I
∆c

, and is the official definition of “sen-

sitivity” by IUPAC [NJK09]. The former, which is more closely related to the concepts in

this thesis, is best represented by ∆I
∆σ

. In these expressions, I, c, and σ represent the drain

current of the FET, the concentration of the analyte, and the charge density at the surface

of the bioFET due to the analytes, respectively. Neither of these metrics include any noise

information, and are therefore only weakly related to LLOD.

SNR is much more closely related to LLOD than sensitivity is. If all measurements of the

same sample produced the same results, then one could define LLOD as the concentration

where the SNR is the lowest acceptable value, typically 3 or 4. However, in practice, unknown

artifacts cause repeated measurements of the same sample to produce slightly varying results,

and these variations are not accounted for in SNR, but do affect the LLOD. In the absence of

a way to predict and quantify these variations, we must resort to SNR as the best indicator

of LLOD.

There are many sources of noise in the operation of a bioFET. However, it has been shown

(for ISFETs at least) that 1/f noise of the FET itself is dominant [JN99]. Importantly, lock-

in techniques cannot be used to filter out the noise. The reason is due to the disparity

in the time-scales of biological and electronic phenomena: the biological side responds to

perturbations on a time scale on the order of seconds, whereas the electronic side is many

orders of magnitude faster. To measure a biological disturbance, such as a change in analyte

concentration (which we are ultimately interested in), the measurement of the drain current

must not involve electronic filters that filter out the slow low-frequency components of the

drain current signal. In essence, the measurement must be DC. In the DC limit, the current

noise observed at the drain terminal of the FET is dominated by 1/f noise in the FET itself,

as has been shown by Jakobson and Nemirovsky [JN99] in the case of pH measurement.

Analytically, it can be shown that the power spectral density (PSD) of the drain current
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noise is proportional to the square of drain current itself. The power spectral density is given

by [GRN91]:

SI =

(
1± αµCox

I

gm

)2

g2
mSVfb

(1.1)

where SI represents the drain current noise PSD, α is Hooge’s parameter, µ is the carrier

mobility, Cox is the gate oxide capacitance, gm is the transconductance, I is the drain current,

and SVfb
is the power spectral density of fluctuations in the flatband voltage. Of all these

quantities, I and gm are the ones that change the most, and the rest can be considered

constant for a particular device.

When the bioFET is operated in the subthreshold regime, the current is small, so the first

term in the parentheses in equation 1.1 dominates. The gm in subthreshold is proportional

to I itself. The PSD can be rewritten as:

SI = g2
mSVfb

∝ I2 (1.2)

If the bioFET is not operated in the subthreshold regime, and the drain current is high

enough so that the second term in the parentheses in equation 1.1 dominates, the drain

current PSD will again become proportional to I2:

SI = (αµCox)2 I2SVfb
∝ I2 (1.3)

Either way, the drain current noise PSD becomes proportional to the square of the drain

current itself. Note that in both equations above, we have assumed that SVfb
and µ are bias

independent, which is reasonable to first order [GRN91].

Since we define changes in the drain current, ∆I, as our “signal”, the SNR can be written

as:

SNR =
∆I2∫ f2

f1
SI(f) df

∝
(

∆I

I

)2

(1.4)

where f1 and f2 denote the frequency-domain limits of our measurement window. We include

f as an argument to SI as a reminder that the 1/f dependence of the noise is included within
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SI . We do not expand SI since we are not interested in the detailed form of the SNR. Instead,

we only wish to highlight the fact that the SNR at each concentration is proportional to the

square of ∆I
I

, with ∆I representing the change in drain current due to a change in analyte

concentration ∆c relative to a blank sample. Maximizing ∆I
I

will therefore result in maximum

SNR. We shall use this sensitivity metric to discuss the optimum biasing point of bioFETs

in Chapter 2.

Presently, bioFETs are still in their infancy. One of the main challenges facing them is

to ensure that for a given analyte of interest, the LLOD of the sensor is below the lowest

clinically relevant concentration of that analyte. In light of this, our goal is to simply

maximize the ∆I
I

for any given ∆c, especially for small ∆c. The quantity ∆I
I

, which in our

field is confusingly known as “sensitivity” despite the official IUPAC definition, is therefore

the metric we wish to maximize. Although “resolution” is a better term for this quantity,

we shall continue to call it “sensitivity” in accordance with the literature.

For our purposes, assuming small ∆c is equivalent to assuming that the charge density

change due to the capture of analytes on the sensor surface is small. We shall make use of

this assumption in the following chapters.

1.4 Outline of Following Chapters

In the following chapters, we discuss three problems and their solutions.

First, in Chapter 2, we discuss the proper biasing of a bioFET in order to maximize

sensitivity. Using electrostatic arguments and MATLAB simulations, we offer a recipe for

biasing that applies to biomolecule detection using SOI-based FETs, including nanowire and

nanoribbon bioFETs. We also discuss the opportunity to tune an extra degree-of-freedom:

the electric charge on the surface of bioFETs that could be brought by other chemical species,

such as linker molecules, probe molecules, or surface groups. We show that an optimum value

exists for this surface charge.

Next, in Chapter 3, we proceed to study the electrostatics of a nanowire bioFET as we
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change the geometry of the nanowire. We use analytical arguments to show that the com-

monly accepted explanation for the improvements brought on by small nanowire structures

are incorrect. Using simulations, we highlight a simple electrostatic phenomenon that we be-

lieve is the cause for the improved sensitivity of nanowires bioFETs, and has not previously

been discussed in this context.

In Chapter 4, we turn our sights onto the concept of solutions electrodes in bioFETs.

We aim to explain how some groups are able to demonstrate biomolecule detection without

a solution electrode. More generally, we also wish to find out whether a solution electrode is

truly necessary for bioFET operation. We use simulations to show that without a solution

electrode, an experiment would be sensitive to minor details of its setup that are not normally

controlled very well. We use analytical arguments to show why this occurs, and recommend

the use of a solution electrode to prevent it.

We conclude the dissertation in Chapter 5, where the contributions of this author in this

dissertation are summarized. The vision of this author for future work in this area is also

discussed.
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CHAPTER 2

On the Biasing of SOI-based BioFETs

The contents of this chapter have been previously published by IEEE, which holds the

copyright c© IEEE 2012 [SC12].

2.1 Introduction

Field-effect-transistor-based biological sensors (bioFETs) have become one of the major tech-

nologies for detection of ions [Ber70, CWP01], pH [CWP01, CWE06], DNA [BSY06], proteins

[CWP01, SKR07], and other macromolecules in biologically relevant solutions. These sensors

are very attractive because of their high sensitivity detection of charged analytes. There has

been a drive to increase their sensitivity even further. One area of focus has been the biasing

regime of sensors, since biasing greatly affects sensitivity.

There have been many works on the proper biasing of bioFETs, with more or less similar

conclusions. References [CFS11, CXY08, EJB08, GZL10, LHL10, YAY10, VSI11] recom-

mend subthreshold operation to maximize sensitivity, which is defined as ∆I/I , where I

is the steady-state drain current of the sensor when exposed to a reference sample, usually

a blank sample; ∆I is the change in the drain current due to the capture or adsorption

of analytes. However, given a solution electrode and a back-gate, there are many ways to

bias an FET in the subthreshold regime, and most works do not address this issue, partly

because they consider structures with one gate only. Chapman et al. consider the use of

two gates, but not two independent gates [CFS11]. Elibol et al. study the effect of two

independent gates, but do not offer enough details to allow their scheme to be extended to

other structures [EJB08].
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The improvement in sensitivity in every case is attributed to increased efficiency of the

FET-action; the drain current responds exponentially to perturbations at the gate when

biased in the subthreshold regime. It should be noted that sensitivity, as defined, does

not directly capture the effects of noise. Indeed, it can be argued that signal-to-noise ratio

(SNR) may be more important than sensitivity. However, if ∆I is considered as the sig-

nal of interest, it has been shown that subthreshold operation maximizes the SNR as well

[GZL10][LAM05][DSR06].

Another serious issue that affects the sensitivity of sensors is electrostatic screening of the

analyte charges, which is not addressed by any of the previously mentioned works [CFS11,

CXY08, EJB08, GZL10, LHL10, YAY10, VSI11]. In the absence of ions in the buffer, a

charge equal in magnitude and opposite in sign of the charges of the analytes appears on

the sensor, i.e., the mobile carriers in the semiconductor channel screen the electric field

emanating from the analytes. When a significant concentration of ions is present in the

buffer, some of the analytes are screened by the ions in the buffer, and only a fraction of

the analytes induce opposite charges in the sensor. The response of the sensor is thereby

diminished. Screening by ions in the buffer is termed DebyeHückel (DH) screening, whereas

both Debye and ThomasFermi (TF) screenings are used to refer to screening in the sensor;

to avoid confusion, we will denote the screening in the semiconductor by TF screening only

and reserve DH screening for the buffer solution. DH screening represents losses of usable

analyte charge to buffer ions and is undesirable. TF screening represents the response of the

sensor to analyte charge and is desirable.

DH and TF screenings have a profound effect on sensitivity. However, to our knowl-

edge, none of the works that study the effect of biasing on sensitivity include DH screening

alongside a full analysis of the phenomena in the semiconductor. Sørensen et al. consider

the effect of TF and DH screenings, but only when the underlying FET is operating in the

linear regime [SMB07]. They advocate having a very short TF screening length (i.e., very

strong screening) so that the losses of usable analyte charge to DH screening are minimal.

This recommendation goes against that of subthreshold operation advocated in references

[CFS11, CXY08, EJB08, GZL10, LHL10, YAY10, VSI11]., and indeed, a tradeoff exists: if
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Figure 2.1: Schematic of the simulated 1-D structure

the sensor operates in the linear regime (with a short TF length), the sensor’s capacitance

becomes larger. As a result, the analytes produce a larger carrier concentration change in

the semiconductor channel. On the other hand, if the sensor operates in the subthresh-

old regime, its capacitance is smaller; thus, the carrier concentration changes by a smaller

amount. However, the drain current becomes more sensitive to changes in the carrier con-

centration, possibly producing a larger overall output current change. This tradeoff has been

also alluded to by Lee et al., but a detailed analysis and recommendation is not presented

[LNS09].

In this paper, we shall revisit the effect of biasing on sensitivity in an attempt to fill in

the gaps left behind by previous works.

2.2 Simulation Structure and Method

We used MATLAB to simulate the electrostatics of a generic 1-D SOI n-channel accumulation-

mode bioFET. The simulated structure is depicted in Fig. 2.1. This structure is essentially an

SOI MOSFET with the following modification: the gate, which would have been to the left
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of the front oxide, has been removed and replaced with a solution and a solution electrode.

We believe the potential where the MOSFET gate would have been is a helpful quantity,

and we shall call it the effective gate potential Vg,eff. The response of the drain current to

variations in Vg,eff will be identical to that of the SOI MOSFET.

The simulated structure was composed of a 1 µm-thick electrolyte, a 10 nm layer of SiO2

(the front oxide), a 50 nm silicon active layer, 200 nm of buried oxide (BOX), and a 1µm-

thick silicon substrate handle. All silicon regions were doped 1016 cm−3 n-type. We assumed

no current could flow across such a stack; thus, carrier continuity equations were not solved.

The silicon film thickness is small enough for this device to be considered fully depleted.

The electrolyte was assumed to be 1 mm NaCl with unity activity, resulting in a DH

screening length of about 10 nm, far smaller than the thickness of our solution region. The

Na+ and Cl– ions were treated as holes and electrons, respectively, with a background

concentration of 6.022× 1017 cm−3 each, corresponding to a 1 mm NaCl solution. The ions

were treated as point charges according to the Poisson Boltzmann (PB) model. The regular

PB model is unable to capture the effects of the Stern layer directly; however, this does not

pose a fundamental problem since the capacitance of the Stern layer is constant and can be

considered to be lumped with that of the gate oxide. Modified Poisson Boltzmann (MPB)

models provide a more accurate description of the double layer [WP11], however, we are only

interested in qualitative behavior, which is adequately captured by the regular PB model.

Moreover, as we shall see later, the operating point of interest will happen to be a bias at

which the surface electric field is small, where the PB model is sufficiently accurate. The

relative permittivity of the solution was set to 80. The work function of the solution was set

to 4.61 eV, aligning it to the midgap of silicon. This value was chosen because it helps the

observation of different phenomena that are present in a sensor without loss of generality.

Poisson’s equation was solved in the entire device. The carrier concentrations in the oxide

regions were assumed to be zero. Fermi statistics were applied to the carriers in silicon. The

boundary conditions for Poisson’s equation were imposed by the voltage of a solution gate

in the electrolyte, i.e., VSG, and the voltage at a back gate under the substrate, i.e., VBG. We

assumed that a low and constant drain voltage VD (slightly above the thermal voltage) was
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applied and that the source was grounded. We reflected these in our simulations by setting

the Fermi level in the silicon active layer to zero. This implies that our 1-D cut was taken

near the source. A layer of fixed charge with uniform density σ was simulated inside the

electrolyte, 2 nm away from the front oxide interface. This layer represents bound analytes

in samples of interest. Our reference samples had σ = 5× 1012 e cm−2, where e denotes

elementary charge, and we studied the effect of a 0.1 % increase in analyte concentration.

We did simulate scenarios in which a “blank” sample with σ = 0 was our reference, but since

those results were qualitatively identical to those which we present, we will omit them in the

interest of brevity.

In other cases, we included a layer of “adjustment charges” with density σA at the

electrolyte/oxide interface (see Fig. 2.1), potentially representing the charge of the receptors

or those of the protonated or deprotonated groups at the oxide interface. We neglected

the intricate dynamics of analyte transport and binding. We modeled binding events by

simply applying a change of ∆σ to the analyte charge, and we considered it to be a constant

dependent only on analyte concentration and independent of biasing. Interface traps at the

oxide/silicon interfaces were neglected in our simulations.

The simulated electrostatic data allowed us to extract the mobile electron density in the

channel. We integrated this quantity from the front oxide to the back oxide. We did this

twice for each scenario, once for a sample with analytes and once for a reference sample,

denoting the results QS and QS0, respectively. We then subtracted the two and denoted the

difference by ∆QS. This difference represents the change in the total mobile carrier density

at each horizontal position in the FET channel due to the binding of analytes. As we do

not simulate a source or a drain, we cannot directly simulate the drain current. Instead,

we use the quantity ∆QS/QS0 as an approximation for the regular definition of sensitivity,

i.e., ∆I/I. We shall show that these two quantities are roughly equivalent if we consider

the process of analyte binding to be a small-signal disturbance over the bias imposed by

the external circuitry (i.e., that mobility, effective channel length, and other bias-dependent

semiconductor parameters do not vary with analyte binding). This assumption will be valid

when sensing samples with low analyte concentrations. Along similar lines, we will use QS
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as an indicator of the behavior of the drain current I.

The general results obtained from our simulations can be applied to sensors with other

geometries (e.g., nanowires) or made of other materials (e.g., ZnO) as well. Since we consider

electrons as the mobile carriers, we imply that the source and the drain of our sensor are

doped n-type. Since the active silicon layer was doped n-type as well, our device is an n-

channel accumulation-mode bioFET. By varying the simulated doping type or the extracted

carrier type, p-type conduction and inversion-mode devices can be simulated using the same

method.

2.2.1 Justification for Using ∆QS/QS0 instead of ∆I/I

We use ∆QS/QS0 in place of ∆I/I as an approximation. Our justification is as follows.

When the device is biased in the subthreshold regime, the drain current can be approxi-

mated as

ID = A×D × QS(L)−QS(0)

L
(2.1)

where QS(0) is the total mobile electron density (integrated vertically across the channel)

at the source end, QS(L) is the total mobile charge at the drain end, and L is the effective

channel length. D and A are the diffusion coefficient and device area, respectively. Note

that the units of QS are C cm−2. Assuming low VD, one can write:

QS(L) = QS(0)× exp

(
eVD

kBT

)
(2.2)

where e, kB, and T have their usual meanings.

Combining Eq. 2.1 and Eq. 2.2, and canceling out L, VD and the other constants yields:

∆I

I
=
QS1(0)−QS0(0)

QS0(0)
=

∆QS

QS0

(2.3)

We are essentially assuming QS(0) and QS(L) will similarly respond to biasing changes; thus,

we can analyze only one slice of the entire device (a 1-D simulation setting) and assume ID
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is proportional to QS.

When the device is operating in the linear or saturation regimes, we can approximately

write ID = QSµVD/L. If we assume that the effective channel length and mobility negligibly

vary on binding events, we can consider them to be constants at each bias situation (they

will vary significantly with bias). We can then write:

∆I

I
=

∆QS × µ× VD

L

QS0 × µ× VD

L

=
∆QS

QS0

(2.4)

We can therefore assume that ∆QS/QS0 and ∆I/I are roughly equivalent over all regions

of operation.

2.3 Results and Discussion

2.3.1 Dissecting the Sensitivity

Since we are interested in studying the underlying physical effects that impact sensitivity, we

will proceed to divide the operation of the sensor into three stages, each stage capturing a

different physical effect. We will then determine the bias that optimizes each stage and that

which optimizes the whole. Finally, we will show that by choosing the proper adjustment

charge density, one can simultaneously optimize different stages at once.

A bioFET’s operation can be viewed as having the following stages:

1. A change in analyte concentration causes a change in the density of bound charge at

the sensor’s surface, i.e., ∆σ;

2. The resulting ∆σ is converted to a change in the effective gate voltage, i.e., ∆Vg,eff;

3. ∆Vg,eff causes changes in the drain current, which is the output signal.

We have not modeled the intricacies of the first stage in this paper, such as mass transfer,

adsorption, or desorption, and we have simply assumed that a fixed ∆σ is given. The second

stage captures the effect of DH screening in the buffer; for example, if the linkers that capture
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the analytes are rather long and the buffer ionic strength is high, then most of the captured

analytes will be screened by the ions in the buffer, and ∆Vg,eff will be small. The third

term captures the FET action of the underlying transistor and is identical in operation to a

regular SOI MOSFET. We can express the foregoing dissection mathematically:

Overall sensitivity︷︸︸︷
dI

I
=

First stage︷ ︸︸ ︷
dc · dc

dσ
·

Second stage︷ ︸︸ ︷
dVg,eff

dσ
·

Third stage︷ ︸︸ ︷
dI

dVg,eff

I
(2.5)

Here, dc is an infinitesimal change in total analyte concentration in the sample, dσ is an

infinitesimal change in the bound charge density at the sensor surface due to the analytes, and

dVg,eff is an infinitesimal change in the potential at the electrolyte/oxide interface caused by

dσ. As a first-order approximation, we can replace the differential operators with differences,

resulting in

Overall sensitivity︷︸︸︷
∆I

I
=

First stage︷ ︸︸ ︷
∆c · ∆c

∆σ
·

Second stage︷ ︸︸ ︷
∆Vg,eff

∆σ
·

Third stage︷ ︸︸ ︷
∆I

∆Vg,eff

I
(2.6)

∆c and ∆σ now represent changes in analyte concentration and bound surface charge density,

respectively, compared with some reference sample, and I is the drain current measured under

the reference sample. Substituting ∆QS0/QS0 in place of ∆I/I in our case, we can write:

Overall sensitivity︷ ︸︸ ︷
∆QS

QS0

=

First stage︷ ︸︸ ︷
∆c · ∆c

∆σ
·

Second stage︷ ︸︸ ︷
∆Vg,eff

∆σ
·

Third stage︷ ︸︸ ︷
∆QS

∆Vg,eff

QS0

(2.7)

The first-stage term can be enhanced by techniques such as those presented by Gong

[Gon10] and Vaknin et al. [VKM11]. For our purposes, the first stage is independent of

biasing; therefore, we will not discuss it. We will therefore lump its influence into the second

stage. Thus:

Overall sensitivity︷ ︸︸ ︷
∆QS

QS0

=

Second stage︷ ︸︸ ︷
∆Vg,eff

∆σ
·

Third stage︷ ︸︸ ︷
∆QS

∆Vg,eff

QS0

(2.8)
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Figure 2.2: Plot of the logarithm of total electron density (e cm−2) integrated across the

FET channel in the silicon active layer versus bias. The numbers mark different regimes of

operation.

We can now proceed to analyze and optimize the impact of each term of Eq. 2.8 on the

overall sensitivity and address the dilemma alluded to by Lee et al. [LNS09] and mentioned

in the introduction of this paper.

To this end, we ran our first set of simulations: we considered our baseline to be a sample

with σ = −5× 1012 e cm−2, whereas the sample of interest that was “being measured had

σ = −5.005× 1012 e cm−2, a 0.1 % change. This quantity of charge is in the neighborhood

of that seen in DNA sensing [PCI05]. Fig. 2.2 shows the baseline QS0 versus VBG and

VSG in log scale, which is an indicator of the drain current. The numbers on the image

denote different regimes of operation of the underlying FET: (1) back-channel conduction; (2)

volume conduction; (3) front-channel conduction; (4), (5), and (6) subthreshold conduction;

and (7) off-state. Fig. 2.3a is a plot of ∆Vg,eff versus bias, whereas Fig. 2.3b is a plot of(
∆QS/∆Vg,eff

)
/QS0 versus bias. These two figures show the bias dependence of the terms in

the right-hand-side of Eq. 2.8. Fig. 2.3c is a plot of the overall sensitivity versus bias and is

the result of multiplying Figs. 2.3a and 2.3b.

Although it may not be apparent from the plots presented here, the variation in the
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Figure 2.3: (a) Effective gate voltage change (V) versus biasing voltages. The brighter regions

represent the voltages at which electrolyte screening is minimum; thus, the most amount of

voltage change is produced due to a fixed amount of bound analyte charge. (b) Sensitivity

per unit of effective gate voltage change (V−1) versus biasing voltages. The optimum points

on this plot represent the biases at which the gm/ID of the FET is maximum. (c) Total

sensitivity (dimensionless) versus biasing voltages.
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∆Vg,eff term between its ideal bias and its worst bias is less than a factor of 10, whereas(
∆QS/∆Vg,eff

)
/QS0 varies over three orders of magnitude. The result is that Figs. 2.3b and

2.3c look almost identical. This means that proper or improper biasing of the sensor will

affect the FET action far more dramatically than it will affect the screening of the charges

by the buffer. The dilemma is therefore laid to rest: we should bias to optimize the FET,

as mentioned in references [CFS11, CXY08, EJB08, GZL10, LHL10, YAY10, VSI11], and

forgo the charges that are lost to DH screening in the buffer. We will however proceed to

study the mechanism behind the peaks in Figs. 2.3a and 2.3b, and we will show that one

can engineer the sensor in a way that causes the peaks to coincide, resulting in an increase

in sensitivity beyond what biasing alone could offer.

We would like to point out that in real situations, the presence of interface states may

severely degrade the subthreshold slope, softening the peak in Fig. 2.3b. However, we believe

that the three-order-of-magnitude initial variation in Fig. 2.3b is so large that even with

some degradation, it will still dominate over Fig. 2.3a, so that the bias that maximizes the

third-stage term will still maximize the overall sensitivity. We therefore do not expect the

optimum operation regime to change; we only expect changes in the magnitude of the highest

attainable sensitivity.

2.3.2 Optimization of ∆Vg,eff

Given that we have fixed ∆σ, a maximum in ∆Vg,eff can only be caused by an increase in

the sensor capacitance as seen from the position of the analytes, relative to the double-layer

capacitance in the electrolyte. An increase in the sensor capacitance is caused by a reduction

in the TF screening length in the semiconductor. A decrease in the double-layer capacitance

is caused by an increase in the DH screening length in the buffer solution. We would like

to point out that contrary to the conclusions in reference [SMB07], the bias that squeezes

the most voltage change out of the analytes is not the bias that minimizes the TF screening

length in, and maximizes the capacitance of, the FET. In our n-type FET, the TF length

at the front interface is minimized at high values of VSG, whereas ∆Vg,eff is maximized at
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lower values of VSG (we set the solution work function to 4.61 eV in order to dramatize and

observe this difference). In fact, ∆Vg,eff is maximized at a bias that shuts off the FET. We

believe that a reduction of DH screening in the buffer is responsible for maximizing ∆Vg,eff.

The DH screening length depends on bias because of the proximity of the analytes to

the sensor. The original DH formalism assumes that a uniform background of mobile carri-

ers is present before a perturbation is applied in the form of a point charge. However, the

proximity of the sensor causes changes in bias to disturb the uniformity of the local carrier

concentrations in the electrolyte. One has to take into account the modified local ion concen-

trations, which will lead to stronger screening. Since the front- and back-gate voltages can

affect the carrier concentrations near the analytes, they can also modify the DH screening

length.

Here, we briefly reproduce the derivation that demonstrates the dependence of the DH

screening length on the sum of the concentrations of co- and counter-ions. We begin by

assuming that a point charge of Q is present at the origin and that the PoissonBoltzmann

equation applies to the surrounding medium, i.e.:

∇2φ(r) =
e

ε

(
c exp(−βφ)− c exp(βφ)

)
+
Qδ(r)

ε
(2.9)

Here, c is the bulk ionic concentration, ε is the permittivity of the medium, φ is the

electrostatic potential, e is elementary charge, β = e/kBT , kB is Boltzmann’s constant, T is

temperature, and δ(r) is the Dirac delta function. Now, let us consider a perturbation in

the point charge ∆Q and its effect on the potential, ∆φ, i.e.,

∇2
(
∆φ(r)

)
=
−e2∆φ

εkBT

(
c exp(−βφ)− c exp(βφ)

)
+

∆Qδ(r)

ε
(2.10)

The solution to this equation is:

∆φ(r) =
∆Q

4πεr
exp
−r
λ

(2.11)
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Figure 2.4: Ion concentration versus position in the vicinity of the bound analytes at (a)

VSG = −2.8 V and VBG = 0 and (b) VSG = 5.2 V and VBG = 0. The vertical dashed line

denotes the point where analytes bind. The effective gate voltage change in (a) is about

80µV, whereas it is only about 8µV in (b). Note that the electrons and holes in the

electrolyte regions represent anions and cations, respectively.

with

λ =

√
εkBT

e2c (exp−βφ+ exp βφ)
=

√
εkBT

e2 (c+ + c−)
(2.12)

The foregoing derivation shows that the DH screening length has an inverse relationship

with the sum of the co- and counter-ion concentrations, i.e., DH screening is weakest when the

sum of the ion concentrations is minimum. Through these ion concentrations, the screening

length becomes bias-dependent. Given that the product of co- and counter-ion concentrations

is constant in equilibrium, one can conclude that DH screening will be weakest when the co-

and counter-ion concentrations are equal, i.e., when there is no electric field in the vicinity

of the bound analytes. It is noted that there are also techniques to reduce screening even

further by disturbing the equilibrium [LSD08].

To confirm this hypothesis, we extracted the co- and counter-ion concentrations near the

analytes at two different bias values, one that maximizes ∆Vg,eff and one with the FET in
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strong inversion. These are presented in Fig. 2.4a and Fig. 2.4b, respectively. In Fig. 2.4a,

the ion concentrations are almost equal, so that their sum is smallest, resulting in the largest

DH screening length and maximum ∆Vg,eff. The opposite is true in Fig. 2.4b: the large local

anion concentration (represented by electrons) reduces the DH screening length, increasing

DH screening and resulting in a smaller ∆Vg,eff.

Note that the Poisson-Boltzmann model that we have used here will overestimate the car-

rier concentration at high bias, so that the DH screening may not be as bad as this simulation

shows. However, the conclusion regarding the qualitative behavior is valid nevertheless: DH

screening is minimized when the co- and counter-ion concentrations are equal.

Fig. 2.3a shows that the back gate has almost no influence on ∆Vg,eff. The back gate

is fully capable of modulating the carrier concentration and the TF screening length in the

silicon film, but is incapable of affecting ∆Vg,eff in Fig. 2.3a. This observation is consistent

with our hypothesis that TF screening is not responsible for the behavior of ∆Vg,eff and that

the responsible phenomenon must be happening at or near the electrolyte/oxide interface.

Only at one point does ∆Vg,eff show any sensitivity to VBG. It is barely noticeable, and it

happens only when VBG is near point (5) of Fig. 2.2, when the silicon film is fully depleted,

which is also the same point that maximizes the FET efficiency in Fig. 2.3b and the sensitivity

in Fig. 2.3c. This is because the carriers in the silicon film screen the electric field from the

back gate and prevent it from reaching the distant electrolyte/oxide interface; only when the

silicon film is fully depleted can the field penetrate so far and affect the potential there.

Since any change in the concentration of charged analytes disturbs the electric field set

by the bias, we decided to simulate a scenario where the analyte concentration σ changes by

only 0.1 %. The physics would have been the same for larger changes. However, confirming

that maximum ∆Vg,eff occurs because of minimal DH screening would have been much more

difficult; the optimum bias would have been that which would cause the cancellation of the

electric field at some σ in between its initial or final values.
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2.3.3 Optimization of the FET

The FET action of the bioFET is represented by the third-stage term of equation 2.5, i.e.,(
dI/ dVg,eff

)
/I. This is the familiar gm/ID ratio metric of MOSFETs. It is well known that

gm/ID is maximized by biasing the FET in the subthreshold regime and that maximizing

gm/ID is the same as minimizing the subthreshold slope (SS). Therefore, any bias that

minimizes SS in a MOSFET would also minimize it in a bioFET.

The presence of the back insulator in fully depleted (FD) SOI and nanowire structures

enables FDSOI-based FETs and sensors to achieve near-ideal SS [Col86]. Tokunaga and

Sturm clearly describes how to bias such a FET to minimize SS when a back gate is present

and why such a bias produces a minimum [TS91]. We will omit the details and simply report

the results: the silicon film has to be fully depleted, putting the device in the subthreshold

regime, as reported in references [CFS11, CXY08, EJB08, GZL10, LHL10, YAY10, VSI11].

A key point not mentioned in these works is that an accumulation or inversion layer at

either interface is detrimental to the SS. Moreover, the channel should form near the front

interface. This means that the back gate should “deplete more than the front gate. Elfström

et al. also demonstrate the benefits of having the channel near the front interface [EKL08];

however, they do not use two gates, and therefore, they cannot achieve a near-ideal SS.

By comparing Figs. 2.2 and 2.3b, it becomes apparent that our simulations are consistent

with the foregoing instructions. The maximum of Fig. 2.3b occurs in the subthreshold

region. Moreover, the subthreshold regime in Fig. 2.2 is wide and encompasses three general

regions: front accumulation with back depletion near point (6), front depletion with back

accumulation near point (4), and depletion at both interfaces near point (5). Only depletion

at both interfaces produces the maximum in Fig. 2.3b.

It is noteworthy that once the instructions of Tokunaga and Sturm [TS91] have been

followed, the SS of both a nanowire FET sensor and an SOI-based FET sensor will be near

ideal; therefore, the nanowire will have no advantage in this regard. If a sensitivity advantage

exists, it must come from the second-stage term of equation 2.8.

The third-stage term of equation 2.8 suggests that novel devices with SS steeper than
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60 mV per decade could provide a sensitivity advantage over regular FETs, which are fun-

damentally limited to 60 mV per decade. Tunneling FETs (TFETs), in particular, seem like

prime candidates for use as bioFETs. Their low current drive is a major obstacle for their

use in microelectronics but is a not a problem for biosensing, since biosensors do not require

high-speed operation. Once they can be cheaply and reliably manufactured with consistent

subthermal subthreshold swings, we can expect them to be adapted for use as bioFETs.

2.3.4 Concurrent Optimization of Both Stages

Since the maxima in Figs. 2.3a and 2.3b do not coincide normally, one has to cause a shift

in these curves along the VSG axis to create overlap. A change in the front-gate threshold

voltage of the sensor would shift Fig. 2.3b nicely in any direction we desire. Unfortunately,

the front threshold voltage strongly affects ∆Vg,eff as well; thus, Fig. 2.3a will shift in the

same direction as Fig. 2.3b, eliminating any gained benefits. Instead, one has to locally

change the electric field near the analytes, shifting only Fig. 2.3a, and affecting only ∆Vg,eff.

This can be done by engineering the amount of surface charge present near the elec-

trolyte/oxide interface. Such “adjustment” charges will not shift the threshold voltage of

the FET but will adjust the electric field near the analytes to zero. These charges, ideally,

would only shift the position of the maxima in Fig. 2.3a and Fig. 2.3b, without altering the

magnitude of the maximum. Their polarity and density can be determined from simulations

and will be dependent on the details of the sensor. Linker molecules, receptor molecules, or

charged groups at the insulator surface can be possible sources of these charges.

We added varying densities of adjustment charge σA to the electrolyte/oxide interface of

our sensor, as depicted in Fig. 2.1, and re-simulated the structure. As expected, the only

change we observed was that the peak in Fig. 2.3a shifted; the peak in Fig. 2.3b did not

move, nor did the magnitudes of the maxima change significantly. As a function of σA,

the values of the maxima are plotted in Fig. 2.5a; the VSG values that produce the maxima

are plotted in Fig. 2.5b; and the overall sensitivity along with the VSG that produces it are

plotted in Fig. 2.5c. The maximum overall sensitivity was observed at an adjustment charge
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Figure 2.5: Plots of (a) the maximum possible ∆Vg,eff (left y-axis) and maximum possible

gm/ID (right y-axis), (b) the VSG that maximize ∆Vg,eff (left y-axis) and gm/ID (right y-axis),

and (c) the maximum possible sensitivity (left y-axis) and the VSG that maximizes it (right

y-axis), all plotted versus the adjustment charge density σA present at the electrolyte/oxide

interface. The maximum achievable values for the ∆Vg,eff and gm/ID do not vary as the

adjustment charge density is varied, but the VSG that maximizes them does vary. When the

plots in (b) coincide, the ∆Vg,eff and the gm/ID are maximized at the same VSG, and the

sensitivity in (c) becomes maximum.
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density of σA = 6× 1012 e cm−2. Not surprisingly, at this same σA, both terms in Eq. 2.8

reach their peak at the same VSG, as shown in Fig. 2.5b. In Fig. 2.5a, we can see that the

increase in sensitivity does not come from an increase in the magnitude of the maximum of

either of the terms in Eq. 2.8.

It may seem that given the fact that our analytes are negatively charged, it is not sur-

prising that a positively charged σA would increase sensitivity, due to its ability to attract

and bind more analytes. In our setting, this would be an incorrect conclusion since we have

not considered the dynamics of analyte binding at all. Moreover, excessive amounts of σA

happen to reduce the sensitivity, as shown in Fig. 2.5c. Although oppositely charged σA will

help to attract analytes, it should not be engineered for that purpose. Techniques such as

those of Gong [Gon10] and Vaknin et al. [VKM11] should be used to attract analytes, and σA

should be used to maximize sensitivity. Accurate simulations will be required to determine

the correct density of σA.

We have shown that for fully depleted FET-based biosensors with a BOX and a back

gate, there is an optimum biasing point that maximizes sensitivity, and it is the same bias

that optimizes the subthreshold slope of the underlying FET. Moreover, we have identified

DH screening near the electrolyte/oxide interface as the leading bias-dependent phenomenon

that affects the amount of charge that is induced in the sensor; the bias dependence of TF

screening in the semiconductor seems to be unimportant. We have also shown that other

charges that may be present near the analytes will affect the sensitivity. In addition to

explaining why this happens, we have shown that it can be used to our advantage.

2.4 Conclusions

We have shown that for fully depleted FET-based biosensors with a BOX and a back gate,

there is an optimum biasing point that maximizes sensitivity, and it is the same bias that

optimizes the subthreshold slope of the underlying FET. Moreover, we have identified DH

screening near the electrolyte/oxide interface as the leading bias-dependent phenomenon

that affects the amount of charge that is induced in the sensor; the bias dependence of TF
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screening in the semiconductor seems to be unimportant. We have also shown that other

charges that may be present near the analytes will affect the sensitivity. In addition to

explaining why this happens, we have shown that it can be used to our advantage.
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CHAPTER 3

On the Origin of Enhanced Sensitivity in Nanowire

BioFETs

The contents of this chapter have been previously published by PNAS [SC14].

3.1 Introduction

It is widely believed that surface-area-to-volume ratio is directly related to the sensitivity

of field-effect-transistor-based bioFETs. This has led to a massive drive to use nanowires,

which are costly and difficult to make, for use in such sensors. Although nanowires do exhibit

superior performance in certain situations, we believe increased surface-area-to-volume ratio

is not the cause. We find that in general, smaller wires do worse, unless they are placed on an

insulating substrate. In the corners between the nanowire and the substrate, the electrolyte

exhibits weaker Debye screening and smaller capacitance density, causing the sensor to have

larger charge sensitivity. Our understanding enables researchers to design better biosensors,

possibly using large-scale structures that are cheaper to make.

In fabricating bioFETs, the transistor is frequently based on a quasi-1D nanostructure

such as a nanowire (NW) or nanotube, and the biomolecules bind directly to the surface of the

nanoscale structure [Wan06, JPV10]. The use of such nanostructures is justified by the belief

that nanoscale biosensors are more sensitive, with sensitivity defined as the relative change

in drain current or a shift in threshold voltage in response to a change in bound biomolecule

density. A few experiments specifically studied the effect of shrinking nanowire radii on

sensitivity, albeit with varying structures, analytes, and sensing circumstances, and found

that shrinking a sensor’s dimensions indeed improves its sensitivity [EJS07, LZT11, SKR07].
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The enhanced sensitivity has been loosely attributed to the increase in the sensor’s surface-

area-to-volume ratio, which is a direct result of shrinking its dimensions. This argument

has been analytically justified in the context of gas sensors [FL06]. However, there is a

fundamental difference between gas and biomolecule sensing: biomolecule sensing is per-

formed in an electrolyte, and the ions therein will screen the charge of bound biomolecules

in a phenomenon known as Debye Screening [BF01, McL77]. The direct application of the

gas sensing result to the biosensing environment implicitly assumes that the screening effect

does not change with shrinking dimensions, an assumption we believe to be false. There

have been studies that included a rigorous treatment of screening in biosensors, but they

studied neither the specific cause of increased sensitivity at the nanoscale, nor the effect of

varying size on screening behavior [SMB07]. We believe the phenomenon responsible for the

increased sensitivity of nanowires in particular, and nanostructured biosensors in general,

has not yet been uncovered by the research community.

In the previous chapter, we have dissected the operation of bioFETs into two indepen-

dent parts in order to better understand the underlying physics [SC12]: first, biomolecule

charges cause a change in the local electrostatic potential at the outer surface of the gate

dielectric. This potential change in turn causes a change in the drain current of the un-

derlying semiconductor channel. The latter part is simply the transconductance effect of

an FET-based transistor; nanoscale bioFETs have no advantage in this respect over planar

sensors. The nanoscale advantage should therefore lie in the first part of the sensor opera-

tion, which is a capacitive transduction effect, dominated by the capacitance of the Debye

screening layer. We therefore believe understanding screening behavior at the nanoscale is

key to understanding the behavior of nanoscale bioFETs.

In this paper, we revisit screening near curved nanostructure surfaces by solving the

Poisson-Boltzmann equation that led to the original Debye-Hückel formalism. Our simple

analytical arguments will show that screening is stronger near surfaces with convex curvature,

and weaker near surfaces with concave curvature. We only consider simple convex and

concave surfaces because almost all non-planar surfaces can be decomposed into local areas

with either convex or concave curvature.
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Next, we apply the basic insight we gain from the previous step to understand and

analyze the specific case of nanowire bioFETs. Increasing the surface-area-to-volume ratio of

nanowire sensors actually means increasing their convexity, which should result in increased

Debye screening and reduced sensitivity. However, nanowires placed on insulating substrates

create concave corners between the nanowire and the substrate. We believe biomolecules

bound in such concave corners are responsible for the increased sensitivity experimentally

observed in nanowires.

3.2 Methods

3.2.1 Analytical Calculations

We begin by noting that biosensor sensitivity has been shown to be maximum when the

biosensor is operated in the subthreshold regime [SC12, GZL10]. In this regime, sensitivity

can be defined as either a change in effective gate potential (or threshold voltage), or a

relative change in drain current. These definitions are proportional to one another, as shown

below. We will therefore treat them as equivalent for the purposes of assessing the effects of

nanowire radius on sensitivity.

ID,baseline = ID,off × exp

(
qVE,baseline

nkBT

)

ID,analyte = ID,off × exp

(
qVE,analyte

nkBT

)
ID,analyte

ID,baseline

= exp

(
q∆VE

nkBT

)
u 1 +

q∆VE

nkBT

∆ID

ID,baseline

=
q∆VE

nkBT
(3.1)

In the above expressions, ID,off, ID,baseline, and ID,analyte represent the drain current in the off-

state, the baseline drain current in the absence of target analytes, and the drain current in the

presence of target analytes, respectively. n, q, kB, and T represent the subthreshold ideality

factor, elementary charge, Boltzmann’s constant, and temperature, respectively. VE denotes
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the electrode potential in “extended-gate” bioFETs, which corresponds to the potential at

the electrolyte/oxide interface for nanowire bioFETs; this potential acts upon a biosensor’s

channel as the gate voltage would in a regular FET. ∆ID and ∆VE represent the change in

drain current and electrode potential due to target biomolecule binding. We have assumed

that the target analyte concentration is small, resulting in q∆VE � nkBT.

In a previous paper [SC12], we dissected a generic FET-based biosensor’s response into

four parts, as follows:

∆ID

ID,baseline

= ∆c× ∆σ

∆c
× ∆VE

∆σ
×

∆ID
∆VE

ID,baseline

(3.2)

Here, ∆c is the change in target analyte concentration and ∆σ is the change in surface charge

density due to the target analytes. These are unaffected by geometry. The third term in

the equation above represents capacitive transduction, whose geometry dependence is dealt

with later in this paper. The final term captures the transistor action of a biosensor. This

term is none other than the familiar gm

ID
of a transistor, which is largest when the FET is

operated in the subthreshold regime, and is the main reason why sensitivity is maximum

under subthreshold operation. However, it should be noted that in subthreshold, gm

ID
has a

theoretical maximum:

ID,baseline = ID,off × exp

(
qVE,analyte

nkBT

)

gm = ID,off ×
q

nkBT
× exp

(
qVE,analyte

nkBT

)
gm

ID,baseline

=
q

nkBT
≤ q

kBT
since n ≥ 1 (3.3)

The above maximum for gm

ID
is simply the familiar 60mV/decade limitation for the sub-

threshold swing of thermionic FETs. Reducing nanowire diameter will improve sensitivity

by improving gm

ID
. However, once the fundamental maximum has been reached, further re-

duction in size does not provide any improvement. Biosensing nanowires are typically doped

at around 1016cm−3, for which the maximum depletion width is about 300nm at room tem-

perature. This is far larger than the typical dimensions of the nanowires; most nanowires are
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thinner than 100nm. This means that nanowires used in most biosensing experiments are

already fully-depleted, and further reduction in size will not noticeably change or improve

subthreshold swing. Once a nanowire is fully depleted, changing its radius will only change

the third term in Equation 3.2, which represents the capacitive transduction of biomolecule

charge into surface potential at the electrolyte/oxide interface. We can therefore safely ig-

nore the FET-action of the nanowire, and focus our analysis on the capacitive term and its

variations due to surface curvature. It should be noted that most nanowires do not exhibit

the 60mV/decade ideal swing, even though they are fully depleted; this is due to the large

number of interface trap states created during processing.

To describe sensing near generic curved surfaces, it is sufficient to solve the Poisson-

Boltzmann equation, subject to the proper boundary conditions; this method is known as

the Gouy-Chapman model [BF01]. This model neglects the finite size of the ions in the

electrolyte. It is adequate for gaining insight into the qualitative behavior of electric double

layers; for low surface potentials and dilute electrolytes, it is also quantitatively acceptable

[TV80]. Calculations using more sophisticated Modified Poisson-Boltzmann formalisms have

arrived at potential distributions similar to ours [WP11].

To make the problem analytically tractable, we solve the equation in 1D, and extend it to

3D using cylindrical and spherical symmetries. We consider five different types of structures:

a) flat, b) convex spherical, similar to a nanoparticle, c) convex cylindrical, similar to a

nanowire, d) concave spherical, similar to a cavity in an otherwise solid electrode, and e)

concave cylindrical, similar to a cylindrical pore through an electrode, such as those used

in nanopore translocation sensing. We vary the radii of curvature in the curved structures,

and extract sensitivity as a function of radius. Cross sections of concave, flat, and convex

structures are shown in Figs. 3.1 (a), (b), and (c), respectively; the cross sections of concave

cylindrical and spherical structures look identical, as do their convex counterparts.

All structures are composed of a 1:1 electrolyte in contact with a polarizable sensing

electrode. A grounded reference electrode immersed in the electrolyte is modeled by fixing

the electrolyte Fermi level at 0 V. For the convex and flat cases, the electrostatic potential

from the sensing electrode is required to vanish far away from the electrode surface. For the
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Figure 3.1: Cross sectional schematics of the structures that were analytically studied. The

concave, flat, and convex structures are shown in (a), (b), and (c), respectively; the cross

sections of concave cylindrical and spherical structures look identical, as do their convex

counterparts. The gold areas represent the sensing electrode, the teal areas represent the

electrolyte, and the dotted red lines represent the charged target biomolecules.

concave cases, the electric field is required to vanish at the center of the structure, due to

symmetry.

For the next steps, we refer the reader to Fig. 3.2. We solve Poisson’s equation, find the

electrostatic potential in the electrolyte in terms of the electrode potential VE, and find the

total ionic charge in the electrolyte as a function of the VE. The derivative of this charge

with respect to VE gives the capacitance density of the diffuse ionic layer, denoted by CDL.

The calculation is straightforward, and the details are given in the accompanying Supporting

Information.

The charges brought by biomolecules to the electrode surface are modeled as a uniform

layer of sheet charge of density ∆σBio. These can be viewed as a small-signal disturbance,

with the sensing and reference electrodes representing small-signal ground. The capacitance

between the biomolecule charges and ground is therefore the parallel combination of the

diffuse layer capacitance, CDL, and the capacitance to the sensing electrode, CE. The justi-

fication for such an equivalent circuit model is given in the Supporting Information section.
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Figure 3.2: Schematic depiction of the potential diagram across a generic nanowire biosensor,

as well as the capacitance divider that is seen by the biomolecules. This generic diagram

applies to all structures of interest. CDL, COX, and CNW represent the capacitances due

to the diffuse layer in the electrolyte, the gate dielectric, and the mobile carriers in the

nanowire, respectively. The blue and red potential diagrams correspond to the pre-binding

and post-binding states of the sensor; i.e., the blue diagram has only charged receptors at

the oxide surface, whereas the red curve has both charged receptors and charged analytes.

The analytes cause a potential change ∆VE at the outer surface of the gate dielectric, which

we consider to be the sensor’s sensitivity. The potential change is screened, and decays with

distance in the nanowire and electrolyte regions.
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The local potential change near the biomolecules is determined by the following equation:

∆V =
∆σBio

CDL + CE

(3.4)

In a real system such as a nanowire FET-based biosensor, CE includes the “gate” dielectric

capacitance between the FET and the electrolyte, COX, in series with the semiconductor

capacitance of the underlying FET, CNW. If the FET-part of the sensor is made of silicon,

and is operated in the subthreshold regime as recommended [SC12, GZL10], the Debye length

in the FET channel will be on the order of 40µm, and the relative permittivity will be

11.7. The gate dielectric capacitance can be neglected when in series with the much smaller

semiconductor capacitance. In stark contrast, the Debye length in the electrolyte, assuming

physiological ionic strength, will be on the order of 1 nm, with a relative permittivity of

80. The electrolyte capacitance CDL is therefore almost always dominant, allowing us to

forego calculating the potential and capacitance of the sensor itself. At this point, the only

meaningful dependence of a nanowire biosensor’s sensitivity on its radius is through changes

in electrolyte screening, i.e., the capacitance of the diffuse ionic layer, CDL.

3.2.2 Numerical Calculations

Taking advantage of symmetry allows simple structures to be reduced to 1D and solved

analytically. However, for more complex geometries, the analytical calculation becomes in-

tractable. We therefore used a numerical simulator [se] to solve Poisson’s equation. The

use of this simulator has the added benefit of solving drift-diffusion equations in the semi-

conductor regions, allowing us to directly extract drain currents, threshold voltages, and

sensitivities.

We simulate two types of 3D nanowires, a) suspended in solution (suspended nanowire,

SNW), and b) placed on an insulating substrate (nanowire-on-insulator, NWoI). The for-

mer is not commonly encountered in real biosensor systems, while the latter is very com-

mon. We also consider two cases of biomolecule binding: uniform functionalization (UF)

where biomolecules bind to all dielectric surfaces, and selective functionalization (SF) where

biomolecules bind only to the outer surfaces of the nanowires’ gate dielectrics [PLP07]. Over-
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Figure 3.3: 2D cross-sectional plots of the simulation structure (a)-(c) and the change

in electrostatic potential due to the charge of the biomolecules, taken across the cen-

ter of the channel (d)-(f). Structures (a) and (d) depict the suspended nanowire case

(UF-SNW), surrounded by electrolyte; (b) and (e) depict the nanowire-on-insulator case

with biomolecules at all dielectric/electrolyte interfaces (UF-NWoI); (c) and (f) depict the

selectively-functionalized nanowire-on-insulator case with biomolecules on the gate dielec-

tric/electrolyte interface only (SF-NWoI). Note how the potential change is larger near the

concave corners, and smaller near convex corners. The lower (concave) corners in (f) behave

like a flat surface (for screening purposes), because there are charges only on the nanowire

side of the corner. The yellow “Biomolecule” layers in (a)-(c) are artificially added for clarity

to denote the locations where biomolecules are present; the simulated biomolecules have no

thickness.
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all the three structures depicted in Figs. 3.3(a-c) are considered: (a) UF-SNW, (b) UF-NWoI,

and (c) SF-NWoI. The lack of a dielectric substrate makes selective functionalization mean-

ingless for suspended nanowires. We vary the nanowire width in these structures and study

the sensitivity behavior.

The nanowires are presumed to be silicon, covered by a thin dielectric; the outer surface

of the gate dielectric is exposed to the electrolyte. The biomolecules were modeled as a sheet

charge of uniform density of 1012 q.cm−2 at the electrolyte/dielectric interface. Although in

reality the molecules are discrete, the random nature of their binding will, on average, resem-

ble a uniform layer of charge. The justification for our choice of biomolecule model is given in

the Supporting Information section. The biomolecule density and electrode potentials were

chosen to ensure that the sensor surface potential remained low enough to justify neglecting

the finite size of the ions [TV80], and high enough to ensure accuracy in the presence of

quantization errors. Further details of the simulation structure are given in the accompany-

ing Supporting Information. The sensitivity, in the form of threshold voltage change ∆Vth,

which is proportional to ∆I/I, is extracted and plotted as a function of nanowire radius for

our different structure types.

3.3 Results

3.3.1 Analytical Results

First, we look at the electrostatic potential in the electrolyte as a function of distance from

various simple surfaces, shown in Fig. 3.4. The electrostatic potential is normalized to the

electrode potential VE. The distances are normalized to the Debye length λ. All the curved

surfaces in this figure have the same radius, equal to five Debye lengths. Note that this

figure serves merely to compare the strength of screening near various surface geometries for

a given electrode potential; in real bioFETs, the electrode potential is measured, not fixed.

The diffuse layer capacitances for the various geometries that were analyzed are given

in Table 3.1 as a function of the radius of curvature. Here, I and K denote the modified
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Figure 3.4: Plot of electrostatic potential in the electrolyte vs. distance from the surface

of the electrodes. The distance is normalized to the Debye length λ, and the potential is

normalized to the electrode potential VE The radius of curvature of the curved surfaces is

5λ.
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Figure 3.5: Plot of electrolyte capacitance density vs. radius of curvature of electrode. The

radius is normalized to the Debye length λ, and the capacitances are normalized to that of

the flat electrode. Note that the vertical axis is on a logarithmic scale.
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Table 3.1: Capacitance of the diffuse layer near electrode with various geometries

Structure Screening Capacitance

Convex Spherical ε
λ

(
x+1
x

)
Convex Cylindrical ε

λ
K1(x)
K0(x)

Flat ε
λ

Concave Cylindrical ε
λ

I1(x)
I0(x)

Concave Spherical ε
λ

(
coth(x)− 1

x

)
Bessel functions of the first and second kinds, respectively; λ denotes the Debye length in

the electrolyte, ε denotes the permittivity of the electrolyte, R is the radius of curvature,

and x ≡ R
λ

is a dimensionless radius variable. The capacitance densities, normalized to that

of the flat case, are plotted in Fig. 3.5 as a function of the dimensionless radius variable x.

3.3.2 Simulation Results

The simulations offer two sets of results. The first is a set of 2D cross-sectional plots of

the change in electrostatic potential due to the charge of the biomolecules, taken across the

center of the channel. These are shown in Fig. 3.3 (a), (b), and (c), for the three structure

types, UF-SNW, UF-NWoI, and SF-NWoI, respectively. Contour lines are provided as a

visual guide. Note how the potential change is smaller near convex corners, e.g. all the

corners in Fig. 3.3(a), and the top corners in Fig. 3.3(b) and Fig. 3.3(c). Conversely, the

potential change is larger near the concave corners, i.e. the bottom corners in Fig. 3.3(b).

It is important to note that the bottom corners in Fig. 3.3(c) do not behave like a corner at

all, because there are no biomolecules on the substrate, so there is no screening contribution
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from that facet of the corner.

The second set of results is shown in Fig. 3.6 as a plot of the sensitivity vs. nanowire

width for all three structure types.

3.4 Discussion

We begin our analysis with the analytical results in Fig. 3.4. This plot shows that the

electrostatic potential drops more quickly to its bulk value when the surfaces are convex,

and more gradually when the surfaces are concave. Both effects are more drastic for the

spherical curvatures. A similar result was obtained by Dickinson and Compton [DC09] for

hemispherical electrodes in the context of electrochemistry. This trend is a direct indicator

of screening strength: concave surfaces experience less screening than a flat surface, whereas

convex surfaces see more screening. It seems that the more the electrolyte surrounds the

surface, the stronger the screening will be. Conversely, the more the surface surrounds the

electrolyte, the weaker the screening will be.

Next, we calculated the capacitance due to the electrolyte, and from that, the sensitivity

of the electrolyte to biomolecule charges. The results are plotted in Fig. 3.5 as a function of

the radius of curvature of the surface. The increased screening near the convex structures is

seen once again, this time in the form of increased capacitance, and over all radii. Similarly,

concave structures always exhibit lower screening. Unsurprisingly, the effect is once again

more drastic for the spherical surfaces. The potential change is intimately and inversely

related to the capacitance, so concave surfaces exhibit higher sensitivity than convex surfaces

over all radii.

Intuitively, this trend can be explained as follows: a convex curvature will allow a larger

volume of solution to approach the surface, carrying with it more ions, leading to more

screening. The opposite happens for the concave curvature. Moreover, a convex spherical

surface allows more solution ions to approach a unit of surface area than a convex cylindrical

surface, explaining the increased screening for the spherical convex case. A similar argument

can be made for the spherical concave case.
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Figure 3.6: Plot of the simulated sensitivity vs. nanowire width for the UF-SNW (blue line

with square markers), UF-NWoI (green line with diamond markers), and SF-NWoI (red line

with circular markers). The sensitivity of the UF-NWoI improves with shrinking width, but

those of the UF-SNW and SF-NWoI degrade. The sensitivities of all structures converge to

the same value at large widths.
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Figure 3.7: A sketch of the imaginary Debye volume of two electrodes. The structure on

the left is a convex electrode, whereas (the pore of) the structure on the right is a concave

electrode. The electrolyte environment has been omitted for clarity. The Debye volumes are

part of the electrolyte environment, and are sketched here for one quarter of the electrode

surfaces. The radii of curvature are equal, and so the surface areas under consideration are

equal as well (marked with black curved double-sided arrows). The Debye length is marked

with a straight double-sided arrow. Although the Debye lengths and surface areas under

consideration are equal, the Debye volume belonging to the convex surface (“Debye vol. 1”)

is larger than that of the concave surface (“Debye vol. 2”). The variation in Debye volume

depends on the relative size of the radius of curvature compared to the Debye length. The

Debye volume is correlated with the screening strength, which is stronger near the convex

surface relative to the concave surface. By qualitatively evaluating the Debye volume of

arbitrary surfaces, one can get a rough idea of the relative screening strength near those

surfaces.
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We can extend our intuition further by loosely defining a “Debye volume” as the volume of

electrolyte within one Debye length of a surface, similar to a Debye sphere in Plasma physics

[Jac75]. This concept is depicted in Fig. 3.7. In this figure, we have two electrodes with

cylindrical surfaces, one convex (similar to a nanowire) and one concave (similar to a pore).

For clarity, we omit the bulk of the electrolyte environment from the drawing, and consider

the Debye volume for only a fraction of the electrode surfaces. Due to the direction of the

curvature, a patch of the surface of the concave electrode has a larger Debye volume than an

equally-sized patch on the convex electrode, even though the Debye lengths are the same.

Since this Debye volume is filled with counter-ions, it makes intuitive sense that the convex

surface will have more counter-ions near it than the concave surface, and consequently will

have stronger screening as well. To roughly compare the screening strength near surfaces with

arbitrary geometry, we can compare the “surface-area-to-Debye-volume ratio”: the smaller

it is, the stronger the screening will be. Of course, there is no rigorous quantitative use

for such a quantity; it is only an intuitive guide to help us design electrode structures with

appropriate screening. For biosensing purposes, we should seek to increase the surface-area-

to-Debye-volume ratio of electrodes. In nanoscale sensors where the semiconductor region

shares a surface with the electrolyte, down-scaling dimensions and increasing the surface-

area-to-volume ratio are inevitably accompanied by reduced surface-area-to-Debye-volume

ratio, and hence, with increased screening and reduced sensitivity.

The simulation results convey the same idea. In all cases, the charge density is constant,

so the potential change is a direct indicator of screening strength. In Fig. 3.3(a), the cor-

ners can be viewed as extremely small areas of extreme convexity; this results in increased

screening and smaller potential change, which is directly apparent in the figure. Conversely,

in Fig. 3.3(b), the corner between the NW and substrate is concave, giving rise to reduced

screening and increased potential change. In Fig. 3.3(c), there are no charges on the sub-

strate, so the lower corners have charges only on one of their sides. The contour lines are

nearly parallel to the vertical side of the NW, indicating that the screening is similar to

screening near a flat vertical surface; this indicates that the substrate side merely serves as

an end to what otherwise behaves like a flat vertical surface.
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In all structures, as the NW width is varied, the “size” of the corner regions remain

unchanged. As the nanowires become wider, these corners constitute a smaller fraction of

the total sensor surface, and their effect diminishes; eventually, all three structures begin

to resemble a flat electrode. This is seen in the plots of sensitivity vs. width in Fig. 3.6,

where all three curves converge to the same value for large widths. Conversely, as the width

shrinks, the relative importance of the corner effect increases. The sensitivity of the UF-SNW

structure decreases, since this structure has four convex corners. The SF-NWoI structure of

Fig. 6 has two convex corners, and two neutral, so the sensitivity fares better than the UF-

SNW structure. The UF-NWoI structure has two concave corners whose effect apparently

dominates the convex corners, resulting in increased sensitivity with reduced width.

It is worth noting that the sensitivity of the suspended NW structure in Fig.3.3(a)

decreases with shrinking width, even though its conventional surface-area-to-volume ratio

increases. This indicates that contrary to conventional wisdom, increased surface-area-to-

volume ratio does not cause enhanced sensitivity in nanowires.

Although we have only varied width in this study, similar results are expected for varying

thickness: for a structure with more overall convexity, reducing surface area harms sensitivity,

and should be avoided; conversely, if the structure has more overall concavity, reducing the

total surface area will increase sensitivity. The latter case applies to nanowires, so long as

biomolecules can bind to the substrate as well.

There is an alternative way to analyze the results above, as follows: of all the biomolecules

that bind to the substrate, the few who are within a certain distance of the nanowire are

capable of influencing it. The quantity of these biomolecules is independent of the nanowire

size. They provide an extra boost to the sensitivity in addition to the biomolecules that

bind directly to the nanowire. As the nanowire shrinks, the relative importance of the

substrate-bound biomolecules increases, increasing the overall sensitivity.
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3.5 Conclusions

Although the Gouy-Chapman model is over a century old, the results of it’s application to

non-planar structures is not well known in the biosensor community. The conclusion is rather

simple: screening is weaker near concave surfaces, and stronger near convex surfaces. We

believe understanding the effects of curvature on Debye screening enables us to design better

electrode surfaces. Although such optimizations have not been discussed here, the surface-

area-to-Debye-volume ratio is a concept that could be of use in such optimization efforts. We

hope the insight gained here will be useful for other sensor systems in which electrostatics

are important, such as FET-based sequencing technologies [RHR11] or nanopore sensors

[RBR12].

Our analysis has also enabled us to determine that increased surface-area-to-volume

ratio is not responsible for the sensitivity enhancement that accompanies quasi-1D nanoscale

biosensor structures. Instead, it is the overall concavity of the structure, and the binding of

biomolecules in concave areas, that results in higher sensitivity. This finding has important

implications for the future of bioFETs: efforts are underway to increase the limit of detection

(LOD) of bioFETs by ensuring that biomolecules bind only to the NW directly [PLP07,

KCM13]. However, the conventional wisdom – that nanoscale structures are more sensitive –

fails in this regime. It should be noted, however, that our crude modeling of the biomolecules

as a uniform sheet of charge neglects many factors that become important when one seeks to

detect samples with very low concentrations of analytes. Further studies should include the

intricacies of ion and biomolecule size, and the finite supply of biomolecules when analyte

concentrations are near the LOD.
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CHAPTER 4

On the Necessity of a Solution Electrode for BioFET

Operation

4.1 Overview

It is the opinion of this author that the true mechanism of bioFET operation is frequently

misunderstood. While the physics behind the device’s operation is quite basic, the apparent

complexity and the multidisciplinary nature of the bioFET itself makes it difficult to apply

basic physical concepts to the system in order to derive useful insights. We will therefore

dedicate this chapter to using basic physical intuition to shine light on an aspect of bioFET

operation that is commonly overlooked.

The usefulness of these insights will become apparent when one tries to actually design

and operate a bioFET. There are many decisions that must be made regarding the details

of a bioFETs structure and operation. The analysis presented here were actually born out

of a desire to answer one such question.

In this chapter, we wish to determine whether it is truly necessary, for the correct oper-

ation of a bioFET, to include a reference electrode in measurements. A reference electrode,

if used, would be contacting the sample solution. Reference electrodes are bulky items, and

they negate the promise of miniaturization afforded by bioFETs. Due to the high impedance

nature of the interface between the solution and the FET, without a reference electrode, the

solution can pick up the spurious electromagnetic signals from the surrounding environment.

This phenomenon is not what we intend to study; we assume the measurements are done in

a Faraday cage with no ambient light present. Instead, we wish to know if the presence of
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an electrode by which we can set the electric potential of the sample-under-test is necessary

for bioFET operation. As such, by “reference electrode”, we mean any such electrode that

can set the potential, so from here on, we shall refer to it as “solution electrode” or simply

“electrode”. We ignore all non-ideal chemical processes at the surface of the electrode.

This debate was settled for the case of ISFETs long ago, and it was decided early on that

solution electrodes were indeed necessary in order to bias the FET, [BR79, Ber03]. However,

with the advent of nanowire bioFETs, many experiments were reported in the literature in

which no solution electrode was used, yet surprisingly, positive results were obtained. Some

researchers have expressed surprise at the success of these experiments, because based on

established ISFET theory, they expect that a bioFET requires a solution electrode as well

[PCI05]. The reason for the satisfactory operation of these bioFETs has not been uncovered

to date, nor has it been conclusively established that their results are incorrect.

To understand if a solution electrode is necessary, we use analytical calculations and

TCAD simulations to see what happens if a solution electrode is not used. We first consider

the large-signal response of the bioFET (i.e, its bias point) when a solution electrode is

not provided. Subsequently, we will discuss the small-signal response of the bioFET to

biomolecule charge in the absence of a solution electrode. When discussing biasing, we limit

our discussion to bioFETs that can be biased means other than the front gate, such as

nanowire bioFETs that have a back gate. BioFETs with only one gate, such as ISFETs and

ImmunoFETs made out of bulk silicon [GSK89], must include a solution electrode to bias

the FET and turn it on. In rare cases, the threshold voltage can be adjusted so that at zero

bias the FET is at its desired operating point; such cases are rare. The only such example

that comes to mind is the work of Casal et al. [CWG12].

As such, we shall assume that proper biasing is attempted by some means other than the

solution electrode, so that without the electrode, the FET is assumed to operate properly.
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4.2 Analytical Theory

4.2.1 Drift and Irreproducibility in the BioFET Bias Point

Without a solution electrode, the sample solution is effectively floating. The only electrical

connection to the sample will be via parasitic leakage paths, and leakage through the gate

oxide of the bioFET itself. For now, we assume all these to be negligible.

For simplicity, we assume the sample solution is initially uncharged. We note that it

is unclear whether the sample solution will pick up static charge during handling. If any

static charge is present in the sample solution, it will either discharge itself via the solution

electrode in cases where an electrode is included, or will eventually discharge via parasitic

leakage paths that are to be discussed later. Therefore such static charge will only serve to

shift the initial bias point of the bioFET, and it will not affect the analyis presented here;

we are therefore justified in assuming the sample solution has zero net charge. Note that

the charge on biomolecules is due to dissociation of hydrogen from oxygen on the hydroxyl

groups, or addition of hydrogen to nitrogen on amine groups on these molecules. These and

other chemical processes do not alter the net charge of the solution.

Without a solution electrode, the potential of the sample will be determined by capacitive

couplings to various bioFET terminals. A nanowire bioFET typically has a source, a drain,

and a back-gate. The connection to these terminals is schematically shown by the circuit

diagram of Fig. 4.1.

Care should be taken in using the term “potential”. In the context described above,

the sample solution is “connected”, albeit capacitively, to the bioFET’s terminals. These

terminals are “reservoirs” from a statistical mechanical point of view, and therefore have

a fixed electrochemical potential. The connection of the sample solution to these reser-

voirs in turn sets the electrochemical potential of the sample solution, since these reservoirs

have the potential to drive steady current through the sample solution. In contrast, the

biomolecules that are captured at the sensor surface cannot cause steady current to flow;

these biomolecules therefore only change the local electrostatic potential. The only current
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Sample Solution

Source Drain Back Gate

CSol,S CSol,D CSol,BG

Figure 4.1: Capacitive connection of solution to various FET terminals. If the underlying

FET is a specific structure with more terminals, capacitive connections to those terminals

would be included accordingly.

flow directly caused by the biomolecules is a transient rearrangement of charge in the vicinity

of where they bind. Of course, the biomolecules also cause the bioFET current to change,

although this is an indirect effect, caused by a change in the carrier concentration in the

bioFET channel, which is in turn a result of the electric field that begins at the biomolecules

and terminates in the bioFET channel. The electric field itself does not directly cause steady

current to flow.

Having cleared up the meaning of “potential”, we calculate the (electrochemical) potential

in the bulk of the sample solution as follows:

VSol =
∑
i

CSol,i × Vi
CSol,i

(4.1)

where i runs over all the terminals of the bioFET, Vi denotes the potentials at these terminals,

VSol denotes the potential in the bulk of the solution, and CSol,i denotes the capacitance

between the solution and the ith terminal of the bioFET.

Since the potential of the solution is VSol, the bioFET’s front-gate (which is its biologically

sensitive gate) will be biased as if a solution electrode was present and its (inner) voltage set

to VSol, neglecting interfacial potential differences. Obviously, any charge leakage anywhere

would disturb VSol, so for now, we assume the front-gate oxide of the FET is perfectly

insulating. With this assumption, VSol will remain unchanged in perpetuity.

Nevertheless, we must at least consider the qualitative effects of leakage currents to or

from the sample solution to various bioFET terminals and the system ground. Sources of
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Sample Solution

Source Drain Back Gate

RSol,S
CSol,S CSol,D

RSol,D RSol,BG
CSol,BG

Figure 4.2: Capacitive connection of solution to various FET terminals. If the underlying

FET is a specific structure with more terminals, capacitive connections to those terminals

would be included accordingly.

leakage may range from pinholes in the encapsulation, to tunneling across the front oxide,

to leakage through moisture adsorbed on the chip. These sources of leakage are typically

parasitic and uncontrolled, so their precise value is not known. We shall represent them

as resistors in the equivalent circuit model, shown in Fig. 4.2, having in mind that their

“resistance” is effectively voltage dependent.

With this equivalent circuit, the value of VSol will drift over time. The initial value will be

given by equation 4.1, but its final value will not depend on the capacitances at all; instead,

it will depend on the leakage rates, which are typically uncontrolled and unknown. If the

resistors were truly linear, the steady-state value of the electrochemical potential in the bulk

of the sample could be calculated as follows:

VSol =

∑
i

Vi
RSol,i∑

i

1

RSol,i

(4.2)

where as before, i runs over all the terminals of the bioFET, Vi denotes the potentials at

these terminals, VSol denotes the potential in the bulk of the solution, and RSol,i denotes the

“resistance” between the solution and the ith terminal of the bioFET.

The results of these simple equations are can be summarized in two points:

1. The bias point set for the bioFET via its front oxide will begin from a value determined

by the capacitive divider of equation 4.1.

58



2. There will be an initial transient, after which the bioFET current will reach a steady-

state value set by leakage current rates to and from the liquid sample, which are usually

undetermined, as expressed in equation 4.2.

The second point is particularly problematic. Successful measurement of analyte con-

centrations during the initial bioFET transient requires a precise knowledge of the time

dependence of the drain current during the transient period. This knowledge is usually hard

to come by, because the transient current depends heavily on the bioFET bias, which in

turn depends on unknown leakage rates and capacitance values. This fact holds despite the

initial assumption that the bioFET is biased via other means. For example, the back-gate

can be used to the bias the nanowire in a desirable regime of operation, but the nanowire is

still far more sensitive to potential changes at its front gate, because the front gate oxide is

typically much thinner.

One could wait until the transient period has run its course and steady-state is reached.

However, the leakage current rates can be affected by environmental conditions (e.g. ambient

moisture) or inadvertent variations in the setup (e.g. changes in size of the liquid sample),

so the steady-state value of the bioFET’s front-gate bias, and in turn, the bioFET’s drain

current, will be affected by these factors as well. Repeated measurements of the same sample

could yield different results. This lack of reproducibility is effectively a source of random

error in the measurement in addition to the usual sources of bioFET drain current noise,

and will reduce the measurement resolution and raise the lower limit of detection.

Practically speaking, this source of error could either pose a huge problem, or no problem

at all, depending on the relative magnitude of the leakage currents. If the current leakage to

one terminal is always significantly larger than other leakage paths, the potential of the liquid

sample will always settle to the voltage of that terminal, and variations will be minimized.

It should be noted that in cases where the leakage is mostly to the bioFET channel,

there may be a feedback effect where the bioFET’s bias point will affect the leakage rate,

and the leakage rate will in turn affect the bioFET bias point. In such a scenario, more than

one stable operating point may exist. Further studies are necessary to determine the actual
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outcome in such cases, and the degree to which any of the practical bioFET designs would

suffer from such a problem.

The analysis so far does not assume anything particular to the structure of the device,

number of terminals, mechanism of leakages, sources of capacitances, or the values of these

quantities. The results are therefore very general.

There are two general ways to mitigate this problem. First is to identify all the significant

leakage paths, measure the leakage rates, and design the measurement setup so as to minimize

variations. Second is to deliberately include a leakage path that dominates all others; in

effect, including a solution electrode.

4.2.2 Signal Return Path

Gauss’ law dictates that the electric flux exiting a region is proportional to the charge

enclosed within it. Since the sample solution is neutral, the net electric flux leaving the

sample solution must be zero. The detection of charged biomolecules requires an electric

flux to leave the sample solution and enter the bioFET, so an equal amount of electric

flux must enter the sample via some other path. Since we assume no solution electrode is

present, the flux is therefore entering via an uncontrolled path(s). This uncontrolled path(s)

represent a parasitic capacitance(s) Cpar to the outside world. There may be many parasitic

capacitances to various different places, but these will be lumped together, as we shall see

shortly. For the sake of simplicity, we assume these capacitances connect the sample solution

to the terminals of the bioFET. These capacitances can be considered as return paths for

the electric flux, which is the signal that we detect.

As mentioned in previous chapters, the charge of the biomolecules is a small-signal dis-

turbance over the bias point of the bioFET. As such, we can describe the system with a

small signal equivalent circuit model, where the bioFET channel and all its terminals are

considered small signal ground. However, contrary to the models in the previous chapters,

the sample solution is not connected to small-signal ground directly; we must therefore in-

clude a parasitic capacitive connection Cpar which couples the droplet to small-signal ground.
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Figure 4.3: Equivalent circuit model of bioFET detection without a reference electrode. A

capacitance Cpar serves as a return path for the signal emanating from the biomolecules. A

fraction α of the total charge σ is detected by the bioFET.

Although there may be more than one capacitance connecting the sample to more than one

terminal, since all the terminals are considered as small signal grounds, these capacitances

are all effectively connected in parallel and their values can be added together to obtain

an equivalent capacitance. So Cpar can be interpreted as the total capacitance between the

sample solution and small-signal ground. The equivalent circuit model is shown in Fig. 4.3.

In this model, CS represents the capacitance to the small-signal ground via the bioFET chan-

nel, and CDL represents the double-layer capacitance in the sample solution. The equivalent

circuit model when a reference electrode is included is shown again as Fig. 4.4, in which Cpar

no longer appears, and the sample solution is connected to small signal ground directly.

We note that if the capacitive connection to the bioFET channel is accurate when the

bioFET is “turned on”, and so the channel is quite conductive. However, if the bioFET

is operated in the subthreshold regime, then one would need to consider the effects of the

finite resistance between the channel and the bioFET terminals. The effect of this resistance

would simply be to limit bandwidth, and since we are not concerned with transient effects

in this chapter, we can ignore the effects of such resistances, and treat the bioFET channel

as small-signal ground for DC or slowly varying perturbations.

Now, we consider the effect of biomolecules being captured at the bioFET surface. These

bring a surface charge density σ to the bioFET surface. We assume only a fraction ασ is
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Figure 4.4: Equivalent circuit model of bioFET detection with a reference electrode. A

fraction α of the total charge σ is detected by the bioFET.

detected by the bioFET, so −ασ is induced in the bioFET, with 0 ≤ α ≤ 1. A fraction

(1− α)σ is lost to Debye screening by counter-ions in the sample solution.

Since the sample solution is floating, its total charge can be considered constant; so if

(1− α)σ is induced in the double layer at the surface of the bioFET, −ασ must appear

across Cpar. Note that the sample solution is taken as the “positive” polarity side of CSol,

whereas the oxide/solution interface is taken as the positive polarity of capacitors CDL and

CS.

We continue in order to calculate α. When a solution electrode is present, the model

depicted in Fig. 4.4 is solved trivially:

α =

(
1 +

CDL

CS

)−1

(4.3)

When a solution electrode is not present, we continue by invoking Kirchoff’s voltage law:

∆VSol −∆VDL −∆VG = 0 (4.4)

where each term represents the potential change across its respective capacitor due to the

capture of biomolecules. The potential change across the bioFET’s gate oxide is denoted by

∆VG.

We rewrite each term in the above equation using the fraction of charge induced across
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each capacitor:
−ασ
CPar

+
(1− α)σ

CDL

− ασ

CS

= 0 (4.5)

and then rearrange to solve for α:

α =
1

1 + CDL

(
1
CS

+ 1
Cpar

) (4.6)

Equation 4.6 highlights an interesting phenomenon: previously, in the case with a solution

electrode, α was smaller than one, which meant that we are not able to detect all of the

biomolecules’ charge. The responsible mechanism was Debye screening, and the relative

magnitude of Debye screening compared to the capacitive coupling of the biomolecule charge

to the bioFET channel determined α; hence the appearance of CDL and CS in equation 4.3.

However, when a solution electrode is omitted, α depends on Cpar as well.

The mechanism for this dependence is no longer Debye screening; instead, it can be

traced back to ∆Vpar which can be written in terms of the charge across Cpar:

∆VSol =
−ασ
CPar

(4.7)

Combining equations 4.6 and 4.7, we can isolate ∆VSol:

∆VSol =
−σ(

CPar + CDLCpar

CS
+ CDL

) (4.8)

Given that we have assumed σ to be positive, the result above means that the detection

of positively charged particles causes ∆VSol to become negative; i.e., the potential of the

sample solution actually drops. When Cpar is large, the drop in VSol is negligible. However,

when Cpar vanishes, we have:

∆VSol =
−σ
CDL

(4.9)

This is an intriguing result, which is not seen when a solution electrode is included,

because a solution electrode does not allow the potential of the sample solution to change.

This shift in the negative direction works against the intended effect of the biomolecules’

(positive) charge, which is to increase the potential at the oxide/solution interface.
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We can take also Cpar to its limits to gain some further insight regarding α. If Cpar

approaches infinity, equation 4.6 reduces to 4.3:

lim
Cpar→∞

α =
1

1 + CDL

CS

(4.10)

This is no surprise, since having a solution electrode prevents the potential of the bulk of the

sample solution from changing, and in this regard is akin to having a very large capacitance

to ground. This setup maximizes the achievable value of α.

When Cpar is zero, which means there is no capacitive coupling to anywhere, α vanishes:

lim
Cpar→0

α = 0 (4.11)

This result is forced by Gauss’ law. A nonexistent Cpar means there is no other source of

electric flux for the sample solution, so no electric flux can exit the sample towards the

bioFET, regardless of how much surface charge there is, or what the magnitude of CDL and

CS may be.

Thus, not having a solution electrode can cause two problems:

1. The fraction of the biomolecule charge that is detectable by the bioFET drops.

2. If Cpar is not well-controlled, then it could vary between repeated measurements of the

same sample, resulting in another source of random error.

Both of these effects can be countered by either including a solution electrode, or ensuring

that a Cpar � CS exists so that α can approach its maximum value, and variations in Cpar

do not cause the value of α to change appreciably.

4.3 Simulations

Using TCAD to simulate the aforementioned scenario helps to convey the ideas discussed

above. We note that Gauss’ law, which was used to arrive at the conclusions above, is

one of the basic equations solved by TCAD, so TCAD simulations should not be viewed as
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validation of the aforementioned concepts. In fact, the TCAD simulations were actually run

first, and the peculiar results obtained prompted the author to study the problem further in

order to elucidate the mechanism responsible for these results, which was presented above

in a very basic and general way.

Up until now, all the simulations shown in previous chapters have had an electrode con-

tacting the solution, thereby precisely setting its potential. This is in line with all modeling

papers on bioFETs. Modeling papers either explicitly include a solution electrode (typically

a reference electrode) [LAM05], or implicitly do so by fixing the Fermi level in the solution

[SC12], assuming that the electric field decays to zero at infinity [NA07], or assuming that the

solution can become charged in order to screen the charge of the bound analytes [SMB07].

We therefore begin with simulations that correctly mimic the floating nature of the sample

solution, and then use analytical arguments to analyze the simulation results.

As in previous chapters, we used Sentaurus TCAD to simulate a structure that included

a solution and an FET. However, we used a “charge” type electrode specification to tell

Sentaurus that the solution is effectively a floating region, with a net charge of zero.

Nanowire bioFETs are the most common type of bioFET, and they are most affected

by the lack of a solution electrode. As such, we simulated and studied a nanowire bioFET,

although the conclusions we arrived at are general enough that they can be applied to almost

all bioFETs.

For the sake of simplicity, we assumed that all the insulators in the simulation were

perfect insulators. The TCAD we used, Sentaurus Device, cannot handle floating regions

and leaky insulators at the same time very well.

We simulated both a 3D model and a 2D cross section (lengthwise) of a nanowire bioFET.

In the 3D case, the nanowire was rectangular, with a height and width of 25 nm each. It had

a source and drain region, each 100 nm long, and doped 1× 1020 cm−3 n-type. The channel

itself was 100 nm. The source was “grounded” and the drain voltage was set to 100 mV, so

short channel effects are not a concern here. The solution region, as before, was modeled as

a semiconductor with a wide bandgap, and an effective density of states chosen such that
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the carrier concentration in the solution would be 6.022× 1017 cm−3, corresponding to an

ionic strength of 1 mm. A height of 100 nm of solution region was included in the simulation,

which is equivalent to about 10 Debye lengths at the ionic concentration simulated. This

was far enough to ensure that the size of the simulation domain did not affect the simulation

results. The solution “length” was 100 nm, so 50 nm from each side of the channel was not

exposed to it, effectively modeling “underlap”. The areas above the source and drain, and

above the “underlap” region of the channel, were covered with oxide to mimic encapsulation.

The nanowire was covered with a 1.5 nm layer of oxide, which is about the same thickness as

the native oxide on silicon. Although we should note that Sentaurus assumes this insulator

to be leak-free, whereas native oxide is actually very leaky. The buried oxide was assumed

to be 145 nm thick. Biomolecules were modeled as a sheet charge with uniform density

σ = 1× 1013 e cm−2; this sheet has no thickness. The amount of biomolecule charge is larger

than what we had simulated in previous chapters, in order to dramatize the response for the

sake of clarity. In some cases, the biomolecules were only on the gate oxide of the nanowire,

but in other cases, the biomolecules covered the buried oxide as well, the latter being a more

realistic situation. We note that many of these numbers are not realistic at all; their purpose

is to help elucidate the qualitative behavior of the system. In all simulation “experiments”,

the simulations were run twice: once with no biomolecules, and once with them, and the

difference was taken and plotted. Due to the superposition principle in electrostatics, this

difference completely cancels out the effects of biasing, and only shows the electric fields and

potentials that result from the presence of biomolecular charges. The simulated 3D structure

is shown in Fig. 4.5.

The first simulation experiment we ran was to simply vary the Cpar that is intrinsic to

the structure, and measure the change in sensitivity (defined as ∆I/I). In the case of 3D

simulations, much of Cpar comes from the coupling between the sample solution and the

back-gate, via the buried oxide. We simply increased the simulation domain in order to

change the contact area between the solution and the buried oxide. No other parameter was

changed. The simulated structures are shown in Fig. 4.6. For these simulations only, the

bioFET was biased in the linear regime, so as to increase semiconductor capacitance CS, and
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Figure 4.5: The 3D simulation structure. The translucent pink region is the solution, and

the maroon-colored regions are oxide. The nanowire itself is seen in opaque pink. An

electrical contact is defined at the very bottom of the structure, under the buried oxide. The

encapsulation regions are omitted in the image for clarity, althrough their outline is visible.

The gray plane that cuts through the structure denotes the location of the 2D cut that is

shown in Figs. 4.7a and 4.7b.
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Figure 4.6: The 3D simulation structure, with varying simulation domain. The distance

from the nanowire to the edge of the domain is 50 nm, 100 nm, and 1000 nm, for structures

(a), (b), and (c), respectively. No other parameter is changed.

increase the value of Cpar required to achieve full sensitivity, as predicted by equation 4.6.

This choice was made only in order to increase the effect of Cpar in the plots that are to be

presented for easier viewing.

The results from these simulations are shown in Table 4.1. These results are surprising

considering that the nanowires are the same in all cases, but unsurprising considering the

analysis given in the previous sections. An argument can be made that when biomolecules

are on all oxide surfaces, changing the simulation domain will increase the total amount of

biomolecule charge present, and that could cause a change in the sensitivity. We therefore

consider the case where the biomolecules are included only on the surface of the nanowire

itself. Even in that case, increasing the simulation domain increases the sensitivity, which can

be explained as an increase in Cpar, in agreement with the qualitative behavior described in
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Table 4.1: Sensitivity as a function of size of simulation domain, for two cases: with biomolec-

ular charges at all oxide/solution interfaces, or only on the gate-oxide/solution interface. The

“Structure Size” column refers to the distance between the nanowire and the edge of the

simulation domain.

Sensitivity to biomolecules

Structure Size (nm) Everywhere on NW only

50 2.29× 10−2 7.11× 10−2

100 3.76× 10−2 8.35× 10−2

1000 9.78× 10−2 3.72× 10−1

the previous sections. We do not presently understand why the sensitivity is lower when the

biomolecular charges are included at all oxide/solution interfaces. We hypothesize that these

extra charges are located along the path of the “return” electric fields, and thus interfere

with it. In other words, they require their own return path, which is not provided here.

However, this hypothesis requires further study.

These results seem to suggest that Cpar is indeed changing by changing the simulation

domain. If this is true, one expects that field lines must enter the solution from the buried

oxide. The first evidence of this is presented in the form of a 2D plot of the potential change

due to the biomolecular charges. This are shown in Fig. 4.7a for the case of biomolecules

everywhere, and Fig. 4.7b for the case of biomolecules on the nanowire only. In both figures,

it is clearly apparent from the contour lines that the presence of biomolecular charges forces

electric fields to enter the solution in areas far from the nanowire itself, albeit the field is

stronger in Fig. 4.7a, because there are biomolecules everywhere.

Interestingly, another consequence of the concave corner effect described in the previous
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Figure 4.7: 2D plots of potential change due to the presence of biomolecule charge, when

(a) biomolecules are captured at all oxide/solution interfacs, and (b) when biomolecules are

only captured on the nanowire gate oxide. The 2D cuts are taken at the location of the

gray plane in Fig. 4.5. The contour lines show that electric fields enter the solution from the

buried oxide for both structures. The interface between the buried oxide and the solution

thus provides the return path for the signal, and constitutes part of Cpar.
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Figure 4.8: The 2D simulation structure. An electrical contact is defined at the very bottom

of the structure, under the buried oxide. The encapsulation regions are omitted, which

results in the odd shape of the structure.

chapter is visible in Fig. 4.7a: when the biomolecules are everywhere, the potential change at

the concave corners become larger than everywhere else, so much so that the fields that enter

the nanowire do so only at the corners; at all other locations on the nanowire surface, fields

leave the nanowire and enter the solution, even though biomolecules are present. This effect

is not seen in Fig. 4.7b where the biomolecular charge is only on the sides of the nanowire.

Here, electric fields enter the nanowire wherever biomolecules are present, with the exception

of the convex corners, where the potential change is weakest.

The results above show that even in the absence of a solution electrode, parasitic capac-

itive couplings still allow biomolecule detection to take place, which explains the success of

experimental works that report biomolecule detection without the use of a solution electrode

[CWP01, CWG12].
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Due to computational limitations, the structures simulated above had to be kept small.

Small structures result in small Cpar, much smaller than what is encountered in experimental

settings.

In order to cover a wider range of Cpar, we simulated a 2D structure as well. The simu-

lated structure, shown in Fig. 4.8, was effectively a length-wise cross section of the previous

3D simulations, with all the dimensions remaining the same. However, we removed all en-

capsulation regions from the simulation structure so as to minimize the intrinsic capacitive

couplings that contributed to Cpar in the previous simulations. In Sentaurus, Neumann

(reflective) boundary conditions are assumed for all outer boundaries that are not contacts

[se]. This means that no electric field lines can exit the structure, except at the user-defined

“contacts” removing the encapsulation regions from the simulation structure ensures that

no electric flux exits the structure except at the contacts.

We then took advantage of a capability in Sentaurus to simulate a floating region as

if it was coupled to one of the terminals via a capacitance of our choosing, specified in

the Sentaurus command file. We used this capability to connect the sample solution to

the back-gate with a variable capacitance. Since we minimized other source of intrinsic

capacitance, the variable capacitance set by us constituted almost the entirety of Cpar. We

then artificially varied this capacitance (and hence, Cpar) from 1 aF to 1 nF and extracted

sensitivity. Note that since all terminals would be equivalent from a small-signal point of

view, it does not matter to which terminal Cpar actually connects. These simulations were

run with σ = 1× 1012 e cm−2, in order for the biomolecule’s signal to be more like a small-

signal disturbance. Due to the varying coupling between the back-gate and the solution, the

same back-gate voltage does not produce equivalent electrostatic biasing for all the simulated

points. Because of this, the sensitivities were extracted at the bias point that resulted in a

bioFET current of 1 nA, putting the bioFETs in the subthreshold regime, and ensuring that

the various simulated situations were on equal footing.

For comparison, a 3D nanowire bioFET with dimensions similar to the previous 3D

structures was also simulated with its encapsulation regions removed; this structure is shown

in Fig. 4.9. Due to the nature of the 3D structure, contact between the solution and the
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Figure 4.9: The 3D simulation structure without encapsulation regions. The translucent

blue regions are the solution, and the maroon regions are oxide. The nanowire itself is seen

in opaque blue. An electrical contact is defined at the very bottom of the structure, under

the buried oxide. Even though the encapsulation regions are omitted, the solution region is

in contact with the buried oxide due to the 3D nature of the simulation, which results in

unavoidable coupling.

buried oxide was unavoidable, so despite our efforts, some intrinsic Cpar remained, in addition

to the explicitly specified capacitance in the simulator’s command file. Because of this, the

total parasitic capacitance Cpar is a bit larger in the 3D cases than in the 2D cases that

we have simulated. One can estimate this coupling using the thickness of the buried oxide

(145 nm) and the contact area in contact between the solution and the buried oxide (about

9.2× 104 nm2); so the extra capacitance is about 20 aF in this simulation, and is therefore

negligible for most of the simulated range of Cpar, which runs from 1 aF to 1 nF.

The simulation results are extracted in the form of a plot of sensitivity vs. the explicitly-
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Figure 4.10: Sensitivity, extracted from 2D and 3D simulations, as a function of the capacitive

coupling Cpar between the solution and the back-gate. Note how sensitivity drops at low

Cpar, and saturates at high Cpar.

specified capacitive coupling Cpar, which is shown in Fig. 4.10. The sensitivity is defined as

∆I/I, as usual.

As predicted by equation 4.11, when Cpar approaches zero, the sensitivity also approaches

zero. As Cpar increases, the sensitivity reaches a maximum value, as predicted by equation

4.10.

Another interesting effect can be seen here: the 3D bioFET is more sensitive than the

2D bioFET for all Cpar. This has nothing to do with Cpar; it is the result of the corner effect

discussed in the previous chapter.
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Figure 4.11: 2D color plot of change in electrostatic potential as a function of position

for when Cpar = 0. Note how the potential in the solution bulk reduces in response to

biomolecular charges that are positive, as well as how the potential in the channel barely

changes. The scale bar is the same as in Fig. 4.12.
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Figure 4.12: 2D color plot of change in electrostatic potential as a function of position for

when Cpar = 1nF. The potential in the bulk of the solution still reduces as a result of the

positive biomolecular charges, but negligibly so. The potential change at the position of the

biomolecules is a much more pronounced positive value compared to Fig. 4.11. The scale

bar is the same between the two figures.
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To test the predictions of equation 4.7, we simulated an extra case of Cpar = 0 using the

2D structure depicted in Fig. 4.8, and extracted the change in electrostatic potential, as a

function of position, due to the capture of biomolecules onto the 2D structure. The resulting

plot is shown in Fig. 4.11. We repeated the same exercise for Cpar = 1 nF, with results shown

in Fig. 4.12. These values were chosen because they result in the maximum and minimum

attainable values of α and sensitivity, as is evident from Fig. 4.10.

According to equation 4.8, we expect the potential of the sample solution to always be

negative when biomolecular charges are positive. However, the negative change is a finite

value described by equation 4.9 negligible when Cpar = 0, yet is negligible when Cpar is large.

The simulations confirm this behavior. In Fig. 4.12, where Cpar = 1 nF, the potential

change in the solution bulk is nearly zero, and there is a pronounced peak in the potential

change at the location where the biomolecules bind. Conversely, in Fig. 4.11 where Cpar is

set to zero, the potential change in the solution bulk is a considerable negative value, and

no peak is seen at the location of the biomolecules.

The simplest way to interpret this result is to view α as the degree of charge separation

in the solution due to the biomolecules. When α is near zero, there is very little charge

separation, and the potentials in the system barely change at all.

4.4 Conclusion

Based on the reasoning presented herein, we conclude that not including a solution electrode

has consequences that are not obvious. The best recommendation is to include a reference

electrode, so that the potential of the solution is at equilibrium with that of the electrode, and

excess noise from the electrode/electrolyte interface is avoided. However, a reference elec-

trode is prohibitively large for some applications. In those applications, a psuedo-reference

electrode can be fabricated on-chip, and can be considered the next best alternative [SZD10].

In the absence of both of these options, a platinum electrode can be used [MJH07], perhaps

deposited on-chip in the form of an exposed strip that makes contact with the solution.
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It is best if the reference electrode is connected to a voltage source. That way, electro-

magnetic interferences can be shunted to ground, the bias point of the bioFET will not drift

(due to the mechanisms mentioned in this chapter), and the steady-state value of the bias

point is well known. Such a setup also provides an ideal return path for the electric flux em-

anating from the biomolecules. This setup has one drawback: DC current flow through the

electrode could cause irreversible surface reactions to occur at the oxide/solution interface

of the bioFET, contributing to drift. If this current is kept low, either by careful choice of

biasing or by ensuring that the bioFET has a good quality gate insulator, then the reaction

rate will also be low, so its effects will not disturb the measurement if its performed quickly.

If one does not wish to directly connect the solution electrode to a voltage source, ca-

pacitive coupling can be used. The value of the capacitance should be chosen to ensure that

it is significantly larger than the capacitive coupling between the sample solution and the

bioFET channel. This coupling can readily be measured in any real-world situation.

The capacitive coupling can also be achieved using a structure similar to a MOSCAP,

where one of the capacitor’s “plates” is the sample solution.

Finally, one could get away with characterizing the parasitic capacitances and taking steps

to ensure that they do not change from one measurement to the next, but this approach

does not guarantee that the bioFET will operate at peak sensitivity.
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CHAPTER 5

Conclusions

5.1 New Results of this Work

In this dissertation, we have answered three very important questions regarding bioFET

operation.

1. In Chapter 2, we have offered a recipe for biasing of bioFETs that are based on an SOI-

structure, i.e., have an active layer that is placed on an insulating substrate. Previous

works had studied the biasing of such structures using only a back-gate. However,

these structures also have a solution-gate, and the proper biasing using both gates was

studied here for the first time. We have included the effect of surface charges in our

discussion of biasing.

2. In Chapter 3, we disprove the incorrectly-held idea that surface-area-to-volume ratio

is responsible for the enhanced sensitivity seen in nanowire bioFETs. Instead, we

show that an alternative explanation exists that is due to the electrostatics of Debye

screening in concave and convex regions.

3. In Chapter 4, we discuss the necessity of a solution electrode in bioFET measurements.

We show that without such an electrode, parasitic capacitances in the system will affect

the response in a way that could cause unpredictable measurement results.
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5.2 A Few Notes on the Importance of these Results

In Chapter 2, we discussed biasing. It had previously been known that when using a single

gate, the bioFET must be biased in the subthreshold regime to maximize its sensitivity.

However, in a practical setting with nanowire bioFETs, one has two gates (one is the back-

gate, and one is the very necessary solution-gate, as discussed in Chapter 4). With a single

gate, an operator could simply sweep the gate voltage and record the current, identify the re-

gion of exponential current growth (subthreshold), and bias the bioFET at the highest point

in the subthreshold region. But when two gates are present, the defintion of subthreshold

is not clear. For example, in an accumulation-mode nanowire bioFET, an operator could

mistakenly bias the solution such that the front surface of the bioFET channel is strongly

inverted (i.e., turned off), and then sweep the back-gate and bias in the region of exponential

current growth. The bioFET will then be depleted at its back interface, and inverted at its

front interface. In such a scenario, the sensitivity will actually be minimum (as shown in

Chapter 2), because the carriers at the front interface of the channel will screen the rest of

the channel from the fields of the biomolecules. The contributions of this author in the first

chapter help to avoid such mistakes by clearly stating that the entire channel must be in

depletion to optain maximum sensitivity.

With such a recipe, the bias point is clear. However, the biasing affects the Debye

screening in the solution, so one must choose whether to bias the FET itself at its optimum

point, or bias the system such that Debye screening is minimum. We have discussed and

settled this issue: biasing the FET itself is far more important.

However, we showed that one does not necessarily have to forego minimizing the Debye

screening as well. We showed that when the right amount of charge is present at the surface

of the bioFET, the bias point that optimizes the FET and minimizes Debye screening can

be made to coincide.

We have therefore given would-be bioFET designers an extra consideration during design:

the amount of surface charge present at the bioFET surface prior to biomolecule capture.

This charge could be affected by numerous factors, such as choice of insulator (e.g. SiO2
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vs. Al2O3), or choice of capture probe molecules. There are many molecules that can be

used as capture probes. For example, DNA can be captured by both negatively charged

DNA molecules, or neutral peptide nuclear acid (PNA) molecules. Of course, surface charge

is only one of the many considerations for the choice of capture probe; all others, such as

binding kinetics, must be taken into account as well.

There is a subtle piece of insight offered by the results of Chapter 2 that could be quite

useful for future researchers. A careful reader would note that the term kBT/e appears quite

a few times in the expressions of sensitivity in Chapter 2. This is a result of the bioFET

being a thermionically activated device, and limited to 60mV/decade subthreshold slope.

A device that could beat this limit could provide the basis for a more sensitive bioFET.

Concurrently with the publication of this author’s first paper (which makes up Chapter 2 of

this thesis), Sarkar and Banerjee proposed to use a tunneling-field-effect transistor (TFET)

for use as a bioFET [SB12]. TFETs are capable of beating the 60mV/decade limit. As such,

the results of Chapter 2 support the proposal of Sarkar and Banerjee to make a bioFET using

a TFET. It should be noted that the microelectronics industry has been working on TFETs

for a long time, with the same goal of beating the 60mV/decade limit. However, TFETs

only beat this limit at low drain currents [PCC13], which is a problem for microelectronics,

because low drain currents translate to unacceptably slow circuits. In contrast, the response

time of bioFETs is limited by biological and chemical aspects of the sensor, and not by the

FET itself, so bioFETs could get by with low drain current without problems. TFETs are

therefore ideal candidates for use as bioFETs.

In the opinion of this author, Chapter 3 constitutes his most important contribution

from an academic point of view. When looking at the entire body of literature, one can-

not conclusively accept that nanowire bioFETs are truly orders of magnitude more sensitive

than planar bioFETs. Usually, the more experimental data there is in the literature, the

more insights can be drawn regarding the topic, but that does not hold true for this question.

Many considerations affect the sensitivity of bioFETs, including bias point, choice of capture

probes, geometry, inclusion of solution electrode, and more. There are many experimental

results reported in the literature, but they vary widely from one another in these respects,
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so clear-cut conclusions cannot be drawn. In the absence of clear-cut experimental proof,

researchers resort to theoretical results to guide themselves. Unfortunately, the sole theoret-

ical argument on this topic is the surface-area-to-volume ratio argument, which is incorrect,

as shown in Chapter 3. By challenging this argument, we hope to prevent future researchers

from investing in costly nanowire bioFET structures solely on the basis of this argument.

Additionally, we have shown that an alternative mechanism exists that causes nanowires

to become more sensitive than their planar counterparts. This mechanism is the “corner

effect”, where Debye screening is weaker in concave corners and stronger in convex cornes,

so that sensitivity in nanowire bioFETs is dominated by the response of concave corners.

We emphasize that this is only one of the many possible mechanisms that make nanowire

bioFETs more sensitive; there may be other effects, potentially of more importance, that

remain undiscovered. However, understanding this mechanism is still important, because it

helps to analyze future simulations results that one could encounter, as did this author in

the analysis of Fig. 4.10.

More importantly, however, this author hopes that the knowledge presented in Chapter

3 – that concave regions are good for sensing charge – would be used by future researchers

to come up with bioFETs that are more sensitive than nanowires, or at least cheaper to

fabricate. For example, a metallic electrode could be used as an extended gate and connected

to wide-area FET; the electrode itself could be large, yet contain many nanoscale concave

depressions. Debye screening in these depressions would be weaker, so these structures

could make superior bioFETs. One could imagine these depressions being fabricated by

using anodic aluminum oxide or diblock copolymers as etch masks for photolithography.

The fabrication would therefore be easier than that of nanowires, which are typically made

using expensive and time-consuming e-beam lithography (in top-down methods).

In Chapter 4, the requirement for a solution electrode is analyzed. We divide the bioFET

response into two parts: a large-signal bias, and a small-signal perturbation caused by the

biomolecules. We show that in the absence of electrodes, the bias would be unpredictable

and could drift. This result isn’t very surprising. However, the surprising result is the small-

signal response in the absence of a solution electrode. We show that a return path must

82



exist for the fields emanating from the biomolecules, and without such a path, the potential

of the solution will go in the opposite direction as what we expect, negating any potential

change caused by the biomolecules, and severely reducing sensitivity. Moreover, we show

that in the absence of an explicit return path provided by-design, a parasitic return path will

have to dominate the response. Due to the unpredictable nature of parasitics, the response

of the bioFET could also become unpredictable.

This chapter contains perhaps the most important contribution from a practical stand-

point. This author has personally seen many of his colleagues’ experiments fail due to lack

of reproducibility in repeated measurements of the same sample. These failures cost a lot

of time and money, yet the reason behind the failures could not be found. Frustratingly,

the failures were intermittent, so the simplest solution was to simply throw away the irre-

producible data and try again until the results became reproducible. While this approach

does yield correct results, it is far from satisfactory. Moreover, in a commercial setting, one

cannot simply throw away bad data, which may (or may not) be the reason why nanowire

bioFETs have not been successfully commercialized, despite their 15 year history in research

labs worldwide. The insights gained from Chapter 4 show that lack of a solution electrode

could very well be one of the results for these failures. Since failures are rarely reported in

the literature, this author was not able to use existing data to prove that lack of a solution

electrode will result in failure, and had to resort to simulations instead. We hope that fu-

ture researchers will continue this work experimentally, proving that a solution electrode is

necessary for correct bioFET operation, and paving the way for the commercial success of

bioFETs.

5.3 Future Works

It is the opinion of this author that experimental results in this field have gone beyond

firm theoretical foundations, to the point that new experiments are rarely able to answer

a question unequivocally, and many experiments produce results that are at odds with one

another. For that reason, this thesis has been focused on clearing up some theoretical
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concepts, so that experimental works can be more focused and better able to answer long-

standing questions. The experiments that this author would like to see performed include

the following:

1. An experiment that uses LLOD instead of sensitivity to compare the performance

of nanowire bioFETs (of various sizes) and bulk bioFETs, taking care to include a

reference electrode.

2. An experiment to use concave depressions in a sensing surface and see if the LLOD

can be improved in accordance with the predictions of Chapter 3 regarding sensing in

concave corners.

3. An experiment to displace the solution volume in the vicinity of the bioFET surface,

in hopes of limiting the access of ions to the biomolecules, and reducing Debye screen-

ing. Such an experiment has recently been performed: by attaching long-chain PEG

molecules to the sensor surface, researchers were able to lower the LLOD of their

bioFETs, although the mechanism is not clear [GZJ15]. An experiment to determine

whether the mechanism is related to displacing the solution volume would be very

enlightening indeed.

4. An experiment to see if it is possible to reduce Debye screening by operating the bioFET

during a transient following a voltage pulse. After such a pulse, the bioFET will return

to equilibrium far faster than the solution environment, meaning that the bioFET can

perform the measurement while the solution environment is still in transient. The Pois-

son Boltzmann equations that govern Debye screening assume equilibrium conditions,

and simulations performed by Liu et al. [LSD08] reduce screening by causing current

flow in the solution. These suggest that by disturbing the equilibrium in solution, one

should be able to reduce Debye screening.

5. A bioFET experiment in which a solution electrode is not used, and the parasitic

capacitances are minimized as much as possible. Instead, the sample solution would
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be capacitively coupled to a voltage source using increasing values of capacitance in

an attempt to experimentally validate the predictions of Chapter 4.

Additionally, a theoretical study is needed to see if bioFETs have any intrinsic limitations,

similar to the limitations of ISFETs; ISFETs have a fundamental limitation, called the Nernst

limit, that limits their response to 60mV of threshold voltage shift per unit of pH change. It is

not clear whether such a limit exists for bioFETs. Most experiments first incubate the sample

solution over the bioFET, and then wash it away with a low-ionic-strength buffer solution

to make a measurement. In the buffer environment, the biomolecules begin to separate

from their capture probes, but this takes a long time due to the high binding affinity of

the biomolecules to their capture probes. this means that bioFETs effectively operate in a

transient from a chemical point of view. In contrast, ISFETs respond to pH instantly, and

the sample solution is not removed, meaning that ISFETs operate in chemical equilibrium.

As such, the bioFET may not be subject to a limitation similar to the Nernst limit if

the measurement is performed quickly; the meaning of “quickly” should be experimentally

determined for each biomolecule capture probe pair.
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