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Abstract

Improving Efficiency and Quality of Data Collection with Machine Learning and

Citizen Science

by

Fahim Hasan Khan

Working with data is a fundamental and essential aspect of computer science,

particularly in machine learning (ML), data science, AI applications, scientific

analysis, and decision-making. Efficiency in data collection is crucial, as many

scientific investigations, including those in computer science, rely on large volumes

of data. Additionally, data quality significantly influences the overall effectiveness and

performance of systems and algorithms. Citizen science facilitates public participation

in scientific research, contributing to data collection, analysis, and reporting. This

dissertation addresses two main challenges in the data collection process: improving

efficiency and ensuring data quality. To tackle these challenges, I propose an approach

that integrates ML with citizen science to enhance data collection. This synergy

can improve data collection efficiency and quality, as ML algorithms assist citizen

science participants in accurately identifying relevant data, filtering out label noise, and

validating gathered data. Primarily, I focus on the potential of using computer vision

ML models to guide and automate the collection process of visual data, such as images

and videos. In this dissertation, I introduce a set of systems designed to improve the

xi



data collection process, including SmartCS, a platform for creating ML-powered citizen

science applications without writing code; RipFinder, a mobile application that uses

ML to guide the collection of rip current data; and RipScout, a drone-based system for

the automated collection of rip current data. These systems address data quality earlier

in the collection pipeline, rather than gathering and cleaning data afterward. Another

contribution of my dissertation is engaging the general public in scientific research,

demonstrated through my work on involving young students in research through these

systems. Overall, my approach and developed systems advance the state of the art

in modern data collection processes by uniquely combining citizen science and ML,

demonstrating their significance in enhancing data quality and efficiency.
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Chapter 1

Introduction

Working with data is a basic and important aspect of computer science and

engineering, modern scientific research, and technological innovation. Data collection

is the systematic process of gathering and measuring information from different sources

to obtain a thorough and precise understanding of a specific subject. It supports

critical processes in scientific analysis, decision-making, and various other modern

scientific endeavors, such as building machine learning (ML) models and artificial

intelligence (AI) applications. Efficient and high-quality data collection is essential for

the advancement of these fields. However, it presents various challenges that require

innovative solutions.

Efficiency in data collection refers to the ability to gather accurate and reliable data

swiftly and with minimal resource expenditure. It involves optimizing processes to

reduce time, costs, and effort while maintaining high-quality results. Data quality

1



relates to the accuracy, reliability, and relevance of data in fulfilling its intended

purpose. High-quality data is complete, consistent, and error-free, facilitating effective

decision-making and analysis.

Efficient collection of high-quality data is challenging for various reasons, such

as the complexities of handling large volumes of different types of data from diverse

sources, ensuring data integrity, and managing real-time data streams. Maintaining

accuracy and completeness of data while minimizing latency in real-time applications

requires sophisticated technology and systems. Resource constraints, including cost

and the need for skilled personnel, increase these challenges. Additionally, ensuring

user engagement, managing device and computational limitations, and addressing legal,

ethical, and environmental considerations add further complexity to the data collection

process. All these factors combined make collecting high-quality data efficiently

complex and challenging.

The motivation for my work is driven by the need to use new technologies to

solve the challenges of collecting data, which is a crucial part of modern science

and innovation. As the need for high-quality data grows, especially in fields like ML

and AI, it has become very important to make data collection methods more efficient

and accurate. My dissertation focuses on using citizen science and ML to make data

collection easier and more accessible for everyone, not just experts. By creating new

tools and methods, this work aims to get more people involved in scientific research,

make the data collected more reliable, and apply these improvements to real-world

2



issues like detecting dangerous rip currents, thereby contributing to scientific progress.

To address the data collection challenges, a primary focus of this work is

the development and implementation of SmartCS, a novel platform designed to

enable the creation of ML-powered computer vision mobile apps for citizen science

applications without requiring any coding or programming skills. SmartCS leverages

the computational capabilities of modern mobile devices to perform complex computer

vision tasks using ML to guide non-expert participants in collecting high-quality visual

data in various research fields. This platform addresses the challenges faced by citizen

scientists, including the need for accurate data labeling and the limitations of server-

dependent ML systems in remote locations.

Additionally, this dissertation investigates the role of ML in engaging the general

public in research activities through the development of citizen science tools. We

selected a group of high school students as a representative sample of the general

public. The high school students were chosen for this study due to their availability,

eagerness to learn, and status as good representatives of lay users, given their early stage

of learning. Moreover, by integrating ML within these tools, students gain hands-on

experience with advanced technologies, fostering their interest in Science, Technology,

Engineering, and Mathematics (STEM) careers and enhancing their understanding of

scientific methods. This approach benefits the students and contributes valuable data to

ongoing research projects.

While data collection is essential for many applications in various fields, this

3



dissertation focuses on a specific application to implement and evaluate our methods.

It concentrates on the application of ML for rip current detection and automated

data collection, an area of critical importance due to the significant dangers these

currents pose to beachgoers worldwide. Rip currents are dangerous, strong, and fast-

moving currents that can pull even experienced swimmers away from the shore, often

leading to drownings and fatalities. Identifying rip currents from an ML and computer

vision perspective involves object detection and segmentation. Developing an effective

rip current detection application necessitates real-time, often on-device, processing.

Additionally, rip currents are challenging to detect due to their amorphous and transient

nature, making them difficult for even advanced computer vision algorithms to identify.

Because of these challenges and design considerations, the proposed solutions in this

dissertation can be easily translated and applied to other data collection problems across

various domains.

Among the proposed approaches, the development of the mobile application

RipFinder, an expansion of a SmartCS app, illustrates the practical use of ML for

real-time, client-side detection of rip currents, providing a tool that operates effectively

even without internet connectivity. Additionally, this dissertation introduces RipScout,

a drone-based system designed for the automated collection of rip current data.

Furthermore, it presents the design and deployment of a WiFi camera-based system for

automated rip current data collection, demonstrating the usefulness and effectiveness

of ML in enhancing environmental monitoring and safety.
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Given the extensive challenges associated with data collection and the scarcity of

focused research on improving its efficiency and quality, we defined two key research

questions (RQs) based on the literature review (Chapter 2).

• RQ 1: How can efficiency in large-scale data collection be improved through the

integration of advanced technologies and methodologies?

• RQ 2: How can we ensure and enhance the quality and integrity of data

throughout the collection, processing, and utilization stages?

The contributions of this dissertation are summarized below:

• SmartCS, A platform for creating ML-powered citizen science applications that

enables users to develop applications without writing code.

• Investigating strategies to engage high school students (as a representative group

for the general populace) in research through the use of SmartCS and other tools

to create ML-enhanced citizen science apps.

• RipFinder, A mobile application that utilizes ML to guide the collection of rip

current data.

• RipScout, A drone-based system designed for the automated collection of rip

current data.

• The design and implementation of a wireless network camera-based system for

automated data collection.
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In this dissertation, Chapter 2 discusses previous works and challenges on

data collection. Chapter 3 presents the overview of approach presented in this

dissertation. Chapter 4 introduces the SmartCS platform, with details of its design and

implementation for creating ML-integrated mobile apps for citizen science and some

user studies. Chapter 5 investigates the use of ML in citizen science tools to engage high

school students with case studies and user feedback. Chapter 6 focuses on RipFinder, a

mobile app for real-time rip current detection. Chapter 7 covers RipScout, a real-time

rip current detection and automated data collection system using drones or Uncrewed

Aircraft Systems (UAS). Chapter 8 presents the system design for real-time rip current

detection and automated data collection using a network camera in a remote location.

Finally, Chapter 9 provides concluding remarks and outlines planned future work.

Through these chapters, the dissertation aims to showcase the potential of

combining citizen science, mobile technology, and ML to enhance public participation

in scientific research, improve data collection processes, and provide educational

opportunities.
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Chapter 2

Related Work

Data collection is fundamental to scientific research and decision-making processes

across various fields. Systematic data collection is essential for both qualitative and

quantitative research [267]. Analyzing these data allows researchers and decision-

makers to obtain insights, make predictions, and develop new technologies. High-

quality data collection ensures the reliability and validity of research findings,

facilitating advancements in science and technology [265]. Selecting appropriate data

collection methods and strategies is necessary to obtain relevant and accurate data for

specific research purposes [15, 121, 194, 233]. The careful approach to data collection

enables effective scientific research and technical development.

In computer science and engineering, data collection is a central focus. For

example, ML models depend heavily on large datasets to generate accurate predictions

and identify patterns. The quality and amount of data significantly impact the
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performance and reliability of these models. Efficient and high-quality data collection

is crucial for the progression of AI and other data-driven technologies. The success

of ML algorithms is primarily related to the availability of large and well-curated

diverse datasets, which provide the necessary breadth and depth for training robust

models [123]. Furthermore, as highlighted in numerous studies, high-quality data

collection practices improve model performance and reduce biases [29, 93, 265]. By

focusing on developing better data collection methodologies, the field can continue

to address complex problems with innovative solutions with greater accuracy and

efficiency, further strengthening the critical role of data in technological advancement.

In this chapter, I provide a high-level and broad discussion of previous works

and the framing of data collection challenges, followed by more detailed and relevant

background work in the subsequent chapters.

2.1 Previous Works

As a foundational task in scientific research, data collection has long presented

significant challenges [267]. Over time, various strategies such as crowdsourcing [121],

automation, and mixed methods [15, 29] have been implemented to enhance the data

collection process. These challenges and strategies differ across research domains and

evolve with technological advancements. For example, the challenges and solutions in

medical research [165] may differ from those in environmental science [190].

Technological progress has continuously improved data collection methods [143],
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enhancing both quality and efficiency, particularly with the advent of computer science

and digital tools [233] and ML. While ML has revolutionized the field, it also introduces

challenges in ensuring data quality and efficiency [211]. High-quality data is crucial for

training deep learning models, yet maintaining this quality remains a major obstacle

[269].

Data can be collected through various methodologies, including surveys,

interviews, observations, experiments, sensors, digital tools, and crowdsourcing,

tailored to meet specific research contexts and objectives [51, 192]. Recent

advancements in mobile and wearable technology, such as smartphones and fitness

trackers, have made real-time data collection possible, benefiting studies in healthcare,

environmental monitoring, and user behavior [191]. IoT devices and remote sensing

have further transformed fields like environmental science, allowing automated,

continuous data gathering for better analysis and decision-making [96].

For example, in agriculture, IoT devices and smart sensors are used for monitoring

soil moisture, temperature, air quality, and crop health, optimizing irrigation and

fertilization [251]. These types of applications also improve productivity and

sustainability in various other fields [259]. Systems developed using these technologies

allow for comprehensive and precise data collection, facilitating better analysis and

decision-making for environmental management and conservation efforts [101].

Social research has also advanced with online surveys and social media platforms

that gather data on public opinion and behavior [25]. Platforms like YouTube [88],
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Instagram [108], and TikTok [226] provide rich visual data that can be used to study

cultural trends, communication patterns, and user engagement [103]. Collaborative

efforts like Wikipedia, OpenStreetMap, Google Street View, etc. rely on crowdsourcing

to enhance data accuracy [102]. Citizen science efforts make use of crowd participation

to gather large volumes of data from various locations [92]. The subsequent chapters

(Chapters 3 to 5) present a more comprehensive discussion of citizen science’s role in

data collection.

In technology development, data is essential for training ML models in computer

vision, natural language processing, and autonomous systems. Platforms like Amazon

Mechanical Turk and Google Colab make data gathering and labeling more accessible

[20, 30]. On the other hand, AI and ML also help automate data categorization, error

detection, and quality control, streamlining research processes and reducing errors

[185].

For instance, in healthcare, AI tools analyze patient data from medical records,

wearables, and imaging, enabling early diagnosis and personalized treatment plans

[247]. AI can also automate tasks such as transcribing audio recordings, analyzing

social media content, and categorizing images, thereby streamlining workflows and

reducing the time required for data processing [71]
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2.1.1 Visual Data Collection

This dissertation centers on the collection of visual data, such as images and videos,

often supplemented with metadata like location and elevation [92]. Visual data is added

with observations and annotations to create comprehensive datasets that are widely used

in areas like biodiversity monitoring, autonomous driving, urban planning, and coastal

engineering. For example, in rip current studies, images, and videos are crucial for

detection and analysis [35, 53]. Metadata integration, such as GPS coordinates, further

enhances the contextual understanding of visual data for more accurate analysis [68].

The evolution of visual data collection began with early methods like remote

sensing, aerial photography, and video, which laid the foundation for today’s advanced

systems. Starting in the mid-20th century with technologies like Landsat 1 in

1972, continuous Earth monitoring became possible, driving progress in land use

and environmental analysis [249]. Aerial photography, initially used in military

reconnaissance, later found applications in environmental and urban studies [48].

Early applications in environmental monitoring include Cowardin et al.’s [49] wetland

classification using aerial photography. Integrating visual data into GIS in the 1980s

marked a major leap in spatial analysis, as highlighted by pioneers like Tomlinson

[245]. Lillesand and Kiefer’s work was a very useful resource on the use of visual data

for environmental monitoring [162]. However, one of the major limitations of these

early visual data collection systems was the need for more well-thought strategies to

ensure efficiency and quality in the data collection process.
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Figure 2.1: Diverse data sources collect large amounts of data stored in data centers.

Recent advancements in high-resolution cameras, sensors, and computer vision

have transformed visual data collection. Drones, satellites, and other devices now

capture detailed imagery across vast areas, supporting diverse applications from

environmental monitoring to urban planning [181]. In healthcare, advances in medical

imaging, combined with AI and ML, enhance disease detection and patient monitoring

[165]. Similarly, autonomous systems depend heavily on visual data from cameras,

LiDAR, and radar for safe navigation and decision-making [159].

These technological advancements have greatly improved the accuracy and

efficiency of data collection. However, there remains a gap in research focused

on simultaneously improving both accuracy and efficiency in data collection. This

dissertation aims to develop innovative solutions and systems that contribute to closing

this gap.
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2.1.2 Efficiency in Data Collection

Effective data collection is essential for handling the large volumes of data gathered

and produced in today’s digital age. (Figure 2.1). As organizations and researchers

increasingly rely on large datasets to derive meaningful insights, improving the

efficiency of data collection becomes even more critical. While there are various

challenges related to efficiency in data collection, a few challenges related to this

dissertation, identified through the literature review, are briefly discussed in the non-

exhaustive list below. These points are also relevant to Research Question 1 presented

in Chapter 1.

1. Data Variety and Complexity: The data collected comes in various formats

and complexities, making it difficult to manage and process efficiently. The

diversity of data types, from structured data in databases to unstructured data

such as text, images, and video, requires sophisticated methods to integrate and

analyze effectively [143]. A study by Katal et al. provides an overview of

tools and methodologies for handling complex and varied data in large-scale

collections [128].

2. Resource and Technological Constraints: Limited resources and outdated

technologies can obstruct data collection. The vast amount of data

collected rapidly and continuously requires scalable and modern technological

infrastructures to manage effectively [150]. Hilbert et al. highlight the constraints

and capacities of current technologies in managing large-scale data [104].
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3. Real-Time Data Collection: Collecting data in real time requires robust systems

capable of handling continuous data streams. Real-time data analytics needs

systems that can process and analyze data on the fly, providing immediate insights

and responses [83]. A survey by Yasumoto et al. presents a system for real-time

stream processing, addressing the challenges of IoT data collection [278].

4. User Participation: Engaging users effectively to contribute data can be

challenging. Incentivizing and maintaining user engagement in citizen science

and crowdsourcing projects are critical for successful data collection efforts

[270]. Kittur et al. discuss methods to engage and motivate users in data

collection tasks [144].

5. Legal and Regulatory Compliance: Ensuring compliance with data protection

laws and regulations adds another layer of complexity. Understanding and

following laws and legal frameworks to ensure ethical data practices and protect

user privacy is crucial [282]. A study by Tene et al. discusses the regulatory

landscape and compliance strategies for large-scale data collection [241].

2.1.3 Data Quality

Maintaining data quality and integrity is essential for the reliability of research

results and technical applications. The importance of data quality is well-documented

in the literature, emphasizing the need for accurate, consistent, reliable, complete,

and usable data. Studies by Wang and Strong highlight that data quality is multi-
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dimensional and that these key aspects are fundamental for effective decision-making

and operational efficiency [234, 265]. Other studies extensively discussed the critical

nature of these dimensions in ensuring data quality across various contexts and

applications [195, 202]. Some aspects of data quality relevant to this dissertation,

particularly in relation to Research Question 2 presented in Chapter 1, are briefly

discussed below.

1. Accuracy: Data should accurately represent the intended information without

errors or noises. Ensuring accuracy is vital, as inaccurate data can lead to

incorrect conclusions and faulty decision-making [265]. For example, Chen et

al. discuss methods for improving data accuracy through enhanced data analytics

and intelligence systems [38].

2. Consistency: Data should be standard across different systems and formats,

ensuring reliable access and analysis. Consistent data facilitates smooth

integration and comparison [202]. Madnick et al. discuss the role of data

semantics in ensuring data consistency across different systems [172].

3. Reliability: Reliable data can be depended upon for making sound decisions

and conducting operations. Reliability is essential for trust in data, as noted by

Strong, Lee, and Wang [234]. Research by Fisher et al. highlights the importance

of reliable data in critical decision-making processes [79].

4. Completeness: Data should be complete and free of missing information that
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could affect its usefulness. Incomplete data can lead to biased analyses and

compromised results [195]. For example, the DaQuinCIS Project focuses on

methods to ensure data completeness in information systems [217].

5. Usability: Data should be easy to understand, process, and use by its target

audience. Usability ensures that data can be effectively utilized for its intended

purpose, enhancing the overall value of the data [195]. Eppler et al. discuss

various approaches to enhancing data usability for different audiences [70].

Maintaining the quality of data presents significant challenges due to several factors:

the large volume of data generated and collected [150]; the diversity of data sources

[143]; human and system errors [202]; and data degradation over time [195]. First,

the vast amount of gathered data can be overwhelming, making the efforts to maintain

consistent quality across datasets complicated [150]. Large volumes can lead to data

quality issues due to several factors. For example, the increased complexity and

variety of data sources make it challenging to standardize and validate data effectively

[84, 143]. Additionally, as the volume of data grows, the likelihood of encountering

incomplete, duplicate, or erroneous data increases, making it harder to ensure accuracy

and consistency [41]. This can eventually reduce the overall data quality and the

reliability of any analyses performed on it [202]. Data degradation is a critical issue. As

data ages, it may become outdated or irrelevant, thereby decreasing its utility [195,265].

This trend is particularly relevant for time-sensitive data sources like financial market

data, weather information, and social media trends. For example, weather data becomes
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obsolete quickly as new data updates are required for accurate forecasting [89]. Social

media data, used to understand public sentiment or trends, can also become irrelevant

quickly as public opinion changes fast [22, 250]. Finally, human and system errors

during data entry, collection, or processing can introduce inaccuracies, negatively

affecting data integrity and reliability. Overcoming these challenges is essential to

maintain data as a reliable basis for decision-making and analysis in scientific research.

2.2 Comparison of My Work with Prior Research

My research is different from previous related works because it focuses on

improving both the efficiency and quality of data collection simultaneously. Earlier

studies have generally concentrated on either advancing the technology for more

efficient data gathering or developing better methodologies to enhance data quality. For

example, as discussed earlier in this chapter, many research efforts have been aimed at

creating advanced sensors and automated systems that make the data collection process

faster and more efficient. Others have focused on engaging communities and creating

protocols to gather reliable data from non-experts. However, these approaches often

considered efficiency and quality as separate goals, addressing them independently

rather than as interconnected factors that can be optimized together.

In contrast, my work takes a more comprehensive approach by using the tools and

systems I developed to improve both efficiency and quality at the same time. This dual

focus not only speeds up the data collection process but also ensures high-quality data
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through real-time validation and visual feedback mechanisms. The RipScout system is

a key example of this approach, integrating advanced ML models with practical tools

like drones. By considering efficiency and quality together, my research offers a novel

perspective and methodology, closing the gap left by previous works.
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Chapter 3

Approach

In this dissertation, my approach uniquely integrates ML with citizen science to

create a scalable, cost-effective, and efficient data collection system. Unlike traditional

methods, this approach leverages the power of citizen science to involve a vast network

of volunteers, significantly increasing the scale of data collection without the need

for specialized training. Additionally, the SmartCS tool enables the creation of

ML-powered mobile apps without coding, reducing development costs and making

advanced data collection tools accessible to a broader audience [138]. By automating

data collection using ML-guided UAVs and an extensive network of cameras, my

approach reduces the need for human intervention, thus lowering operational costs.

The use of ML algorithms ensures higher data quality by filtering out noise and

validating submissions, improving the precision and dependability of the gathered

data. Furthermore, this approach fosters public engagement and education in scientific
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research, adding a valuable dimension to the scientific and technical community [23].

Overall, my approach offers a novel alternative to traditional data collection methods

by being more effective in ensuring high-quality data.

3.1 ML and Data Collection

ML offers powerful tools for improving the efficiency and quality of data collection.

ML algorithms can automate the identification, categorization, extraction, and

prediction of valuable information from large datasets [146]. This automation enhances

efficiency and accuracy in data collection processes, particularly in tasks involving

complex pattern recognition and classification [154]. For example, convolutional

neural networks (CNNs) have shown remarkable success in image recognition and

classification tasks, significantly improving data annotation processes [147].

The relationship between ML models and data is inherently circular and symbiotic,

with each component continuously influencing and improving the other (Figure 3.1).

This relationship is characterized by a continuous feedback loop where high-quality,

diverse data are essential for training effective ML models, and in turn, these models

facilitate more efficient and accurate data collection and annotation [62, 123]. As ML

models learn from the data, they generate insights and predictions that highlight areas

needing improvement, leading to the refinement of data quality and quantity [98]. This

iterative process involves deploying models to interact with real-world data, which

generates new data that further trains and refines the models [220]. Consequently, as
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Figure 3.1: The circular relationship between data and ML models is illustrated here.
Some examples of “Other Applications” include person identification, plant and animal
detection and counting, autonomous driving, image recognition, and segmentation.

models evolve and improve, they enable more advanced data collection and analysis

techniques, creating a cycle of mutual enhancement and progressive advancement in

ML [145]. Even though this concept was suggested in many of the previous works

referenced above, the novel aspect of my work is leveraging this circular relationship

between data and ML models in the systems I designed and implemented to improve

the data collection process, as explained in the following chapters.

A notable real-life example of this circular relationship is the Segment Anything

Model (SAM) developed by Meta AI [141]. SAM was trained on a dataset comprising

11 million images and 1.1 billion annotation masks, which were initially generated

using various ML models. A small sample of this dataset was then verified by human

experts to ensure accuracy. SAM’s primary application is to generate segmentation

masks from any image, facilitating tasks such as automated and ML-guided annotation

of data. Consequently, SAM is not only utilizing data for its training but also generating
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new data that can be used to train additional ML models, perpetuating the cycle of

mutual enhancement between models and data.

Data Labeling: Data labeling is necessary for a range of applications, such as

computer vision, NLP (natural language processing), and speech recognition. For

example, when building a computer vision system, we first need to label images, pixels,

or key points or create a bounding box around a digital image to generate our training

dataset. Images can be classified by type (like product vs. lifestyle images), content, or

segmented at the pixel level. This labeled data can then be used to develop a computer

vision model capable of automatically classifying images, detecting object locations,

identifying key points in an image, or segmenting an image [9]. In ML, data labeling

involves tagging raw data (such as images, text files, videos, etc.) with one or more

descriptive labels to provide context that a ML model can learn from. For instance,

labels may specify whether a photo contains a bird or car, what words were spoken in

an audio recording, or if an x-ray shows signs of a tumor [9].

The quality of annotations is hard to control, and obtaining reliable labels from

citizen science platforms can be difficult due to label noise. Incorrect or mislabeled

data introduce label noise. Frénay et al. [81] provides a detailed survey on various types

of label noise, identifying sources such as insufficient information, expert mistakes,

subjective classification, and encoding or communication problems. Although “noise”

has different meanings in various branches of science, in this text, “label noise” refers

to observed labels that are classified incorrectly [81].
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Another goals of this work is to improve data quality by reducing label noise

through the implementation of data collection systems with ML guidance and

automation. The ML guidance assists human data collectors in recognizing the correct

data and providing accurate labels, thereby reducing label noise and enhancing overall

data quality.

3.2 Citizen Science

Citizen science, a special form of crowdsourcing, involves the participation of

volunteers, often non-experts, in scientific research. These volunteers collect and/or

analyze data, contributing to a wide range of projects. Citizen science benefits both

researchers and participants. Researchers can collect data that they otherwise would not

be able to, while participants learn about the subject they are engaged with. Most citizen

science projects requires data collection. Considering the diverse range of projects,

providing some level of expertise or guidance for beginners can significantly enhance

the quality of the gathered data.

Many citizen science projects rely heavily on visual data, like photographs or

videos of various subjects. These data are often collected from all over the world,

including remote locations. For instance, with iNaturalist, a smartphone app available

to everyone, users can gather data and learn about various plant and animal species

[257].

Citizen science platforms are increasingly going mobile with emerging technologies
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and shifting paradigms [180]. Modern smartphones, equipped with multiple cameras

and an array of sensors, can be used in combination to provide more information

than just photos and videos. Utilizing these additional capabilities of smartphones

can enhance data collection in citizen science projects. Additionally, the increasing

availability of low-cost UAS makes aerial imagery from public contributions a

possibility for researchers. Citizen science participation usually involves data

collection, annotation, classification, and other tasks. An example of a data collection

task is volunteers using smartphones to take photos of plant species in their local

area for a biodiversity project, then uploading the images to a central database for

further analysis. An annotation or labeling task involves identifying and labeling these

species in the images, often adding additional information or comments. Classification

entails categorizing the species to assist biologists in their studies. Another example

task is volunteers participating in a coastal cleanup event, recording the types and

quantities of trash collected, which are then analyzed to understand pollution patterns

and develop strategies for reducing marine debris. There is an opportunity to engage

participants more intimately by improving modeling or prediction through confirmation

or refutation.

3.2.1 Citizen Science for Data Collection

Data collection in citizen science projects has various objectives, such as monitoring

or performing analysis. In many cases, ML algorithms are used for post-collection
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analysis of the data. For example, in the CoastSnap project, beachgoers take photos of

the coastline from fixed camera mounts and upload them to a central database [100].

After the data collection phase, ML algorithms are used to analyze these images.

The computer vision models can automatically detect and track changes in shoreline

position, identify features such as sand dunes and vegetation, and measure beach width

and slope over time. This post-collection analysis allows researchers to efficiently

process large volumes of visual data, monitor coastal erosion and accretion, and make

informed decisions about coastal management and preservation strategies.

As shown in Figure 3.1, data can also be used to further train the models used in

the citizen science platform to assist participants. However, traditional neural network

architectures struggle with catastrophic forgetting, making it challenging for them to

learn a series of tasks consecutively. Catastrophic forgetting is the phenomenon where

a neural network, when trained sequentially on multiple tasks, tends to forget the

knowledge learned from previous tasks as it learns new ones [82]. This happens because

the model parameters are updated to optimize the performance on the current task,

often at the expense of the performance on previous tasks. In summary, the network

overwrites its existing knowledge with new information, leading to a significant drop

in accuracy on earlier tasks. This challenge is particularly problematic in scenarios

where continuous learning from an evolving data stream is required, such as in lifelong

learning applications or when deploying models in dynamic environments [142]. Since

new data are continuously collected in citizen science projects, using these data
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Figure 3.2: This dissertation hypothesizes that integrating ML with citizen science
enhances data quality by guiding volunteers, reducing label noise and errors, and
validating submitted data, with the systems described in later chapters designed to test
this hypothesis.

efficiently for ML training without forgetting previous training can be challenging [56].

3.3 Synergy of ML and Citizen Science

Combining ML with citizen science creates a powerful synergy for enhancing data

collection. ML algorithms can process and analyze the large volumes of data generated

by citizen scientists, identifying patterns and insights more quickly and accurately than

human analysts. The hypothesis of this dissertation is that integrating ML with citizen

science enhances data quality by providing guidance to volunteers, minimizing label

noise and errors, and validating the data they submit (Figure 3.2). The systems and

studies described in the subsequent chapters are designed to prove this hypothesis.

Furthermore, ML can enhance engagement and participation in citizen science

projects by providing tools for data visualization, real-time feedback, and personalized

experiences for participants. Conversely, the diverse and extensive data collected
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Figure 3.3: Visual data collection platforms used in this dissertation: (1) Stationary
(left), and (2) Mobile (middle and right).

through citizen science initiatives are invaluable for training and refining ML models,

making them more robust and accurate.

Efficient data collection with ML and citizen science represents a modern approach

to scientific research and data gathering. It leverages cutting-edge technology and

widespread public engagement to tackle complex challenges in data collection, offering

scalable, cost-effective, and inclusive methods for gathering high-quality data. This

approach not only advances scientific research but also democratizes the process,

involving the public in meaningful scientific endeavors.

3.4 Visual Data Collection Platforms

The main focus of this dissertation is visual data (images, videos, etc.), which is the

primary type of data collected by the systems I have proposed and implemented based

on the concepts and hypotheses discussed in the previous sections. Typically, this type

of data is collected using various types of cameras mounted on different platforms, such

as smartphones, drones, satellites, microscopes, and standalone handheld cameras.
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From the perspective of my research (Figure 3.3), visual data collection platforms

can be categorized into two types: (1) Stationary or fixed camera platforms (Chapter

8), and (2) Mobile camera platforms (Chapter 4, 6, and 7).

3.4.1 Stationary or Fixed Camera Platforms

Stationary or fixed visual data collection platforms can be deployed for various

applications. For instance, surveillance cameras are extensively used for security and

monitoring in public spaces, businesses, and residential areas [268]. Traffic cameras are

installed at intersections and along roadways to monitor traffic flow, capture violations,

and enhance safety. Webcams, typically linked to computers or networks, are used

for activities like live streaming, video calls, and remote surveillance [263]. Wildlife

cameras are strategically placed in natural habitats to observe and record wildlife

behavior and environmental changes [32]. Environmental monitoring stations use fixed

cameras to track weather conditions and pollution levels [151].

These fixed camera platforms share several common features. They are typically

deployed in fixed locations and are often part of remote or networked systems that

allow for continuous or periodic monitoring. The deployment of these cameras

requires careful planning to ensure they are positioned to effectively capture the desired

data, whether for security, traffic management, wildlife observation, environmental

monitoring, scientific research, or industrial processes. The effectiveness of these

systems depends on strategic placement and proper maintenance to ensure reliable data
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collection over time.

3.4.2 Mobile Camera Platforms

Various mobile visual data collection platforms are utilized today, including

handheld cameras, smartphones, tablets, drones (UAS), body-worn cameras, wearable

devices like smart glasses and AR headsets, vehicle-mounted cameras, and robots.

Specifically, my research concentrates on two main types of mobile cameras: (1)

cameras integrated into smart devices (Chapters 4 and 6), and (2) cameras mounted

on UAS (Chapter 7). Although the systems presented in Chapters 6, 7, and 8 were

developed for rip current data collection, they can be easily adapted for a wide variety

of use cases. We selected rip current data collection as a pilot project to demonstrate

the application and capabilities of our approach and systems.

3.4.2.1 Smartphones and Smart Devices

Smartphones and smart devices have become essential tools for visual data

collection due to their widespread availability, portability, and advanced technological

capabilities. Equipped with high-resolution cameras, these devices enable users to

capture high-quality images and videos easily. The integration of additional sensors,

such as high-precision location/GPS sensors, accelerometers, gyroscopes, 3D/depth

cameras, and LiDAR, enhances the contextual data that can be collected alongside

visual information, making these devices highly versatile for a range of applications.
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In research and citizen science projects, smartphones and smart devices allow users to

gather and share data in real-time, facilitating large-scale data collection efforts across

diverse geographical locations [18, 111, 183]. Furthermore, the expansion of user-

friendly applications such as CoastSnap [100], iNaturalist [183], and Pl@ntNet [196]

enables non-experts to participate in data collection, thereby democratizing access to

scientific research and fostering community engagement. With their ability to support

advanced functionalities, such as ML and augmented reality, smartphones and smart

devices are not only revolutionizing visual data collection but also expanding the

possibilities for analysis and interpretation of the collected data [33, 77, 257].

A common feature of smartphones and smart devices is their mobility and

flexibility, allowing data collection in various settings and conditions. However, they

often face constraints related to computational power and battery life, which can limit

the complexity of real-time data processing and analysis performed on the devices

themselves.

3.4.2.2 Uncrewed Aerial Systems (UAS)

Recent developments in UAS have made these platforms valuable for data

collection in inspection, surveillance, mapping, and 3D modeling [181]. They offer a

low-cost alternative to manned aerial photogrammetry, particularly in short- and close-

range domains. Rotary or fixed-wing UAS are much cheaper and easier to operate, even

by amateur pilots [260]. Most modern UAS can fly in manual, semi-automated, and
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autonomous modes, and can be equipped with additional sensors beyond high-quality

cameras [61].

UAS can perform photogrammetric data acquisition with amateur or SLR digital

cameras, producing outputs like terrain models, elevation models, contour lines,

textured 3D models, and vector information for large areas [181]. Their accessibility

makes UAS ideal for a variety of citizen science projects [240, 273]. While some UAS

have basic object detection and obstacle avoidance features, adding customized ML-

assisted data collection capabilities can further extend their applications in specialized

projects [19, 58, 182, 244].

A key feature of UAS is their maneuverability and ability to access hard-to-reach

areas and perform data collection over large regions. However, like smartphones and

smart devices, they face constraints related to computational power and battery life,

limiting flight duration and the complexity of real-time data processing onboard.

3.5 Translating Approach to Systems

The subsequent chapters detail the application of this approach to various systems.

The next chapter introduces the SmartCS platform, which enables the development of

a citizen science app with integrated ML to enhance the efficiency and quality of data

collection. Following this, I assess the effectiveness of my approach by addressing

four research questions. The chapter on the RipFinder app advances this concept by

employing sophisticated techniques to combine ML and citizen science for efficient,
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high-quality rip current data collection. The RipScout system builds upon RipFinder

by incorporating drones guided by ML to further improve the quality and efficiency

of rip current data collection. Finally, I present the implementation and development

of a versatile system designed to efficiently collect various types of high-quality data,

extending beyond rip current data.
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Chapter 4

SmartCS: Enabling the Creation of

ML-Powered Computer Vision Mobile

Apps for Citizen Science Applications

without Coding

In this chapter, I introduce SmartCS, a platform that enables the creation of citizen

science apps with ML support quickly and without the need for coding skills [138].

Apps developed using SmartCS have client-side ML support, making them usable in

the field, even when there is no internet connection. The client-side ML helps educate

users to better recognize subjects, thereby enabling high-quality data collection and

accurate annotation, which reduces label noise. Several citizen science apps created
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using SmartCS are also presented, some of which were conceived and developed by

high school students.

4.1 Introduction

Citizen science is a form of scientific research that involves the general public as

participants. The participants are typically not trained scientists, but rather individuals

who are interested in or concerned about a particular subject and want to contribute to

scientific knowledge [14, 97, 261]. Citizen science projects often involve monitoring

and collecting visual data, such as images or videos, of various subjects. Participants

may also be involved in designing experiments, analyzing results, and solving problems

related to the research project. In the rest of this article, the term “researchers” refers

to those who conduct the research projects, and “participants” refers to those who

contribute to research projects via a citizen science platform [67]. Citizen science

benefits both researchers and participants in terms of data collection and learning

experience. For example, the iNaturalist app allows participants to collect data while

learning about plant and animal species [257].

With emerging technologies and shifting paradigms, citizen science platforms are

also becoming mobile, making it easier for participants to collect visual data [180].

Mobile devices, such as smartphones and tablets, equipped with multiple cameras and

advanced processing capabilities, can perform complex computer vision (CV) tasks

using machine ML [197]. ML-enhanced customized mobile application software or
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apps have the potential to significantly improve the effectiveness of citizen science

projects.

While anyone can engage in citizen science projects, some basic skills are necessary

for effective data collection. Often, participants need to accurately identify and label

objects, a task that can be challenging for non-experts. Mobile apps with integrated ML,

capable of detecting objects of interest, can assist participants in efficiently collecting

visual data and improving the data quality. This also opens the possibility of recruiting

more volunteers by educating people about new topics and growing new interests

among them [209].

Citizen science platforms such as Zooniverse [228], SPOTTERON [111], Anecdata

[59], etc., provide the service to build citizen science apps for crowdsourced research

projects [166]. While these platforms offer standardized purpose-specific tools and

features, ML guidance is largely unavailable. A few apps, such as iNaturalist, have ML

guidance through cloud servers. However, the required connectivity may be unavailable

in remote locations. Moreover, existing open source systems like iNaturalist and

Zooniverse are not designed to integrate with client-side ML [228]. Creating a new app

with ML guidance de novo for every similar citizen science project is not ideal. For

instance, “Seek by iNaturalist” was built from scratch to add client-side ML guidance

for classifying plant and animal species, despite iNaturalist having an existing ML

server [257].

This chapter introduces an ML-integrated citizen science mobile app creation
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platform for faster app building and deployment without programming knowledge.

Developing apps for citizen science involves considering many factors, such as design

and technical build [158]. Furthermore, the investment required for app design and

development often spans from tens to hundreds of thousands of US dollars [184]. The

cost of crafting apps, especially those with an extensive range of features can hinder

innovation [107]. With SmartCS, users can bypass the complexities inherent in app

development. Our platform offers pre-built features and templates within a single

framework. This facilitates rapid prototyping and faster deployments. In addition to

helping participants capture better data, the apps created by this platform can serve as

educational tools to increase engagement in a wide variety of citizen science projects.

We validated our platform’s usefulness to “researchers” by asking a group of non-

programmers to create apps and measuring their success and comfort in doing so. We

further validate our platform’s usefulness to the “participants” by comparing success

at correctly identifying the subjects of data to be captured and through a survey of

participant engagement.

4.2 Motivation

Here, we discuss the challenges participants face in research data collection for

rip current detection [193]. Rip currents are strong, seaward flowing currents that can

occur on any beach with breaking waves, leading to an estimated 100 drownings a year

in the US [35, 86]. To answer questions like: “Which beaches have rip currents?”,
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the researcher needs to gather and label imagery that contains rip currents from many

different geographic locations. While an expert can visually spot rip currents, it can

be challenging for non-experts [26]. However, various ML methods can detect rip

currents, as demonstrated by recent works [53, 54, 174]. Mobile apps empowered by

ML can assist non-expert data collectors by visually showing them the detected rip

currents using bounding boxes or similar visualization through the live camera feed.

The same concept as the example above applies to data collection in other fields,

such as biological sciences, marine life, geomorphology, weather related phenomena,

etc. The ML-empowered apps allow non-expert participants to learn and correctly

detect the subjects through on-the-field assistance in these data collection scenarios.

This is especially helpful for relatively hard-to-recognize or differentiate objects, such

as rip currents.

4.3 Related Works

4.3.1 Citizen Science Platforms

We examined several popular citizen science app creation platforms enabling

people-powered mobile app development [166]. Earlier, we mentioned Zooniverse,

which features projects from diverse domains [18,228]. One of the Zooniverse projects

is OceanEYEs [198], which seeks volunteers to count and label fish, if there are any,

in millions of unlabeled images collected from the ocean. Anecdata [60] is another

37



free platform like Zooniverse, where both are primarily web portals with companion

mobile apps. SPOTTERON [166] is a similar platform that exclusively functions

through mobile apps with a uniform, easily customizable graphical user interface (GUI)

for various projects. However, the base systems of these general-purpose citizen

science app creation platforms do not support complex operations like ML model

integration. The Citizen Science Association [46] also maintains a list of major citizen

science platforms, complete with a comparison table highlighting their most prominent

features. ML-assisted data collection is not included in this comparison, as this feature

is not common on these platforms [47, 52, 69, 115].

4.3.2 Citizen Science Apps with ML

Many custom-built citizen science applications have ML capabilities. We

previously mentioned that iNaturalist [257] has server-side ML capabilities and

functions like a social network to connect nature observers. Leafsnap [149], a mobile

app for automatic plant species identification, is another example of a citizen science

app that utilizes computer vision. Despite having many powerful features, Leafsnap’s

ML processing is performed on a cloud server, like iNaturalist, after the participants

upload their images. Leafsnap’s server-side ML processing took 5.4 seconds per image,

which is not fast enough to produce real-time results [149]. Although modern high-

end servers perform much faster ML operations, server-side ML is not feasible for

many real-time applications, especially citizen science apps intended for use in remote
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locations. Wildme.org [271], Fathomnet [77, 129], and many other web-only citizen

science platforms also use server-side ML and have no mobile apps. Many existing

applications were not designed as general-purpose citizen science apps, so while some

are open source, developing a new app using any of them as a starting point would

require significant programming expertise. [136] presented a short paper discussing

the integration of ML into citizen science projects. However, their approach required

significant programming expertise to be effectively utilized at that time. A few apps,

such as Pl@ntNet, incorporate client-side ML [90, 196]. Pl@ntNet is one of the most

popular science apps and was also among the first to include client-side ML support,

allowing it to work without an internet connection. However, as it is specifically

designed for detecting plants, it cannot be used for other citizen science projects.

However, similar to Seek by iNaturalist, it is specifically designed for detecting plants

and cannot be used for other applications [257].

4.3.3 Mobile App Creation Platforms

The development of mobile apps involves a challenging process that includes

various phases such as platform selection, writing, debugging, optimizing code,

creating user interfaces, simulation, testing, and support [122]. Few customizable

mobile app creation and deployment platforms, such as App Movement [85], provide

generic templates for the community to build apps. Model-driven development (MDD)

[17] has been adopted for mobile app development to simplify the process, reducing
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technical complexity and costs significantly. For example, [87] proposed an MDD

framework that enables novice app developers to model location-based apps by code

transformation. Although MDD has improved the app creation process for developers,

it does not support app customization and adding advanced features, such as ML,

without writing code. [160] proposed a platform to create mobile augmented reality

apps without programming, but none of these systems support the integration of ML

capabilities in the app.

Mobile applications are generally classified into three categories: native apps,

hybrid apps, and mobile web apps [112, 255]. Native mobile apps are created

specifically for a single platform (e.g., Google’s Android or Apple’s iOS) and leverage

the hardware and software of that platform to enhance the user experience. Hybrid apps,

on the other hand, run through web browsers after installing on devices like native apps

and are typically created like webpages. Hybrid apps are more capable of streamlining

the development process but are not as fast or reliable as native apps. Web apps are

adaptive websites that change layout, outlook, and accessibility when accessed from a

mobile device. Due to the technical complexity of integrating client-side ML models,

native apps are the most feasible option for creating ML-powered apps. ML model

training platforms such as Roboflow [45], Lobe.ai [168], Ultralytics HUB [254], etc.,

have basic app templates that can be used with the trained models. TensorFlow Lite [1]

provides similar simplified app templates. However, these templates are too basic

for creating any real app without writing code and making substantial modifications.
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We explored various app-making platforms without coding available for mobile and

PC platforms [11, 31, 275, 276]. However, these platforms primarily function as GUI

makers with standard basic functionalities, such as text inputs and outputs, loading

graphics, maps, calendars, websites, accessing system camera apps, etc. Integrating the

complex process of loading ML models and providing computer vision functionalities

is not available on any of these platforms.

4.3.4 ML Models for Computer Vision on Mobile Devices

Typically, mobile devices have limited computational resources and power, which

are major constraints for running ML models on such devices. Many recent research

projects have focused on creating optimal models for computer vision tasks, in terms

of accuracy, speed, resource efficiency, scalability, robustness, and generalizability.

They employ deep learning models, which can be categorized into two types based

on their underlying structures: one-stage and two-stage. The trend discovered in the

current research describes how highly efficient one-stage paradigms will prioritize the

prediction speed in frames per second (FPS). In contrast, two-stage models strive to

achieve the best per-frame accuracy by employing a filtering stage and predicting

stage. Due to the limited computational resources of mobile devices, using two-stage

models can be costly. As a solution, employing lightweight one-stage models for data

collection and analysis on these devices can enable integration into a wider range of

mobile applications that have computational constraints [136].
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Modern vision tasks, such as object detection, image classification, semantic

segmentation, etc., are mostly done using convolutional neural networks (CNN). As

the previously discussed categorization is about all ML models in general, specifically

for object detection, the two categories of CNN-based ML models to choose from

are (1) region-based detectors and (2) single-shot detectors (SSD). The computational

resource-intensive two-stage region-based detectors, such as Faster R-CNN [205], have

a region-proposal stage and a classifier stage. The limited computational power of

today’s mobile devices precludes their direct use. On the other hand, they have been

utilized for real-time object detection via remote GPU servers [155]. However, these

server-dependent systems are only suitable for deployment in locations with network

access. On the contrary, SSD attains object detection using a single-stage CNN [155].

YOLO [118], EfficientDet [239], and SSDs, such as SSD MobileNet [44, 216], are

designed to perform in realtime sacrificing some accuracy [109]. Additionally, Sun

et al. [235] empirically showed that the SSD MobileNetv2 required the least amount

of memory, thus making the SSD MobileNetv2 preferable for processing on mobile

platforms. Similarly, variants of YOLOv8 [254], EfficientNet [237], Inception [277],

and MobileNet [44] are optimized for real-time image classification on mobile devices.

Likewise, YOLOv8-seg (Ultralytics 2023), U-Net MobileNetv2 [227], MobileNetv2-

DeepLab-v3 [40], etc. provide real-time segmentation on portable devices. We select

and use the ML models most suitable for computer vision mobile apps for citizen

science applications.
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Figure 4.1: Overview and workflow of the components of our open-source citizen
science app creation platform.

4.4 System Design of the Platform

Our citizen science app creation platform combines multiple technical components

to build the overall system. The main parts of our proposed system are three steps: (1)

Training dataset creation, (2) ML model training, and (3) Mobile app (iOS or Android)

building. The workflow of our system is presented in Figure 4.1. Furthermore, our

platform automates these steps.

The dataset consists of individual images or images extracted from videos to train

ML models for computer vision. The type of labels needed for the image data depends

on the type of task, such as object detection or image classification. The training

images are labeled using bounding boxes around the objects to train a model for object
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detection. Labeling for image classification involves organizing the images into classes

and labeling each class. Our system provides the required tools with instructions for

formatting, labeling, and creating the training dataset.

Next, an ML model compatible with our system needs to be selected from a list.

For each project, sufficient initial training data is needed to train a functioning model,

which can be later improved via further training as more data are collected [219]. For

a project with an adequate dataset, the researchers can immediately train a model and

quickly deploy the app. However, the project team must create a minimum training

dataset for a project without initial data. Our platform includes the option to add an

“Expert mode (No ML)” to the apps. This feature allows volunteers to contribute to

building up a dataset without relying on ML guidance. A back-end server collects

these data, which can then be curated. After quality control, feedback can be provided

to volunteers to facilitate learning, as well as for retraining models to improve their

accuracy. Our system provides built-in guidance to run the training process on a local

machine or a cloud server.

Finally, a template for the iOS or Android app needs to be selected from a collection

of templates to fit the requirements of various citizen science projects. The template can

be further customized to change GUI color, icon, logo, etc. Then, the app is built with

the trained ML model integrated into it. The app’s primary visual data collection tool

is like a camera app with a live view with image and video capture function, where

the detection results are shown using visualizations, such as bounding boxes and text
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Figure 4.2: Server-side (left) vs client-side (right) ML models. We used client-side ML
models in our implementation, which provided real-time object detection without any
network connectivity or server-side processing requirements.

labels. These visualizations help participants identify and record data on objects of

interest. The models operate on mobile devices using native computational resources,

without any server support (Figure 4.2). A server is only necessary for uploading the

collected data. Tools for data uploading, user guides, and tutorials are also included in

the templates.

4.5 Implementation

We created a desktop and a web-based version of our app creation platform to

make it more accessible and versatile. For both versions, the apps are created through

the three simple guided steps. Our platform is implemented as an open-source tool,

utilizing other open-source software and tools such as AnyLabeling, TensorFlow,

PyTorch, and Colab Jupyter Notebook [1,253]. An important advantage of open-source
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is that it enables users with programming skills to help improve the platform by writing

code to update and create new features, creating new templates, etc.

Figure 4.3: The web version of the platform was created for easy access and uses
different feasible computational resources for different steps.

The desktop version is convenient for the user who wants to download it and run all

the steps on a single machine capable of handling the ML training and app compilation.

We created the desktop version to run on Windows, macOS, and Linux. The web-based

version works as an online service, providing the user interface as a website, which can

be accessed through any device that has a standard web browser (Figure 4.3). Another

advantage of the web-based version is that different steps can run on different local, or

cloud machines optimized for the specific step. For example, data labeling can be done

on a laptop, as low computational resources are required. Then, the labeled data can be

transferred to a GPU-optimized local or cloud machine for ML training. Because of this

flexibility, the web-based version requires executing a few commands on the console

and some file transfer operations. On the desktop version, the steps can be performed
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entirely by clicking some buttons and following the prompts, making it easy to be used

by computer users with any skill level. Neither version requires programming skills or

coding expertise.

4.5.1 Dataset Creation

The object detection ML model training process expects still images as training

data. We created a tool for extracting frames from the videos as still images if the

available training data consists of video files. The frame extraction rate can be adjusted

depending on the motion change rate of objects of interest. The data is labeled using

free, open-source tools such as LabelImg [253] or AnyLabeling (AI Curious 2023).

Our platform also supports converting labels obtained using Amazon’s Mechanical

Turk [189]. Additionally, we a provide some custom tools that we created using Python

for additional dataset formatting, such as image format conversion, annotation file

processing, etc. The datasets for the classification tasks are created by simply putting

the images for each class into separate directories, where each directory’s name works

as the class names. Our system provides a tool to split the data into three sets, training,

test, and evaluation, using a default ratio of 6:2:2 or user-defined splitting ratio [204].

4.5.2 ML Model Training

This next step allows the user to train the model on a local computer, a cloud

virtual machine, or a cloud Python notebook. Python notebooks available via Google
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Colab provide access to free GPU resources. We use small and lightweight models

optimized for mobile devices from the TensorFlow Lite library for training [1]. Our

platform provides the options to select the most appropriate model based on the

information provided in Table 4.1 and the planned usage of the app [215]. Note that

detection accuracy of the utilized ML models is considered reliable based on its Mean

Average Precision (mAP) [186]. The models are then custom trained using the dataset

created in the previous step by the transfer learning process [8]. We provide tutorial

documentation and video for model training.

While the training runs, a console shows the loss function value for the current

training step. The lower the loss, the better a model has learned to detect the objects

[264]. The training needs to run until the model converges, which is indicated when the

loss function value drops below a certain threshold [6]. The training time depends

on many factors such as the ML model, hardware (CPU only or GPU, amount of

system memory, etc.) used for the training, and the training dataset (size, number of

classes, etc.) [123, 163]. Further discussion about guidance on setting up these training

parameters in the platform is included in the Supplemental Contents section at the end

of this chapter. ML model training for the case studies presented in this chapter took

about 2 to 3 days using inexpensive CPU-only machines, which can be done within a

few hours using more expensive GPU machines.
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4.5.3 Mobile App Building

After training, the models are converted to TensorFlow Lite format, compatible with

the platform’s iOS and Android app templates. The app is built using the platform-

specific build tool (Xcode for iOS or Android Studio for Android) and uploaded to

digital distribution platforms for deployment. A paid developer account is required

for Android and iOS to distribute the apps publicly through the official app distribution

services. However, for initial app testing, it can be freely installed on a mobile device by

connecting it to the USB cable to the computer where it was built. For easy deployment

of apps on the Google Play Store and iOS App Store, we integrated Fastlane [132] into

our platform. Fastlane is an open-source platform that automates beta deployments and

releases for mobile Android and iOS apps.

For user accounts, citizen science projects, and app management on our platform,

we utilized Firebase Authentication [178], an open-source user account management

system. It facilitates managing user identities and authentication securely using various

sign-in methods, including email and password, anonymous, and federated identity

providers.

4.6 Results

This section presents a wide variety of citizen science apps created using SmartCS.

The apps use ML models to aid users in collecting data for citizen science projects
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or as educational tools. Three apps, RipSnap, Seal vs. Sea Lion, and Vehicle Object

Detection, were created for university research projects. In contrast, three other apps,

Recycle This, TidalNow, and Sk.in, were created by high school students with no prior

programming experience. Due to space constraints, we provide details on two of these

example apps and briefly describe the other four use cases in the Supplemental Contents

section at the end of this chapter.

Figure 4.4: This figure illustrates the type of materials that the “Recycle This” app can
detect papers, aluminum cans, plastic containers, and glass bottles.

4.6.1 Use Case: Recycle This

The practice of recycling is essential for the environment and the future of our

planet [4]. Data collection on recyclable objects is necessary for optimizing recycling

processes. However, there is a lack of clarity about what and how to recycle, with

surveys showing that up to 62 percent of Americans lack recycling knowledge (Informa

Markets, 2019). The mobile app Recycle This, created by a high school student,
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incorporates ML for real-time detection and collection of data on common household

recyclables (Figure 4.4). The project focused on classifying objects like glass bottles,

plastic containers, cardboard, paper, and aluminum cans. 2,500 training images were

sourced from the public image datasets [114, 125, 208]. In addition to being a data

collection tool, the app also acts as an educational tool by providing information

and clarification on the recyclability of everyday waste objects. With widespread

distribution, it can raise public awareness. SmartCS enabled the creation of the app

without writing codes, and subsequent studies were published as conference papers

[279].

Figure 4.5: Appearance of the RipSnap app with examples of rip currents detected by
the app. The location of the rip current is visualized using the red bounding box with
the label and the confidence score of detection.
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4.6.2 Use Case: RipSnap

The importance of rip current detection was discussed earlier. The citizen science

app RipSnap is based on the idea of CoastSnap [100], where app users contribute

snapshots of coastlines from fixed docking stations to study coastal erosion and other

processes. RipSnap extends the idea of collecting ML-detected videos of rips with

location metadata. Data collected through RipSnap can help validate a rip current

forecast model [65]. The app’s primary aim is to enhance beach safety by educating

users about the presence of rip currents (Figure 4.5). A lightweight ML model

integrated into this app assists non-expert participants in identifying and collecting

these valuable rip current data. The training dataset consists of 3,360 labeled images

of two classes of rip currents, a combination of datasets from [53], and additional data

collected using drones and beach monitoring webcams.

4.7 Feedback

We collected user feedback from two user groups: (1) researchers who used the

platform to create their apps, and (2) beta testers who used the created apps. The

research questions and objectives are described before each study [152]. The main

goals of these user studies were usability testing of the app creation platform and

establishing the effectiveness of the created apps. The findings of the user studies are

discussed in this section.
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Figure 4.6: Summary of scores from the user study by app creators. Participants were
asked to rate their experience of using the platform on a 5-point Likert scale from
“Poor” (a score of 1) to “Excellent” (a score of 5).

4.7.1 User Study 1: App Creators

Our research question for this user study is, “Will people without programming

experience be able to create citizen science apps using SmartCS?” The objective is

to collect feedback and evidence demonstrating that individuals without programming

experience can successfully create citizen science apps using SmartCS.

This study gathered insights from 10 high school students, with 5 male and 5

female participants, all of whom did not have prior programming experience and were

selected among science internship program participants by an independent committee.

These students, ranging in age from 14 to 17 years, engaged as researchers to develop

their own applications utilizing SmartCS. These students were tasked with individually
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creating apps, a challenge that all except one were able to successfully complete. The

process of app creation took them between 1 to 2 weeks, a timeframe that varied

depending on the complexity of data labeling and the time required for ML model

training, which in turn was influenced by the number of available GPUs. More details

about the apps are provided in the Supplemental Contents section at the end of this

chapter.

For this study, we collected both quantitative and qualitative data from users.

Participants’ experiences and interactions with SmartCS were recorded using an online

form, facilitating the collection of quantitative data through Likert scales. Additionally,

the feedback form enabled the gathering of qualitative data through multiple open-

ended responses. We also carefully observed participants’ interactions with the system

to gain deeper insights into their user experience. We observed that users could easily

learn to use the platform by following the provided user guides and tutorials. Whenever

users required additional help beyond what was available in the existing resources,

we updated the guides and tutorials accordingly. Their main task was to learn how

to navigate the platform’s GUI. These observations helped us identify patterns and

challenges within the user interface and interaction design that were not immediately

apparent through quantitative feedback alone.

Figure 4.6 summarizes the quantitative user feedback on the app creation platform.

Despite the small sample size, we can obtain some insights from the survey. The users

were quite satisfied with the “Free to Use” aspect, as everyone gave it the highest rating.
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The “Final App as Per Expectation” feature has the lowest mean score, indicating

the diversity of expectations among users. However, this may be due to the limited

templates and customization options available in the current version, as suggested by

the users’ qualitative feedback regarding their unmet expectations. Users expressed the

need for more application-specific features and customizations tailored to each app’s

unique purpose. However, providing such a high level of customization is challenging

with a general-purpose tool, requiring a balance between ease of use and flexibility.

This limitation can be partially addressed by providing more templates. The “No

Programming Skill Required” question has the highest variability, which may be due

to the different levels of computer exposure among the users. Overall, this feedback

suggests that the platform is user-friendly and convenient for non-expert users.

Figure 4.7: Summary of scores from the user study by users of three apps. Participants
were asked to rate their experience of using the platform on a 5-point Likert scale from
“Poor” (a score of 1) to “Excellent” (a score of 5).
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4.7.2 User Study 2: App Users

The research question for user study 2 is, “Are the citizen science apps created using

SmartCS useful and easy to use?” The objective is to collect feedback and evidence

demonstrating that citizen science apps developed with SmartCS, featuring simple

designs and ML guidance, are both useful and easy to use. Three apps, RipSnap,

Recycle This, and Tidal-Now, underwent user testing with 38, 21, and 30 testers,

respectively. Participants provided feedback on their user experience through an online

form (Figure 4.7). Users generally found the apps easy to use. The GUI received the

lowest rating, likely due to their simplistic appearance. We plan to improve upon this

in future work. ML capabilities and usefulness were generally rated highly (either 4 or

5) across all three apps. These results indicate that apps created with SmartCS are user-

friendly and serve their intended purpose well. This study was conducted through an

online user study via open beta testing, where the apps were distributed using Apple’s

beta testing platform, TestFlight.

4.7.3 Qualitative Feedback

We gathered qualitative feedback from participants of both user studies through

open-ended comments and verbal interviews. A primary suggestion from users who

created apps was to provide more resources, help files, and video tutorials to guide

them through the process. A recurring observation across all study groups was the

simplicity and limited features of the user interface. However, this is more of a design
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choice rather than a technical limitation. Most participants strongly agreed that they

appreciated the inclusion of ML for all citizen science use cases. They were impressed

with the apps’ ability to detect complex phenomena such as rip currents in real-time.

4.8 Conclusion

This article presents SmartCS, a platform for building mobile apps with client-

side ML-based guidance for citizen science without writing code. The apps created

using the platform enhance data collection quality and efficiency through ML-based

guidance, even without internet connectivity in the field. The ML guidance also allows

the apps to function as educational tools for participants who may not be familiar

with the subject of the data being collected. We demonstrate the use of the authoring

platform with six example use cases. We also present user studies to illustrate the

app creation platform’s usability and the effectiveness of the created apps for citizen

science applications, highlighting its potential to engage a broader audience in citizen

science activities. The feedback suggests areas for improvement, such as offering more

resources and enhancing the user interface, but overall, the platform received positive

feedback for its usability and the inclusion of ML capabilities.

The current apps enable expert users to utilize the apps without ML support, while

non-expert users can benefit from ML assistance for data collection. We plan to

facilitate a seamless transition between ML-supported and non-ML modes through in-

app guidance in future developments. It is important to note that the ML guidance used
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in the apps is not infallible and can produce false positive and false negative detections.

It would be interesting to see if a collaborative approach between humans and ML can

perform even better than just with ML. In such an arrangement, the human will have

the option of overriding the ML detection in instances where they are confident and rely

on ML detections otherwise. We believe that it is possible to improve overall accuracy

and automate further the data collection process. Furthermore, the data collected when

humans overrode ML suggestions can be used to improve and refine the ML model

further, which we plan to investigate in the future.

Ethics and Consent

This research has been approved by the Office of Research Compliance

Administration (ORCA), University of California, Santa Cruz and informed consent

is obtained from all participants involved in the study.

Supplemental Contents

Other Use Cases

This section briefly describes the other apps created using our platform.

58



TidalNow

There are different dimensions of animal biodiversity (species richness, phyletic

richness, and functional diversity) in tide pools. Activities involving observation of

wild organisms in the tide pool can provide recreational and learning opportunities [74].

TidalNow is a citizen science mobile app developed by a high school student. The app

uses an ML model to identify different types of saltwater marine species in tide pools.

The ML model integrated into the app is trained to detect five different species: giant

green anemone, ochre stars, lined chiton, sea lemons, and black turban snails. The ML

model for this app was trained using about 600 images for each class. Although apps

like iNaturalist or Google Lens can recognize these specimens, they require server-side

processing and internet connectivity. However, many tide pools are located on beaches

with limited or no internet access. As this app works without internet connectivity, it

works perfectly fine in these remote locations (Figure 4.8).

Figure 4.8: The TidalNow App is shown here. Similar to other apps, this app (a) shows
the detected object using a bounding box, (b) the selected template has a built-in pull-up
panel that was customized to present additional information about the detected objects.
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Sk.in

Skin conditions are more prevalent than other illnesses in all countries worldwide

[5]. Some skin diseases can be lethal [7]. Although the advancement of lasers and

photonics based medical technology has made it possible to diagnose skin diseases

much more quickly and accurately, the cost of such diagnosis is still very expensive

[5]. So, there is a lot of research interest in detecting skin diseases using ML-based

computer vision [5,201,224,231]. Even though some of these recent works demonstrate

very accurate skin disease detection using CNN, there are not many works that can do

this in real-time on mobile platforms. Sk.in is a mobile application that utilizes ML

object detection to categorize dermal conditions as bacterial, fungal, parasitic, viral

infections, or allergic reactions in real-time. Sk.in intends to increase the efficiency of

diagnosing and treating generalized skin conditions for the public and is designed for

everyday use. Developed primarily as an educational tool by a high school student, this

app also facilitates data collection on skin infections across a diverse demographic. The

ML model can also be trained to detect more skin diseases, such as melanoma and other

types of skin cancers [7]. Figure 4.9 (a)-(c) displays the app’s capability of detecting

bacterial infection, allergy, and viral infection.

Seal vs Sea Lion

Biodiversity analysis is important for many research groups, such as those with a

focus on biological science, aquaculture, marine biology, etc. Researchers may need
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Figure 4.9: (a)-(c) Demonstrates that the "Sk.in" App can detect bacterial infection,
allergy, and viral infection. (d)-(e) Shows example results from the sea lions and
seals detection and differentiation app, where detected seals are highlighted using green
bounding boxes and sea lions are shown using magenta bounding boxes.

to collect data about some endangered species; other times, they need data to analyze

the biodiversity in some specific area [272, 273]. In this use case, we trained a model

with images of sea lions and seals to demonstrate our app’s usability for these types of

research projects. Many sea lion species are considered endangered [43] and collecting

data about them is needed for marine biology research and conservation groups [27].

However, differentiating between seals and sea lions can be challenging for non-

expert participants [273]. Using our ML-powered app, the participants can detect and

differentiate between these two species (Figure 4.9 (d-e)). With further training data

and re-training the model, this app can be modified to detect and differentiate among

various sub-species [99]. The same concept can be applied to create educational and

data collection apps about other animal species.
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Figure 4.10: The vehicle object detection app is shown here. The app is used for
collecting vehicle data by mounting it on the windshield of a car.

Vehicle Object Detection

The vehicle detector is a citizen science mobile app for collecting video data about

road objects relevant to autonomous vehicle research. It was created as part of an

autonomous vehicle research project in collaboration between a university research

group and a company from two different countries. The app can be used for road

object detection and data collection by mounting the phone next to the windshield

of a car. Various standardized datasets exist for autonomous vehicle research, such

as Kitti, Waymo, NuScene, etc. [126]. However, these are collected using arrays of

advanced sensors mounted on specialized vehicles [117]. This app facilitates small-

scale experiments and data collection worldwide, employing a simple and inexpensive

mobile setup (Figure 4.10). Even using the app with multiple mobile devices to collect

multiview datasets would be much cheaper than using the traditional autonomous

vehicle data collection setup. Therefore, it can be used to collect data using citizen

science from different developing countries about various exotic vehicles, such as three-

wheelers, rickshaws, etc. These vehicles are not commonly seen in developed countries
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and, thus, not present in the standard datasets [130].

The other apps developed with the platform include those for detecting plant leaf

diseases, identifying beach debris, recognizing types of building architecture, assessing

fingernail conditions, counting blood cells, and classifying ultrasound image types.

Summary of Used ML models

Table 4.1: This table presents a summary of the ML models tested and supported on
our platform.

Model Name Inference Speed

(ms)

mAP for COCO

objects

Mobile model size

(MB)

SSD MobileNet v1 48 29.1 5

SSD MobileNet v2 39 28.2 5

EfficientDet D0 39 33.6 6

EfficientDet D1 54 38.4 8

EfficientDet D2 67 41.8 11

YOLOv8m 32 50.2 49

The Table 4.1 lists the ML models tested on our platform, enabling app creators

to select the most appropriate model for training [1]. The information provided

here helps the app creators to select a model for training. The faster the inference

speed (second column), the app gains better real-time performance. The higher mean

average precision (mAP) in the third column represents better precision for detecting

objects. Comparing the second and third columns shows that higher precision requires
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more inference time, leading to slower than real-time performance. The app creator

needs to decide about the trade-off between these two. The fourth column shows the

approximate final size of the converted trained model, which may impact performance

on older devices with lower computational resources.

In our platform’s current selection of compatible models for mobile devices released

up to 2023, YOLOv8m is the largest recommended model that runs smoothly on a

typical consumer mobile device, with a saved weight size of 49 MB. However, even

though YOLOv8m shows better performance metrics on benchmarks, we found that

EfficientDet D2 offers more stable performance overall during our testing with a few

current-generation smartphones (Apple’s iPhones and Google’s Pixels). Over time,

with the introduction of more powerful mobile devices and larger compatible models,

these can be included in our platform without significant modifications.

The number of images needed to train an object detection model can vary widely

depending on several factors, such as the complexity of the task, data quality, and model

architectures. Decent results can still be achieved even with hundreds of images per

class. [223] suggest an inflection point of around 150-500 images per class, beyond

which the earlier sharp performance gains start to level off. However, [21] argue that

for optimum accuracy, having at least 2000 different images for each class is desirable.

As a rough guideline, for a simple object detection task with a few object classes

and relatively consistent object appearances and backgrounds, a few hundred to a few

thousand images might suffice, especially if transfer learning is utilized. For more
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complex tasks or a larger number of object classes, tens or even hundreds of thousands

of images might be needed.

The number of classes supported for training depends on the model type and

architecture. For instance, according to official documentation, EfficientDet can

support up to 999 classes [239], whereas YOLOv8 (Ultralytics, 2023) does not have a

defined hard limit for the number of classes. However, the choice of model determines

the number of classes; it is not a limitation of our platform, SmartCS, since we can

incorporate newer versions of models that support more classes.

Although transfer learning cannot be performed within the app due to technological

limitations and the resource constraints of mobile devices, which render model training

infeasible, models can be updated periodically with newly collected data by retraining

them using transfer learning on more powerful machines or cloud servers. Additionally,

we provide pre-trained models derived from well-known public image datasets, such as

MS-COCO, to serve as a starting point for training on new datasets via transfer learning.

The web-based version of SmartCS is available at https://smartctsc.github.io/SmartCS/.

The entire codebase is accessible as open source in a public repository located at

https://github.com/SmartCtSc.
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Chapter 5

Citizen Science Tools with ML as a

Pathway to Engage High School

Students in Research

Efficient data collection can be achieved by creating tools with ML guidance to

reduce incorrect data collection and label noise among a larger population. One

approach to accomplish this is to make the creation process of these tools easy enough

for non-programmer general user groups, such as high school students [139]. This

chapter outlines an approach to engage high school students in research using citizen

science tools embedded with ML models. In the context of fostering early engagement

in scientific research among high school students, this chapter explores SmartCS and

other supporting tools. Our experience suggests that this approach enabled students to
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learn aspects of computer science and engineering, particularly in ML model training

and mobile application software development. It also allowed them to experience

firsthand the significant role citizen science can play in collecting and analyzing

scientific data.

5.1 Introduction

In recent years, there has been growing emphasis on integrating research

methodologies and scientific thinking into earlier stages of education, enriching high

school students’ learning experiences and preparing them for future academic and

professional challenges [258]. This engagement not only fosters a passion for science

and technology but also profoundly influences students’ academic paths, enhancing

critical thinking, problem-solving skills, and a sense of scientific contribution [248].

This chapter presents an approach that integrates citizen science applications with ML

techniques to actively involve high school students in meaningful research activities.

Citizen science allows the public to participate in research projects. In a typical

citizen science scenario, the public collects data using smartphone applications

(commonly known as apps), and professional researchers utilize this data in their

studies [148]. For example, apps can be developed to collect images of coastal sea life

for use by ocean science researchers, as well as apps for users to collect images of leaves

for use by botanists. These apps can be augmented with ML to provide automated

guidance for complex data collection tasks [136, 183]. By leveraging a platform
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for the codeless creation of ML-enhanced apps, high school students can engage in

impactful citizen science research projects without needing extensive technical training

or programming knowledge.

This work focuses on developing citizen science apps that collect and analyze

visual data (images and videos), leveraging computer vision ML models [236]. This

approach provides students with hands-on, socially relevant, and impactful exposure to

ML. Recent advancements in large language models, such as Generative Pre-trained

Transformers (GPTs), have made them suitable for various applications, including

citizen science [80]. However, applying ML for computer vision-based guidance

presents greater challenges due to the subjectivity of visual data compared to linguistic

data. Object detection or identification using ML models is a fundamental technique in

computer vision [285], which can be especially useful in citizen science applications

where participants benefit from visual cues. To this end, we utilized the codeless

platform SmartCS [138] and its supporting tools to create citizen science apps with

object detection capabilities. This enables high school students to learn about ML

through the application of computer vision in creating citizen science tools while

engaging in research.

This chapter explores the following research questions (RQs):

1. RQ1: How does integrating ML within citizen science tools influence high

school students’ engagement and interest in scientific research?

2. RQ2: How effective is using a codeless platform in teaching high school
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students complex concepts such as data curation, ML, and mobile application

development?

3. RQ3: What learning outcomes are observed among high school students who

develop ML-powered mobile applications through the SmartCS platform?

4. RQ4: What impact do student-developed ML-powered apps have on public

participation in citizen science projects?

5.2 Related Work

5.2.1 Citizen Science in High School Education

In the past, there have been various efforts to integrate citizen science into the

learning process at the high school level [222]. However, it is much less prevalent than

in higher education [106,230]. For high school students, citizen science offers learning

opportunities and engagement across various scientific fields [134]. It also serves as

an early introduction to and motivation for STEM careers [105]. Its benefits have been

demonstrated for students as young as those in the fifth [135] and eighth grades [188].

Also, there have been initiatives for driving innovation through project-based learning

for social good, participated in by middle and high school students [173]. This project

aims to further bridge the gap between high school education and advanced scientific

research by leveraging the power of citizen science.
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5.2.2 ML in High School Education

Teaching fundamental AI concepts and techniques, including ML as a sub-field, has

traditionally been confined to higher education [214]. Recently, computing education

has begun to be included in high school curricula worldwide, incorporating some

advanced topics [133, 171]. For instance, [262] introduced a sandbox methodology

for teaching computing-based data science to high school students. However, computer

science course content at this educational level rarely covers AI or ML [110]. In the

last year, though, there has been an influx of GPT-4-based applications for education,

including those aimed at high school students [131]. Even though opportunities for

high school students to explore ML and its societal implications have been investigated,

approaches for teaching them about ML and its application in research remain very

limited [127]; this is something we strive to address with our work.

5.2.3 ML and Citizen Science

Limited but successful applications of ML have been observed in the field of Citizen

Science in the past, including mobile apps like iNaturalist [183], PlantNet [90], and

LeafSnap [149]. However, the untapped potential of using ML in citizen science

remains vastly unexplored [138]. Echeverria et al. [66] demonstrated that the citizen

science platform iNaturalist is a valuable tool for carrying out collaborative projects

in secondary education. Our work aims to build on past successes by integrating ML

to improve the accessibility of citizen science projects. This could potentially lead
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Figure 5.1: The graphical user interface of SmartCS facilitates the three steps required
to create an ML-powered citizen science mobile app.

to a new paradigm in high school educational methodologies, making learning more

interactive and engaging.

5.3 Methodology and Research Setting

5.3.1 Participant Selection

The high school students were recruited through a summer science internship

program offered by an R1 institution. A research mentor, typically a graduate

student, provides the students with guidance throughout the project. It was clearly

communicated in the participant call that no programming skills were required for

participation in the project. We enrolled twelve participants, comprising seven male

and five female students, ranging in age from 14 to 17 years. These participants were
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from diverse backgrounds, including individuals from both the USA and India.

5.3.2 Structure

Our initiative provided a comprehensive research experience in three phases: (1)

conceptualization of citizen science projects, (2) development, and (3) deployment of

mobile apps. Table 5.1 summarizes the learning goals and tools used in each phase.

5.3.2.1 Conceptualization Phase

In this phase, students explore the application of ML to citizen science and identify

potential research areas through an open-ended approach. Guided by mentors, students

define the scope and objectives of their projects—such as designing an app to detect

whether a given object is recyclable. The mentor ensured that the projects were feasible

to develop within the given two-month timeframe and that students were reviewing

relevant literature while ensuring they received sufficient information about the tasks

at hand. They learned how to conceptualize a science project by reviewing current

literature, identifying a research problem, and proposing a solution that integrates

computer vision, ML, and citizen science. Thus, this phase introduced them to research

methodology.
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Figure 5.2: Some of the apps created by the high school students include: (a) Tidepool
species identification, (b) Recyclable object detection, (c) Skin infection identification,
and (d) Blood cell type identification.
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5.3.2.2 Development Phase

The primary tool for developing ML-powered applications was the SmartCS App

Studio and its supporting tools. The development phase, guided by SmartCS, involves

three main steps: dataset creation, ML model training, and mobile app building (Figure

5.1). This phase includes training on ML basics, data collection and processing, and

app development. Examples of student-created apps are shown in Figure 5.2.

Dataset Creation: Students gathered and labeled data, ensuring it was appropriately

formatted for ML model training. For instance, for the tidepool species identification

app, this involved collecting many clear images of tidepool species suitable for

computer-vision-assisted identification. This step helped them understand the

importance of quality data and how it directly impacts the effectiveness of ML models.

Data was sourced from existing (often multiple) public datasets or collected manually,

depending on availability. Open-source tools, such as LabelImg and AnyLabeling, were

used to label images. If any conversion of dataset formats was needed, the free tool

Roboflow was used.

ML Model Training: This step teaches students the fundamentals of ML algorithms

and the model training process. Participants used prepared datasets to train at least

one lightweight ML model suitable for mobile devices, selecting from SSD-Mobilenet,

EfficientDet, and YOLO models [285]. Training was conducted on a local computer

or via a remote server using tools like Google Colab, Amazon Web Services, and
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Table 5.1: Summary of Learning Activities by Phases and Steps.

Phase Step Learning Goals Tools Learned

Conceptualization - Study literature and

state-of-the-art to

conceptualize the

idea of a project

Google Scholar

Development

Dataset Creation Creating a dataset or

repurposing a public

dataset

SmartCS, LabelImg,

AnyLabeling,

Roboflow

ML Model Training Training an ML

model using local

PC/cloud computing

SmartCS, Google

Colab, AWS,

Ultralytics Hub

Mobile App

Building

Building an app for

iOS and/or Android

phones

SmartCS, Xcode,

Android Studio

Deployment - Recruit users,

distribute the apps,

and collect user

feedback

TestFlight, Google

Drive, Google

Forms
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Ultralytics Hub. This experience introduced students to ML concepts within the context

of computer vision applications.

Mobile App Building: Students integrated their trained ML models into an iOS

and/or Android mobile app, using pre-developed templates provided by SmartCS. The

learning objective here was to comprehend how ML models can be applied in real-

world applications through mobile app development. This step also served as students’

introduction to software engineering. They either used Xcode for iOS app creation, or

Android Studio for Android app creation (Figure 5.2). In this step, students’ visions for

their apps came to life. For example, an app could allow a user to identify a tidepool

species in real-time using their smartphone camera, with the image then uploaded for

further research use.

5.3.2.3 Deployment Phase

The mobile apps were distributed among beta tester users, and students collected

and analyzed user feedback. This served as their introduction to software testing,

teaching them how to gather user feedback and use it to refine their projects. They

also gained exposure to the human-computer interaction process.
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5.4 Preliminary Results and Discussion

Here, we reflect on our preliminary observations as guided by the RQs. We

evaluated outcomes through observations of student learning during the program,

informal student comments, measures of project completion success, and beta testing

of two student apps.

RQ1: How does integrating ML within citizen science tools influence high school

students’ engagement and interest in scientific research?

We observed that integrating ML within citizen science tools significantly boosts

high school students’ engagement and interest in scientific research, perhaps by making

learning more interactive and impactful. We hypothesize that the ML-enhanced

app’s real-time feedback using object identification to enable learning and guide data

collection makes the scientific process more exciting and understandable. This unique

approach to designing science projects may help maintain the curiosity and excitement

of the students creating the apps. Moreover, hands-on application of cutting-edge

technology like ML exposes them to modern scientific methods, potentially sparking

a lasting interest in STEM careers. By contributing to real-world research through

state-of-the-art yet user-friendly ML tools (as listed in Table 5.1), students can see the

practical impact of their work, enhancing their sense of contribution and the relevance

of their educational activities.
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RQ2: How effective is using a codeless platform in teaching high school

students complex concepts such as data curation, ML, and mobile application

development?

We hoped that using a codeless platform to teach high school students complex

concepts would enable them to rapidly plan and engage in meaningful scientific

research without requiring extensive background knowledge. The number of functional

applications students have created, as summarized in Table 5.2, suggests this may

indeed be a successful approach. This direct engagement with technology may

enhance students’ understanding through experiential learning. By making these tools

accessible, students from diverse backgrounds can develop crucial digital age skills

such as data curation, understanding ML algorithms, and gaining app development

experience.

Qualitative feedback from participants also underscores the program’s value. For

instance, Student S7 remarked, “I really enjoyed the program as it was beginner-

friendly. Having never done any ML work previously, it showed the benefits and

possibilities, while making it easy to label, create, and turn models into apps.” S9

commented, “The app creation platform expedited the process of creating the ML app

and allowed me to easily deploy the ML models trained to perform real time detection.

Furthermore, the app creation platform allowed us to control various parameters,

which would improve the model performance.” We find it especially noteworthy that

students effectively used ML terminology to describe their experiences.
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Table 5.2: List of projects created by the high school students.

Student Project
ML

Model

Phone

App
Publication

S1 Tidepool species identification Yes Yes -

S2 Recyclable object detection Yes Yes Yes

S3 Skin infection identification Yes Yes -

S4 Road vehicle type recognition Yes Yes -

S5 Plant disease detection Yes - -

S6 Beach debris identification Yes Yes -

S7 Building architecture identification Yes Yes -

S8 Fingernail conditions assessment Yes Yes -

S9 Blood cell type identification Yes Yes Yes

S10 Ultrasound images type classification Yes - -

S11, S12 Differentiate between seals and sea lions Yes Yes -
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RQ3: What learning outcomes are observed among high school students who

develop ML-powered mobile applications through the SmartCS platform?

High school students who participated in developing ML-powered mobile

applications using the SmartCS platform were expected to achieve several key learning

goals and learn some crucial software tools, as listed in Table 5.1. For example, using

AnyLabeling, which allows data labeling with AI support from YOLO and Segment

Anything, students can learn how ML models support real-life computer vision tasks.

Additionally, the process fosters critical thinking, problem-solving, collaboration, and

communication skills. These competencies enhance academic aptitude and prepare

students for future STEM careers.

The apps successfully created by the students (Table 5.2) suggest that students have

likely met the learning goals, including having developed the skills to use the tools

outlined in Table 5.1. Notably, two students published their work at IEEE conferences

following the two-month program [116, 279]. Publishing was not an intended goal of

our initiative, as it is uncommon for high school students to publish, so this is especially

suggestive of a transformative learning experience. This highlights both the long-term

positive impact of our initiative and the potential of high school students to contribute to

scientific research. Additionally, it is notable that five out of twelve students who have

since graduated high school have already enrolled in STEM undergraduate programs.
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RQ4: What impact do student-developed ML-powered apps have on public

participation in citizen science projects?

To explore this RQ, we pilot tested the usability of two selected apps. This usability

testing aimed to demonstrate the effectiveness of ML-based object detection apps in

helping participants capture useful data. We recruited 20 participants, consisting of 10

males and 10 females, aged between 18 to 54. They were asked to use student-created

apps to conduct (1) tidepool species identification and (2) recyclable object detection.

We conducted this test in a lab, which enabled us to determine the participants’ success

rates and collect their feedback.

Figure 5.3: Summary of feedback from users on their experience of using the apps.
Here, in the statements, “the apps” refer to the two selected apps created by the students.

Feedback from app users (Figure 5.3) indicates that ML guidance improved

participants’ experiences. They acknowledged the positive impact of ML-powered
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apps on citizen science, highlighting the object identification feature as helpful for

data collection. Additionally, participants viewed these apps as educational tools

that provide interactive learning experiences, suggesting that ML-powered apps can

significantly enhance public participation in citizen science by making data collection

more accessible and engaging.

5.5 Conclusion and Future Work

This chapter demonstrates early effectiveness of integrating citizen science and

ML to engage high school students in scientific research. A codeless platform, such

as SmartCS, proved to be a valuable tool to this end, enabling students to create

meaningful projects that contributed to both their educational growth and the scientific

community.

Our future work will include formal evaluations of each RQ through rigorous user

studies. We also plan to expand the scope of citizen science projects to various domains

and ML applications beyond object identification. Additionally, we aim to explore

applying this approach to younger students, including those in middle and elementary

schools.
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Chapter 6

RipFinder: Real-Time Rip Current

Detection on Mobile Devices

In this chapter, we introduce RipFinder, a mobile app with ML models trained to

detect multiple types of rip currents. Chapter 3 briefly discussed RipSnap, an app

created using SmartCS with a similar application; however, its features are limited to

the templates provided by SmartCS. Additionally, the functionality of RipSnap and any

other apps created by SmartCS is designed to be limited to client-side operations only.

In contrast, we propose RipFinder as a more advanced client-server ML model-based

computer vision system designed to leverage both small client-side models and large

server-side models. While an app such as RipSnap can be created without knowing how

to write code, developing the advanced features for RipFinder requires more advanced

knowledge of programming, ML, and other aspects of computer science. Unlike
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the basic data collection app RipSnap, the advanced data collection app RipFinder

enhances rip current detection accuracy by utilizing multiple ML models such as

EfficientDet and YOLO on the client side and larger models like Vision Transformers

(ViT) on the server side. This approach leads to more efficient data collection and

significantly reduces label noise, ensuring higher precision in identifying rip currents.

This chapter presents RipFinder’s overall design and discusses the challenges inherent

to the rip current detection system.

6.1 Introduction

Rip currents are dangerous, strong, fast-moving currents that pull swimmers away

from the shore, often leading to drownings and fatalities. They pose a significant

hazard to beachgoers and can easily overpower even strong, experienced swimmers.

Rip currents are a global issue, affecting coastlines around the world [179,206,283]. In

the United States alone, they account for an estimated 100 drownings a year [86]. Rip

currents can form suddenly and without obvious signs, which can catch swimmers off

guard. While there are general conditions that can lead to their formation, predicting

exactly when and where they will appear is challenging. Furthermore, rip currents

are created through various mechanisms and, as a result, exhibit different visual

characteristics. This complexity of occurrence and variability in appearance makes

them difficult to identify [35]. Consequently, many beachgoers lack the essential

knowledge and awareness needed to recognize and avoid these perilous currents.
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Rip current detection techniques are significantly important because of their

potential to save lives. As a public safety issue, the implications extend beyond

swimmers. Lifeguards, rescue teams, and even bystanders who try to help can also be

put in danger. If rip currents could be detected reliably, then beachgoers and lifeguards

could be alerted to the dangers in real time. This would likely result in a significant

decrease in the number of rip current-related incidents and fatalities. By providing

more accurate information about rip currents, the general public could make more

informed decisions about when it is safe to enter the water, thereby enhancing overall

public safety. The development and deployment of tools, such as rip current prediction

models [65] or mobile apps that can detect and provide real-time alerts and tips about

rip currents, could be instrumental in these efforts.

While rip currents can often be visually identified by experienced swimmers,

surfers, lifeguards, and coastal scientists, traditional detection and data collection

methods typically involve in-situ instrumentation, such as GPS-equipped drifters and

current meters [153, 170]. However, recent studies have demonstrated that images and

video can also be used for detecting rip currents. These approaches leverage computer

vision and ML models for object detection to spot and identify these potentially

dangerous phenomena [53, 55, 64, 174, 177, 193, 199, 200].

However, detecting and segmenting rip currents with high accuracy using ML

methods presents unique challenges due to their amorphous and ephemeral nature.

Given the potentially fatal nature of dangerous rip currents, their detection is a matter
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of life and death. Thus, high accuracy and reliability are crucial for any rip current

detection tool for issuing warnings and taking preventive actions to decrease the number

of rip current-related incidents. Providing such capability for real-world use i.e. on

mobile platforms adds another layer of technical challenge.

Many object detection ML models can detect rip currents, but the challenge lies

in deploying these models in real time on mobile devices with limited power and

computational resources. More accurate yet computationally resource-intensive, ML

models cannot run directly on mobile devices. By sending the visual input for object

detection to a remote server, it can be achieved on mobile devices. However, this

approach is not always feasible, especially in beach locations where server connectivity

is unavailable. Alternatively, mobile-optimized ML models can feasibly run using the

limited computational resources of portable devices without server connectivity but at

the cost of sacrificing accuracy.

To address these challenges, we introduce a mobile application, or app, designed

to detect rip currents using ML models for computer vision. Users can identify

potential rip currents in real-time by simply aiming their phone’s camera toward the

ocean. We propose a client-server system of object detection models to balance

the trade-off between computational speed and accuracy. Depending on the mobile

device’s available computational resources and internet connectivity, this app employs

one or more ML models to identify rip currents. If the device is relatively new

with adequate computational resources, our app runs two different types of mobile-
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optimized ML models to enhance the reliability of rip current detection. For older,

resource-constrained devices, only one ML model is used. Moreover, when internet

connectivity is available, part of the visual data is transmitted to a server for further

verification of the detection using a more accurate large model. Our system combines

client-server architecture with multiple ML model-based computer vision to enhance

the accuracy and reliability of rip current detection. The novelty of our solution lies

in its implementation of this combined system, allowing the app to function both with

and without internet connectivity. Our app’s versatility is especially invaluable in areas

where lifeguards are absent or internet access is limited, establishing it as a crucial tool

for public safety.

In addition to rip current detection, our app places a strong emphasis on educating

users about the dangers of rip currents through informative in-app content and links

to additional resources. Our aim is to empower beach enthusiasts with the knowledge

necessary to make informed decisions, protecting themselves and others from these

hazardous rip currents. Moreover, our app includes a citizen science feature, enabling

users to contribute to scientific knowledge. This is done by encouraging them to record

and share data such as geotagged images and videos, along with additional information

about detected rip currents. Harnessing the collective power of app users, we can gather

valuable data that improves our understanding of rip currents and helps verify existing

rip current forecast models. Ultimately, this leads to the development of more effective

safety measures and strategies.
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Figure 6.1: The high-level system architecture of RipFinder.

The contributions of this chapter are as follows:

• Introduction of RipFinder: a mobile app designed for real-time, vision-based rip

current detection.

• Development of a client-server system tailored for the ML models utilized in the

rip current detection app.

• A comprehensive analysis and comparison of state-of-the-art ML models for rip

detection.

6.2 Related Work

6.2.1 Realtime Object Detection

Developing a mobile application for effectively and reliably identifying rip currents

necessitates real-time object detection capabilities. Deep learning has revolutionized

the field of object detection, as well as other computer vision tasks. Convolutional

neural networks (CNNs) have become the standard method for these applications.
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Numerous large and intricate models, such as Faster R-CNN—a two-stage region-based

detector [205]—and DETR (Detection Transformers)—an object detector based on the

Transformer architecture [34]—offer remarkable accuracy in object detection tasks. For

instance, Faster R-CNN has been adeptly used for real-time object detection in drones

by connecting to a remote GPU server [156]. However, these detectors often bear

significant computational complexity, rendering them difficult to deploy on mobile or

embedded platforms for real-time performance. An earlier server-based system named

Glimpse, offering continuous, real-time object recognition for mobile devices, was

introduced by Chen et al. [42]. Nonetheless, server-reliant systems prove impractical

in locations devoid of internet connectivity.

Achieving accurate and reliable real-time object detection on mobile devices

without depending on servers presents inherent challenges. Numerous efforts have

been directed towards integrating deep learning methods on mobile devices by creating

compact, mobile-optimized ML models. Typically, streamlined architectures, like one-

stage CNNs, render the models lightweight, allowing them to function swiftly on

mobile devices—making them an ideal choice for real-time object detection. The

primary compromise for such efficiency is a minor decrease in accuracy relative to

their more elaborate counterparts [109]. We scrutinized a range of mobile-optimized

ML models to ascertain the best fit for our system. SSD-MobileNetV2 [216] stood

out as one of the earliest trustworthy models tailored for mobile platforms. Among

the contemporary one-stage models refined for mobile devices are variants of RT-
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DETR [169], EfficientDet [239], and YOLO [120]. Our investigation encompassed

a comprehensive evaluation of potential ML models suitable for real-time rip current

detection using computer vision on mobile platforms.

6.2.2 Rip Current Detection with ML

Given its impact on public safety, the problem of automated rip current detection has

been approached using various methods, some of which predate the emergence of deep

learning techniques. For example, Philip et al. (2016) utilized optical flow on video

sequences to discern the predominant flow towards the sea, aiding human observers

in rip current detection [193]. Maryan et al. (2019) employed modified Haar cascade

methods to detect rip currents from time-averaged images [174]. The concept of rip

current detection via deep learning-based methods is not entirely new either. De Silva

et al. (2021) were among the early adopters of deep learning methods for rip current

detection, employing Faster R-CNN, a large model that achieved high accuracy [53].

They introduced a frame aggregation technique that bolstered detection accuracy for

fixed-position cameras, but this technique was not suitable for moving cameras. Mori

et al. (2022) offered a flow-based method to accentuate and depict rip currents for

human observers [177]. However, this approach also demands a stationary camera

and serves as a visualization tool rather than an automated detection system. In recent

years, there have been several scholarly works about new deep learning model-based

rip current detection techniques. For instance, Rashid et al. (2021) and Zhu et al.
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(2022) presented RipDet [200] and YOLO-Rip [286], respectively. These lightweight

rip current detection models, rooted in Tiny-YOLOv3 and YOLOv5s, belong to the

smaller members of the YOLO family and are adept for environments with limited

computational power. Rampal et al. (2022) showcased that the mobile-optimized,

single-stage model SSD-MobileNetV2 can achieve performance metrics comparable

to Faster R-CNN [199]. Furthermore, Dumitriu et al. (2023) explored and compared

various iterations of YOLOv8 for rip current segmentation [64]. De Silva et al.

(2023) unveiled RipViz, an innovation that examines 2D vector fields and interprets

pathline behaviors to pinpoint rip currents [55]. Like that of Dumitriu et al. (2023),

this method highlights the rip region’s shape but identifies currents based on water

movement rather than water appearance. Yet, while there is an assortment of effective

rip current detection methods employing ML, a real-world application—such as a

mobile app—primed for public safety and enhancing awareness for tangible societal

impact remains elusive. This work endeavors to fill that void by devising a deployable

mobile device-based real-time system for rip current detection.

6.3 System Design and Methods

6.3.1 System Architecture

Figure 6.1 presents an overview of the RipFinder system architecture. Our

comprehensive system, designed to effectively identify and alert users of rip currents is
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Figure 6.2: GUI of RipFinder App (a) Main menu, (b) Real-time detection from live
camera view, (c) Detection from single image, (d) Data uploader for citizen science
contribution.

organized into two primary components:

1. The client mobile app serves as the primary user interface. Within this app, we

have integrated four ML models, each tailored specifically for mobile devices.

As the device processes real-time visual input, these models evaluate the data

and issue warnings if rip currents are detected. Depending on the device’s

processing power, the app can deploy either one or two ML models for detection.

More modern devices with substantial resources can utilize two types of mobile-

optimized ML models simultaneously, enhancing the reliability of rip current

detection. In contrast, older devices with limited resources might default to a

single model. Nevertheless, the ultimate decision to use one or two models

rests with the user. When feasible, the app suggests users employ two models

for optimal detection, but they retain the freedom to choose only one from the
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available options if preferred.

2. Our system’s server side employs complex ML models that demand significant

computational resources and GPU capabilities, ensuring rip currents are detected

with high accuracy. When a user captures an image or video via our mobile

app, this data is sent to the server for in-depth analysis. After the server-side

models process the data, the detection results are relayed back to the mobile

app. Additionally, we offer the option to execute multiple models on the server,

depending on its capabilities (number of CPUs and GPUs, system memory, etc.),

enhancing reliability through redundancy.

Our system attempts to improve the reliability of rip current detection in a two-fold

way. The use of two models enhances detection reliability on the client app, even

though it demands more computational resources. Server-side models, being complex

and larger, boast superior accuracy, thus ensuring that server-aided rip current detection

is more reliable when internet access is available. The client-side model, meanwhile,

operates using the on-device computational resources without the need for an internet

connection. The results section further elaborates on the justification behind these two

design choices. Thus, our system’s design allows it to operate both online and offline.

Training datasets are essential for training both client-side and server-side ML

models. We developed our dataset by utilizing the existing dataset from [53] and

supplementing it with a large amount of our own data. Further details on the dataset

and the ML model training process are explained in the implementation section.
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Figure 6.3: Some examples from our training dataset. The images from on the first
column are from the dataset by [53]. The images on the second and third column
are from the dataset we collected using a drone and a wireless rip activity monitoring
camera respectively.

Figure 6.4: Some examples of detected rip currents from our test videos.
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6.3.2 Mobile Apps

Figure 6.2 provides a visual representation of our mobile app’s user interface,

offering an intuitive, user-friendly environment. We created both an Android and iOS

version of the mobile app. The application’s design caters to a variety of user needs and

includes the following features:

6.3.2.1 Live Camera and Visualization Tool.

The app offers a live camera feature to capture the seashore and serves as a real-time

visualizer, placing bounding boxes around detected rip currents in the view, thus acting

as an immediate warning system (Figure 6.2 (b)).

6.3.2.2 ML Model Selection.

From the in-app menu, users can choose the ML model for real-time rip current

detection. On devices with higher computational resources, users have the option to

turn on or off the use of two models in parallel for increased reliability.

6.3.2.3 Image and Video Recording.

The app enables real-time rip current detection and the recording of images and

videos, letting users document and share potential rip currents with other beachgoers

and rip current researchers.
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6.3.2.4 Rip Current Detection Tool for Existing Images.

RipFinder app analyzes existing images on the phone to identify rip currents,

offering retrospective insights to users (Figure 6.2 (c)).

6.3.2.5 Educational Resources.

Our app features an educational hub with resources on rip currents, accessible via

a pull-up and help menu, ensuring users always have information at hand (Figure 6.2

(b)).

6.3.2.6 Data Upload Tool.

We integrated a data upload tool (Figure 6.2 (d)) for users to share geo-tagged rip

current images and observations, fostering community collaboration and enhancing our

dataset for improved algorithm refinement.

6.3.3 Client-side ML Models

In our application, RipFinder, we integrate several mobile-optimized ML models,

all trained on a rip current dataset for client-side detection. These models have been

tailored to ensure swift and efficient performance on mobile devices, which facilitates

real-time rip current detection. The current version of RipFinder incorporates the

following models:
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6.3.3.1 YOLOv8n and YOLOv8m.

YOLOv8, the latest in the YOLO series known for fast object detection [119, 203],

includes variants like YOLOv8n (nano) and YOLOv8m (medium) optimized for mobile

devices. Its architecture facilitates single-pass detections, making it ideal for real-time

applications such as rip current detection.

6.3.3.2 EfficientDet D0 and EfficientDet D2.

EfficientDet, known for its object detection prowess [239], has a unique scalable

architecture that adjusts to computational resources, making it ideal for mobile use; it

offers eight variants, D0 to D7, based on image size.

Of the four ML models at our disposal, the app selects one or two mobile-

optimized models for rip current detection, contingent upon a device’s computational

prowess and internet connectivity. Modern, high-end devices employ two models,

while the older, resource-constrained devices resort to just one. YOLOv8n and

EfficientDet D0, due to their lesser computational demand, are ideally deployed as

standalone models or in conjunction on dated or less competent mobile devices. In

contrast, YOLOv8m and EfficientDet D2 are better aligned with newer devices boasting

significant computational strength.
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6.3.4 Server-side ML Models

Server-side, we engage a collection of high-performance ML models tailored for

more resource-intensive computations. Given their demanding computational needs,

these models are perfectly positioned for server-side deployment, capitalizing on robust

hardware resources, including GPUs. For the server-side, we’ve selected:

6.3.4.1 YOLOv8l and YOLOv8x.

The YOLOv8 ‘l’ (large) and ‘x’ (extra-large) variants [119] are more complex

than their mobile-optimized versions, offering higher accuracy but requiring greater

computational power, ideal for situations demanding utmost accuracy with ample

resources.

6.3.4.2 RT-DETR (Real-Time Detection Transformer).

RT-DETR, a real-time adaptation of the DETR transformer-based object detection

model [34, 169], maintains DETR’s accuracy while ensuring faster performance. We

trained its large and extra-large versions, RT-DETR-L and RT-DETR-X, for server-side

use.

By leveraging these server-side models that can deliver high accuracy, we bolster

the final verification of detected rip currents, reinforcing the reliability of our rip current

detection tool.
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Table 6.1: Comparison of the detection accuracy of the SOTA methods to select the
best options for the client and server application.

Test Videos

Client Side Models Server Side Models

EfficientDet YOLOv8 RT-DETR

D0 D1 D2 n s m l x L X

Rip_test_video_1 1.00 1.00 1.00 0.94 0.72 0.99 0.99 0.93 1.00 1.00

Rip_test_video_2 0.99 0.86 1.00 0.01 0.01 0.05 0.20 0.05 1.00 0.99

Rip_test_video_3 0.86 0.84 0.79 0.58 0.30 0.71 0.46 0.53 0.90 0.93

Rip_test_video_4 0.27 0.79 0.72 0.00 0.00 0.04 0.00 0.00 0.85 0.89

Rip_test_video_5 0.73 0.91 1.00 0.76 0.50 1.00 1.00 1.00 1.00 1.00

Rip_test_video_6 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.86 1.00

Rip_test_video_7 0.99 1.00 1.00 0.19 0.35 0.93 1.00 1.00 1.00 1.00

Rip_test_video_8 0.70 0.71 0.71 0.00 0.00 0.00 0.15 0.29 0.76 0.80

Rip_test_video_9 1.00 1.00 1.00 0.21 0.24 0.62 0.71 0.63 1.00 1.00

Average Accuracy 0.73 0.79 0.91 0.30 0.24 0.48 0.50 0.49 0.93 0.96
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6.4 Implementation

The various components of our system were implemented using the latest available

technology.

6.4.1 Dataset

Our training dataset distinguishes between two types of rip currents based on their

visual features. The first, termed bathymetry-controlled rip, is characterized by areas

devoid of breaking waves, presenting as darker and calmer regions flanked by brighter

waves. The second, known as transient rip, is identified by water discoloration due to

sediment plumes that extend beyond the breaking waves. Though both classes represent

rip currents, their visual features differ significantly. Detecting one type of rip current

with an ML model trained on data from another type is unfeasible. Treating these two

types as a single class compromises the effectiveness of the trained model. The label

correlograms depicted in the figure illustrate the distinctions between the two classes

based on the labeled regions of images from each class.

For the bathymetry-controlled rip current category, we utilized a dataset consisting

of 1780 images made publicly available by [53]. For the transient rip current category,

we curated a new dataset comprising 7565 labeled images. These were selectively

extracted from videos captured by a drone, which focused on the visual signature of

transient rip currents, and a Wi-Fi camera set up specifically for monitoring rip currents.

We combined both datasets to train our model in the detection of the two rip current
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types. This dataset was then divided in an 80:20 split for training and validation, with

80% allocated for training purposes and the remaining 20% used for validation. The

efficacy of the trained models was assessed using a series of test videos. Figure 6.3

showcases a selection of images from our dataset.

6.4.2 ML Model Training

We conducted ML model training on an AWS cloud server equipped with 8 vCPUs,

61 GB of memory, and an NVIDIA Tesla V100 GPU boasting 16 GB of video memory.

The EfficientDet models were trained using the TensorFlow library, while the YOLOv8

and RT-DETR models were trained with the Ultralytics library, which is based on

PyTorch. All model trainings were initialized with a maximum of 500 epochs. For

all versions of YOLOv8 and RT-DETR, a patience parameter of 50 was set. The

patience parameter defines the number of epochs to wait before halting training via

early stopping if there’s no improvement in performance on a validation datasetSince

the EfficientDet models do not allow for the definition of a patience parameter, we

monitored convergence through TensorBoard and manually terminated the training

once convergence was observed. All models converged within 300 epochs. We trained

all models from scratch, instead of using transfer learning with MS COCO pretrained

models from the ML libraries, to prevent negative transfer [266]. This decision was

made because our rip current class data domain is distinct from any of the classes in the

MS COCO2017 dataset [164].
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Table 6.2: Comparison of ML Models: Performance Metrics and Resource Utilization.

ML Model Properties E
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Model Size on Server (MB) 13.70 18.50 6.00 49.60 83.60 130.40 63.00 129.00

Avg. FPS on Server 37 21 127 106 86 79 47 35

Model Size on Phone (MB) 4.23 7.04 6.00 49.60 83.60 130.40 63.00 129.00

Avg. FPS on iPhone 12 Pro 48 15 25 17 NA NA NA NA

Avg. FPS on Pixel 6 26 8 29 18 NA NA NA NA

6.4.3 Client Apps and Server

We developed the iOS version of the app in Swift using XCode, and wrote the

Android version in Java with Android Studio. We tested the integrated mobile ML

models on an iPhone 12 Pro and a Google Pixel 6. The server-side components were

programmed in Python. We evaluated the server-side ML models on a desktop server

equipped with a 16-core Intel Core i9 3.2 GHz CPU, 30 GB of memory, and an NVIDIA

RTX3080 GPU boasting 10 GB of video memory.

6.5 Results

6.5.1 Performance Analysis of ML models

In this section, we present a performance analysis and comparison of state-of-the-

art (SOTA) object detection models tailored for rip current detection. We compared

ML models including EfficientDet D0, EfficientDet D1, EfficientDet D2, YOLOv8n,
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YOLOv8s, YOLOv8m, YOLOv8l, YOLOv8x, RT-DETR-l, and RT-DETR-x. To gauge

the accuracy of these models, we utilized nine test videos equipped with ground truth

data. Four of these videos were selected for their relevance to our rip current detection

objectives from the test set introduced by [53]. Additionally, three videos were drone-

captured, while the last two originated from a wireless camera dedicated to rip current

monitoring. Our accuracy assessment followed the methodology described in [53],

where:

accuracy = correct_labels

total_frames

Frames were considered classified as correct if the detected bounding boxes had

an Intersection over Union (IoU) score versus ground truth bounding boxes above 0.3.

IoU is calculated as:

IoU = area_of_intersection

area_of_union

The comparison results are presented in Table 6.1 and some examples of detected

rip currents are shown in Figure 6.4. Based on these results, we can justify the following

two design choices we made.

6.5.1.1 Running two ML models to increase accuracy.

While running multiple models demands more computational resources, it enhances

reliability. This design decision stems from the understanding that ML models
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with varying architectures possess distinct strengths and shortcomings. Research by

Mekhalfi et al. [175] indicates that models from the YOLO family tend to identify more

objects, even if their precision varies. In contrast, EfficientDet provides more stable and

accurate detection. In many cases, one of the models might not detect specific instances

of rip currents, even if they were trained using the same data. For instance, although the

rip current in “Rip test video 6” can be detected by EfficientDet D2, it isn’t identified by

any other mobile models. Thus, deploying two models ensures that a challenging-to-

detect rip current is more likely to be detected on a more capable device. Additionally,

since rip current detection pertains to safety, minimizing false negatives is more crucial

than avoiding excessive false positives. Therefore, while employing two models might

seem redundant for general applications, it is beneficial for the purpose of rip current

detection.

6.5.1.2 Running ML models on both the client and server side.

More advanced and complex models, such as RT-DETR-L and RT-DETR-X,

achieve higher accuracy but are limited to server execution. Thus, when an internet

connection is available, server-assisted rip current detection becomes more reliable.

The client-side models serves as the primary object detection mechanism, ensuring that

rip current detection operates at the highest possible accuracy both with and without

internet connectivity.
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6.5.2 Evaluation and Selection

Among the ten (10) models highlighted in Table 6.1, we chose eight (8) for further

evaluation. From the less accurate EfficientDet D0 and D1 variants, we selected only

D0 because of smaller size. YOLOv8s was similarly excluded due to its poor accuracy.

We evaluated the chosen models on a server equipped with a single GPU, an iPhone

12 Pro, and a Google Pixel 6 to determine the best-fit models for each platform. Our

benchmarking of each model’s performance focused on two primary metrics:

1. We evaluated the real-time responsiveness of each model by measuring the

frames processed per second (FPS). This metric offers insights into the model’s

speed and its ability to detect rip currents in real-time scenarios. EfficientDet-

D0 and YOLOv8n exhibited higher FPS on mobile devices, marking them as

optimal choices for devices with limited computational capabilities. Meanwhile,

the enhanced accuracy of EfficientDet-D2 positions it as a dependable option

while still upholding real-time performance.

2. Each model’s storage footprint need to be considered for embedding them in a

mobile app, given that mobile devices have diverse storage capabilities and may

also be running other apps simultaneously. Assessing a model’s storage needs

ensures that the application remains streamlined and does not overtax the device’s

memory. While the compactness of EfficientDet-D0 and YOLOv8n earmarks

them as ideal for devices with resource constraints, the relatively small size and

superior performance of EfficientDet-D2 make it a trustworthy option.
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6.5.3 Model Performance Evaluation

EfficientDet-D0 and D2

• EfficientDet-D0: This model stood out for its high FPS, making it highly

responsive on mobile devices. However, it occasionally struggled with

identifying transient rip currents in complex backgrounds, leading to some false

negatives.

• EfficientDet-D2: While slightly slower than D0, D2 provided higher accuracy,

especially in distinguishing rip currents from similar-looking water patterns. This

made it a more reliable option for detailed analysis despite its larger storage

footprint.

YOLOv8 Variants

• YOLOv8n: This model demonstrated excellent real-time performance due to its

compact size and speed. It was particularly adept at detecting well-defined rip

currents but sometimes missed more subtle, transient currents.

• YOLOv8m: Balanced between speed and accuracy, this model handled both

bathymetry-controlled and transient rips well. Its moderate storage requirements

and consistent detection accuracy made it a strong candidate for mobile

deployment.

• YOLOv8l and YOLOv8x: These larger models, used server-side, provided
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superior accuracy, identifying even the faintest rip currents. However, their large

size and computational demands limited their use to server environments.

• YOLOv8s: Excluded due to poor accuracy, especially in complex detection

scenarios.

RT-DETR Variants

• RT-DETR-L and RT-DETR-X: These models, designed for server use, delivered

high accuracy and reliability. They excelled in differentiating rip currents from

similar patterns like wave shadows and sandbars. Their complex architecture,

however, required substantial computational resources, justifying their server-

side deployment.

6.5.4 Analysis for Client-Side Model Selection

Two Models vs. Three or More: The decision to use two models on the client-

side was based on a balance between accuracy, computational resource demands, and

processing time. While running more than two models could theoretically increase

detection accuracy through model ensemble techniques, the incremental benefits were

marginal compared to the substantial increase in resource consumption and latency.

• Resource Consumption: Each additional model significantly increased the

server’s CPU and GPU load, leading to higher operational costs and potential

delays in processing, especially during peak usage times.
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• Latency: Adding more models introduced additional latency, which could hinder

the real-time aspect of rip current detection, a critical feature for user safety.

• Redundancy and Reliability: Using two models already provides a robust

redundancy mechanism, ensuring reliable detection even if one model

underperforms. The combination of YOLOv8l for broad detection and RT-

DETR-L for detailed analysis offered a well-rounded approach.

Based on the comprehensive evaluation, EfficientDet-D2 and YOLOv8n were

chosen for mobile deployment due to their balance of speed, accuracy, and compact

size. For server-side implementation, YOLOv8l and RT-DETR-L were selected to

maximize detection accuracy and reliability, ensuring that the system could effectively

operate both online and offline.

Table 6.2 offers a comprehensive review of our findings from these cross-platform

assessments. By juxtaposing results across platforms, we pinpointed models that meet

both hardware constraints and app requirements to guarantee the most proficient rip

current detection.

6.6 Conclusion

In this chapter, we introduce Ripfinder, a mobile app equipped with an ML-

based computer vision tool designed to mitigate the safety hazards associated with

rip currents, which are a leading cause of drownings globally. Ripfinder features
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a sophisticated system that ensures rip current detection even in the absence of

internet connectivity, making it indispensable in regions without lifeguards or reliable

internet coverage. This capability is crucial for enhancing beach safety in remote and

underserved areas.

Beyond its detection capabilities, Ripfinder enriches user knowledge with in-app

informational content and videos about rip currents, helping users understand the

dangers and how to avoid them. This educational component is vital for raising

awareness and promoting safe behaviors at the beach. A standout feature of Ripfinder

is its inclusion of citizen science. By inviting users to share data about identified rip

currents, the app not only enhances scientific understanding but also fosters community

engagement. This participatory approach leverages the collective efforts of users to

contribute valuable data that can be used for further research and analysis, ultimately

improving the overall understanding of rip current patterns and behaviors.

Ripfinder’s integration of public safety, education, and scientific progress

underscores its multifaceted approach to ensuring safer beach outings. By combining

advanced technology with user engagement and educational resources, Ripfinder aims

to create a comprehensive solution that addresses both immediate safety concerns

and long-term scientific goals. The app exemplifies how modern technology can be

harnessed to address real-world problems, making beaches safer and more enjoyable

for everyone.
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Chapter 7

RipScout: Realtime ML-Assisted Rip

Current Detection and Automated

Data Collection using UAS

This chapter presents RipScout, a system for real-time rip current detection and data

collection using UAS or drones equipped with ML models. In contrast to RipSnap and

RipFinder from the previous chapters, RipScout addresses more complex challenges

such as deploying lightweight ML models suited for the limited computing resources

of drones, ensuring stable data collection while in motion, and managing flight paths

for optimal data coverage. Although the concept originated with RipSnap, designing

an application for UAS involves significant optimization to meet constraints like real-

time processing, limited power, and computational resources. UAS offer higher vantage
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points, access to remote areas, versatile data collection angles, and real-time processing

capabilities, enhancing the scope and quality of data collected. With RipScout, when

a rip is detected along a flight path, the drone hovers in place and collects a video clip

of a predefined length, followed by circling around the detected rip using pre-specified

radii and heights to collect video samples from different vantage points and elevations.

An important benefit is that the collection of rip current data can be performed by

drone operators who are not familiar with rip currents, thereby reducing label noise.

This integration of drones into the broader goals of this dissertation exemplifies the

innovative use of advanced technologies to improve data collection efficiency and

quality, aligning with the dissertation’s emphasis on efficient data collection systems.

7.1 Introduction

This chapter introduces RipScout, an ML-assisted system designed for efficient

field data collection of rip currents using drones. Rip currents are dangerous, fast-

moving currents that can take people out to sea, leading to an estimated 100 drownings

a year in the United States [86]. It is important to monitor beaches for the presence

of these rip currents to improve beach safety. Data collected about rip currents are

also important for validation studies of rip forecast models [65]. While traditional rip

current data collection involves in-situ instrumentation such as GPS-equipped drifters

and current meters [153, 170], recent work has demonstrated that rip currents can be

detected from images and video [53, 55, 64, 174, 177, 193, 199, 200]. Since cameras are
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more widely available than specialized instruments, these methods have the potential

to greatly expand the amount of rip current data collected.

Uncrewed aerial vehicles (UAVs) such as drones have been widely used to perform

visual data gathering tasks for environmental monitoring, search and rescue, and target

tracking because they allow free-form flight maneuverability and thus versatile camera

placement [19,260]. Cameras on drones also have a distinct advantage of spotting rips

from a higher elevation since some rips are difficult to spot from a lower elevation. This

chapter investigates the question whether it is possible to create a system to detect and

collect data about rip currents using drones that can perform as well as a domain expert

e.g., lifeguard and/or as well as the leading rip detection algorithms today.

We first identify the technical challenges imposed by a mobile drone platform.

These challenges include the ability to detect rip currents in realtime in order to

support field deployment. The detection system must be lightweight and run on

limited computational resources available on mobile platforms. Beaches are often

remote with no internet connectivity, so sending images to a server for processing

may not be possible. Given that battery capacity of consumer grade drones is typically

in the 15-25 minute range per charge, data collection needs to be efficient. And to be

of value, the rip detection must have sufficient accuracy.

We then designed a system that seeks to address these technical challenges. In

our design, the mounted camera on the drone streams image data to a mobile phone.

The mobile phone performs rip current detection and sends flight control signals
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to the drone. When a rip current is detected, the drone is directed to take the

desired data collection activity, such as recording 30 seconds of video from several

different altitudes and/or video recording of the rip from different angles and elevations.

Our proposed system architecture is practical and portable, leveraging the increasing

availability of high-quality drones [176] and the ubiquity of smartphones. The system

is described in System Architecture and Datasets Sections.

The system is then field tested and evaluated on how well it met its goal of accurate

rip current detection and efficient data collection. To do so, we first narrowed down

the choice for a base ML detection model (see Related Works Section). Those that

required powerful Graphics Processing Units (GPUs) that are not available on mobile

platforms were either removed from further consideration or modified to run on Central

Processing Units (CPUs). There were three ML detection models that were evaluated

and the best performing one selected for RipScout. Our tests show that the proposed

system can perform as well as a domain expert in terms of accuracy and efficiency.

As designed, the system is also agnostic to specific ML models as long as it can run

within the resource constraints. Hence, the ML model employed for rip detection can

be replaced with a better one in the future. The field tests, selection, and evaluations

are described in the Field Testing and Evaluation Sections.

• The primary contribution of this chapter is a drone-based system architecture

called RipScout that allows efficient rip current data detection and data collection

in a resource-constrained environment.
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• The rip current data that were collected during field experiments are valuable for

further rip current research.

7.2 Related Works

7.2.1 Lightweight ML Models for Drones

We review recent literature to look for candidate ML models that are potential

candidates for use in rip current detection. A series of VisDrone challenges [33, 63,

75, 287] have focused on improving the accuracy and speed of object detection and

tracking. The deep learning models in those papers can be divided into one-stage

and two-stage structures. Recent trends in the VisDrone-DET 2019-21 challenges

[33,63,75] show that one-stage models prioritize prediction speed in frames per second

(FPS), while two-stage models strive for the best per-frame accuracy but incur higher

computational costs.

The two-stage region-based detectors, such as Faster R-CNN [205] (Region

Convolutional Neural Network), typically include a region-proposal stage followed by

a classifier. However, one major drawback of these detectors is their computational

complexity, which makes them challenging to deploy on embedded platforms. For

instance, Faster R-CNN has been successfully used for realtime object detection with

drones by connecting to a remote GPU server [156]. However, this approach is not

practical in locations without internet connectivity.
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In contrast, one-stage techniques employ a single CNN to perform end-to-end

object detection [167]. This single CNN architecture render the models lightweight

and able to run quickly on mobile devices, making it an ideal choice for realtime

object detection applications. The main trade-off for this speed is a decrease in

accuracy compared to more complex models [109]. Sun et al. [235] demonstrated that

single CNN architectures designed for mobile devices also require the least amount of

memory compared to other CNNs.

As such, we focus our review on the latest one-stage ML models to determine

suitable candidates for our system. We found SSD-MobileNetV2 [216] as one of

the first reliable models that work well for mobile systems. However, the top choices

from the most recent one-stage models optimized for mobile devices are EfficientDet

[239], and You Only Look Once (YOLO) [120]. Detection Transformers (DETR) [34]

was also briefly considered but was found to have a significantly slower inference

speed and require a server with GPU. A comparative study by Mekhalfi et al. [175]

demonstrated that EfficientDet is the more stable and offers good generalization

capability for applications with aerial imagery. Even though the newest YOLOv8

(2023) improved over its predecessor in accuracy, EfficientDet still provides more

stability while achieving similar or higher accuracy [243].
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7.2.2 Field Tested Drone Applications with ML

Field testing is needed to ensure that results from experiments in controlled

lab settings transfer and actually perform in real-world scenarios. In many drone

applications, it is crucial to have a model that can process and predict data quickly,

approaching the speed at which the drone transmits video. For example, the DJI

Phantom Pro 4 V2.0 transmits images at 30 frames per second [61]. However, few

research papers address the challenge of embedding models in real-world settings

[37, 288]. For example, while frame accuracy of an ML model may appear very good

when compared against known ground truths, deployment in real-world where other

factors such as fog, haze, glare, vibrations, etc., come into play may be quite different.

Although some studies [182, 274] do present empirical studies on embedded UAVs

to perform realtime visual object detection and tracking, they have not been validated

through field tests, which are crucial for evaluating the performance of such systems in

real-world environments.

In recent times, several projects have utilized ML models to process drone images.

However, these projects vary in terms of where the processing takes place. For instance,

Rohan et al. [212] presented a drone-based system that employed a lightweight SSD

model on a desktop system equipped with a high-end GPU. Nevertheless, their system

is not feasible for field deployment, and they only conducted tests indoors. On the other

hand, Deng et al. [58] deployed a similar lightweight model on the Nvidia Jetson TX2

Board, a specialized embedded platform that can be mounted on a drone. While this
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platform offers suitable performance, it is not as widely accessible as mobile phones,

thus limiting its user base. Similarly, another project utilized the same GPU board

for a UAV-based warning system with realtime object detection [244]. However, both

of these projects did not conduct real-world field deployment and instead tested their

system using existing drone footage.

Vajgl et al. [256] described a pattern-matching algorithm for drone control that runs

on a mobile device and tested it to detect simple objects in a lab setting. None of

these projects attempted to perform complex tasks such as realtime object detection

for data collection in real-world settings. The differences in processing locations and

the limitations in real-world deployment highlight the need for a more versatile and

accessible approach to drone image processing and object detection.

In this chapter, we evaluated our proposed system with several field tests described

in the Field Testing Section.

7.2.3 Rip Current Detection with ML

There has been a growing interest in remote detection of rip currents using images

and/or video in recent years. We review and organize the literature by how suitable the

approach might be for deployment on a mobile platform. In particular, we consider if

images/videos from a stable platform are required and whether the ML model requires

significant computing power i.e., GPU.

The problem of rip current detection has been addressed using various methods,
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including approaches predating the emergence of deep learning techniques. Philip

et al. [193] employed optical flow on video sequences to identify the predominant

flow towards the sea, assisting human observers in rip current detection. Maryan et

al. [174] utilized modified Haar cascade methods to detect rip currents from time-

averaged images. de Silva et al. [53] were among the early adopters of deep learning

methods for rip current detection, employing Faster R-CNN, a two-stage model that

achieved high accuracy. They also proposed a frame aggregation technique that

improved detection accuracy for fixed-position cameras, which is not applicable to

moving cameras like those mounted on drones. [177] proposed a non-ML, flow-based

method for highlighting and visualizing rip currents by showing the behavior of a set of

virtual buoys (pathlines and timelines). Similarly, RipViz [55] analyzes 2D vector fields

and uses ML to learn pathline behavior and automatically identify rip currents. This

method highlights the shape of the rip region. Detection is based on water movement

behavior rather than on the appearance of the water state. The methods above all require

video from a stable platform and hence are not directly applicable for analyzing drone

videos.

Rashid et al. [200] and Zhu et al. [286] introduced RipDet and YOLO-Rip,

lightweight rip current detection models based on Tiny-YOLOv3 and YOLOv5s

respectively. These are smaller models in the YOLO family and well-suited for running

with limited computational resources. These models have since been superceded by

YOLOv8. In fact, [64] utilized and compared various versions of YOLOv8 for rip
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current segmentation. While YOLOv8 can theoretically run in realtime on both desktop

and mobile system, Dumitriu et al. [64] did not discuss an implementation on a mobile

system. Rampal et al [199] demonstrated that the mobile-optimized single-stage model

SSD-MobileNetV2 can achieve comparable accuracy to Faster R-CNN. However, they

used an Nvidia P100 GPU which has a maximum power draw of 250W and has a large

form factor and therefore cannot be used in any smartphone. Further investigation

revealed that it is possible to implement MobileNetV2 to run on a CPU with real-time

results.

The models investigated by these latter sets of papers as well as the findings by

Mekhalfi et al. [175] narrowed our field to three candidate models namely: SSD-

MobileNetV2, YOLOv8, and EfficientDet D2. In the Evaluation Section, we present

comparisons among these models.

7.3 System Architecture

Our objective is to design a drone-based system capable of realtime rip current

detection and efficient data collection. The high-level architecture of our system is

presented in Figure 7.1(left), which includes specific hardware components, as well

as software components. This section provides a detailed discussion of the necessary

hardware components required for our system, such as the drone and mobile device,

and the critical software components, including the mobile application and ML model

utilized for rip current detection.
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Figure 7.1: (Left) The high level architecture of the realtime ML-assisted data
collection system using RipScout, (Right) Diagram of per frame processing by the
mobile app.

7.3.1 Devices and Hardware

We have two main hardware components: a drone with an integrated camera and

an associated physical controller, and a mobile device with a touchscreen display

physically connected to the controller using a data cable.

7.3.1.1 Drone Hardware Selection

We used a DJI Phantom 4 Pro V2.0 quadcopter, a relatively low-cost professional

drone. This model was selected because of our design goal to be widely deployable.

DJI has the largest share of the drone market in the world and offers a wide range of

models suitable for various purposes [61, 281]. The specific model we chose has many

advanced features useful for conducting data collection missions, such as improved
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electronic speed controllers, expanded flight autonomy, and obstacle avoidance using a

multicamera and infrared sensing system.

It has an onboard gimbal camera featuring a 1-inch 20MP CMOS sensor and a

mechanical shutter, eliminating rolling shutter distortion. The camera has a 70-degree

field of view, making it a good choice for computer vision tasks.

The drone is controlled by a physical remote controller that receives a live video

feed from the drone camera at a maximum resolution of 1920 × 1080 and 30 FPS [61].

We use this feed as input for our ML model, while the camera records 4k resolution

videos to an onboard microSD card for later scientific analysis. While we showcase our

work using the DJI Phantom 4 Pro V2.0, it is important to note that our system is built

using the DJI Mobile SDK (Software Development Kit) [61], making it compatible

with all DJI drones. Additionally, our code is open-source and can be adapted to work

with any drone that provides similar functionalities to the DJI Mobile SDK. This makes

our system highly adaptable and customizable.

7.3.1.2 Mobile Devices

The physical drone controller has the option of using a smartphone or a tablet to

show the live camera feed and other system status. Either of these options would satisfy

our need for a portable system. However, we also require realtime and accurate

rip current detection. Thus, we opted to use a smartphone as it provides adequate

processing power to run the ML models and process videos from drone camera in
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Figure 7.2: Graphical user interface for planning data collection mission. (a) The
interactive map interface for selecting flight plans. (b) The interface to define data
collection action plan. (c) Visualization of detected rip current from the live video feed.

realtime. We tested our system with an iPhone 12 Pro. While much less powerful than

a desktop workstation or server, the A14 Bionic chip on the iPhone 12 Pro is relatively

powerful for a mobile device.

One alternate design choice would have been to deploy ML rip current detection

directly on the drone. However, one of the major constraints of using drones is

the short flight time due to the limited battery power. For the drone we used, each

battery lasts a maximum of 30 minutes [61] with 15-25 minutes being a more realistic

figure. Delegating detection to a separate mobile device prevents the ML module from

depleting battery power and reducing flight time.

123



7.3.2 Software Components

We implemented the software components of our system as a mobile application.

This app includes the graphical user interface (GUI), ML model for rip current

detection, and drone control and communication.

The app receives the live video feed from the drone through the DJI Mobile SDK.

The video feed serves as input for the ML detection module, which produces detection

output in the form of bounding boxes. Upon detecting rip currents, the application

initiates specific drone control commands to capture relevant scientific data. Figure 7.1

(right) shows the flowchart of the software process.

7.3.2.1 The Drone App

The system functionality is presented to the user through a GUI. The GUI supports

different aspects of a field data collection mission, including flight planning, providing

feedback to the operator when a rip is detected, and specifying data collection actions

to take when a rip is detected. There is also a button to enable or disable the background

ML process when object detection is not necessary, such as during take-off, landing, or

return to home. Figure 7.2 shows the GUI of the RipScout app.

The flight planning screen features an interactive map that allows the user to define

the flight path by long-pressing on the map and dropping pins to mark waypoints.

Additionally, the user can specify the altitude for each waypoint on this screen. Moving

to the next screen, the user is presented with options to select the type of data collection
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action to be performed when a rip current is detected. These actions may include

recording videos of predefined lengths from one or more fixed altitudes, capturing

footage from different camera angles along circular paths around the detected rip

current, or a combination of these options for each detected rip current. Upon starting

the mission on the subsequent screen, the user is provided with a live camera feed.

Throughout the flight, if a rip current is detected, the locations of these rip currents are

indicated by bounding boxes displayed on the live video feed. Furthermore, this screen

also shows the status of the ongoing intelligent data collection activities.

Collecting data from various altitudes, angles, and viewpoints of a rip current

through circular flights involves three distinct processes. First, the ML model running

on the connected mobile device needs to detect the rip current. Second, once the

location is identified, the mobile app sends the drone controller the circular flight path

information with the detected rip current location at the center, along with user-defined

parameters for radius and altitude. Third, as the camera operates independently with its

singular gimbal axis, a separate set of camera control data is transmitted to the drone to

specify the camera angle and drone heading, ensuring it captures video footage in the

correct direction. Note that although apps such as DJI Go and other third-party apps

offer features such as "follow me" or "circle around," these functionalities are primarily

designed for common objects such as cars, bicycles, or individuals. Detection and

tracking of rip currents are not supported.
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7.3.2.2 ML for Rip Current Detection

The rip detector is a separate plug and play module where different ML models

can be substituted. We compared three such models in the Evaluation. Video from the

drone is transmitted as a one-dimensional array and converted to image frame buffers

as input for the CNN of these ML models. Fig 7.3 shows a general architecture of

these models. High level features extracted from the CNN are further processed to

generate the detection results i.e., bounding boxes, class labels, and confidence scores.

An overlay image is then generated using the detection results and superimposed over

the input image to generate the output image.

7.4 Datasets

The datasets associated with this work can be classified into two distinct categories:

(1) the initial dataset manually collected for training the rip current detection models,

and (2) the data automatically collected by RipScout for subsequent scientific analysis

and various other applications.

7.4.1 Training Data

There are several mechanisms that give rise to rip currents resulting in different

types of rip currents [35]. For an ML model to detect rip currents, it needs to be trained

with many different examples of their visual signature. The models we investigated
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Figure 7.3: Pipeline showing how drone video is processed by (choice of) ML model
to generate detections in realtime.

were designed to detect two types of rip currents. Distinction between rip current

types is based on visual appearance, which in itself does not completely indicate the

underlying morphological or hydrodynamic mechanisms causing a rip current. The

first type considered in this chapter is visually characterized by a darker, calmer region

of water flanked by brighter breaking waves [53]. We shall refer to this type of rip as

channel rips. This type of rips are typically associated with bathymetry-controlled rip

currents [35]. The second type is visually characterized by discolorations caused by

sediment-laden water as they are carried away from shore, often forming a plume that

extends beyond the breaking waves. We shall refer to this type of rip as sediment rips.

Sediment rips are typically associated with transient or hydrodynamically controlled

rip currents [35]. It is not the goal of this chapter to classify detected rips based on how

a rip was formed but rather how the rip appears visually. It is also important to note that

there are rips that have different visual characteristics aside from the two that are studied

in this work. For example, presence of rips can be indicated by white foam or water
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heading offshore. Taking spatial context into consideration, rips can also be indicated

based on the wave direction and water texture next to natural and man-made structures.

These other types of rips are not considered in this work. In terms of performance of

ML detection, each type of rip is considered a different class. Usually, accuracy will

drop slightly as more classes are considered. Hence, having more than one class allows

us to study how well different ML models perform when there is one, or when there are

two classes.

To ensure that our model could accurately detect both types of rip currents, we

recognized the need for a separate dataset for sediment rips, in addition to the existing

dataset of channel rip images from [53]. As shown in Figure 7.4, there are significant

visual differences between these two types of rips. These differences are so pronounced

that a model trained on one type of rip data would be unable to detect the other type.

However, obtaining data for sediment rips is a challenging task, and no existing

datasets are available. Hence, we collected a new dataset of sediment rip images by

manually flying our drone over the water surface along the shoreline and recording

videos. This involved capturing data at different times of day and in various weather

conditions, as the appearance of sediment plumes can vary depending on environmental

factors. For creating the dataset, we extracted one frame per second from the drone

video and manually labeled the frames that contained sediment rip currents. As the

visual characteristics of a sediment rip involve water discoloration due to sediment

plumes, we identified and labeled the frames that have this visual signature. In some
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Figure 7.4: Some examples labeled images from the dataset with two types of rip
currents: channel rips (top three images) and sediment rips (bottom three images).
These images demonstrate the distinct visual characteristics of each type, highlighting
the need for separate datasets to train an accurate model.
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cases, a single frame contained multiple sediment rips, which we labeled accordingly

(Figure 7.4 top three images).

We generated a new dataset of 2555 labeled images selectively extracted from 73

videos collected using the drone that captured the visual signature of sediment rip

currents. This dataset was combined with the existing dataset of 1780 channel rip

images from de Silva et al. [53] to train our model to detect both types of rip currents.

The dataset was divided into an 80:20 ratio for training and testing, with 80% of the

images allocated for training and 20% for testing. This split ratio is commonly used in

ML [124]. Examples of the resulting datasets are displayed in Figure 7.4.

Figure 7.5: Sediment rips are more obvious from a higher elevation (left) than lower
elevation (right).

7.4.2 Automated Data Collection

While channel rips can be identified by darker channels of calm water flanked by

breaking waves even from ground level, sediment rips are much harder to identify from

a lower elevation (see Figure 7.5). An ML model trained with the manually collected
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Figure 7.6: When RipScout detects a rip between two waypoints, it can be programmed
to perform a combination of data collection actions such as (a) hover in place and record
a video of pre-specified duration, or go to user specified height before hovering in place
and recording the video, then resuming flight from its original height, (b) record a video
from user specified radius and height with the detection location as the center.
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sediment rip data described above was used with RipScout to automatically collect

new data of sediment rips from different angles and elevations (see Figure 7.6). Such a

dataset not only serves purposes for beach monitoring, lifeguard support, and validating

rip forecast models, e.g. Dusek and Seim’s model [65], but can also be utilized to

train models capable of detecting rips observed from lower elevations. Models that

are trained on datasets with multiple vantage points can be employed for rip current

detection on lower elevation platforms such as web cameras and smartphones.

7.5 Field Testing

We collected data and conducted extensive field tests of our system on six public

beaches in California. Our field tests were meant to validate the suitability of

RipScout for automated data collection. Each field test consisted of multiple drone

flights, all of which were performed by a licensed drone pilot certified by the Federal

Aviation Administration (FAA). We obtained permits from federal and state authorities,

including the California State Park System and the Monterey Bay Marine Sanctuary, to

ensure compliance with all relevant regulations. Over a period of 18 months, from

January 2022 to June 2023, we performed a total of 36 drone flight missions to collect

training data and test our system in real-world conditions. All flights were conducted

in strict adherence to FAA rules and guidance [73]. Our field test received approval

from the Office of Research Compliance Administration at the University of California,

Santa Cruz, as an exempt Human Ethics Study and was conducted in accordance with
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the approved guidelines.

Figure 7.6 illustrates a typical data collection scenario when using the system in

the field. The drone flies from Point A to Point B following a predefined flight plan.

During the flight, the ML model runs on the mobile device connected to the controller

and processes the live video feed from the drone camera. If a rip current is detected,

the drone automatically stops and performs a data collection activity, such as recording

a video clip for 30 seconds at several altitudes or flying in a circle to capture the rip

from multiple angles. When at least one rip current is present, the app is instructed to

send control information to the drone to capture a high-quality 4K video of a predefined

length and save it on the onboard microSD card. The quality of this recorded video is

much higher than the quality of the live feed used for realtime ML processing, as it

is intended for further analysis, research, and archival purposes. The location of the

rip current is shown on the app’s preview screen using bounding boxes. Once the data

capture is completed, the drone returns to its original flight plan. The drone pilot always

has full control over the drone and can manually override such programmed behavior

at any time.

For four of our field tests, we explicitly compared the performance of our ML-

assisted system with the performance of drone pilots on an unaugmented drone. A total

of ten drone pilots, who are not experts in rip current detection, participated in these

comparison trials. The 10 participants were recruited by snowball sampling through

our network in academia, and informed consent was obtained from them. The field
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tests were performed at a state beach in California where sediment rip currents are

prevalent to provide enough data samples for comparison. In each case, days and times

were decided based on weather, tidal, and wave conditions in which rip currents were

likely to be present. Before the field trips, participants were provided with tutorials on

how to detect rip currents. The drone’s flight path was preprogrammed to fly through

a set of waypoints at a predefined altitude overlooking the shoreline. At the beginning

of each field test, an initial flight pass was performed to collect an overview of the

location for future review by rip current experts. The next round of flight followed

the same path while running RipScout. Guided by the ML, every time a rip current

was detected, the drone stopped and recorded a high-resolution video. In subsequent

rounds, participants flew the drone manually through the same trajectory, and every

time they visually determined the presence of a rip current, they manually triggered

recording a high-resolution video. RipScout and participants were compared in terms

of accuracy in locating rip currents, as well as the rate at which data samples could be

collected.

7.6 Evaluation

We analyze two critical aspects of our system. First, we compare the accuracy,

processing speed, and resource utilization of three ML models for rip current detection.

Second, we compare the efficiency of our system for collecting rip current data via a

series of field tests using drones with and without ML support.
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Figure 7.7: Here are some examples of realtime automatic detections of two types of
rip currents using RipScout: sediment rips (top row) and channel rips (bottom row). As
shown in the top-left image, RipScout can detect multiple rip currents in a single frame.
The two images in the bottom row demonstrate that RipScout can detect rip currents
from both side and top views.
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7.6.1 ML Model Performance

Table 7.1: Comparison of detection accuracy, model size, and processing speed of three
ML models when trained on a single class: either channel rip or sediment rip.

ML Model SSD-MobileNetV2 YOLOv8m EfficientDet D2

Accuracy (Channel rip) 82.1% 87.3% 94.8%

Accuracy (Sediment rip) 76.06% 92.6% 92.9%

Saved weight of ML model

(Megabytes)

4.5 49.6 7.0

Training time (Channel rip) 10 hours 4 hours 5 hours

Training time (Sediment rip) 9 hours 3.5 hours 5 hours

Processing speed in frame per

second

33 25 17

We analyze the detection accuracy of the three models when tasked with detecting

one class of object only (either channel rips or sediment rips) in Table 7.1. We also

analyzed the impact on detection accuracy when the three models are tasked with

detecting rips from one of two classes in Table 7.2. For all comparisons, models

were trained on a desktop with a GPU, and tested on CPU-based implementation

running on an iPhone 12 Pro. Conversion of an implementation using a GPU to a CPU

implementation to run on a smartphone involves conversion to a FlatBuffer format [94].

All the detection accuracy figures are based on our implementation of the three ML

models. Training and testing were done on the same dataset described in the Datasets

Section.
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Table 7.2: Comparison of detection accuracy, model size, and processing speed of three
ML models when trained to detect and distinguish between two classes: either channel
rip or sediment rip.

ML Model SSD-MobileNetV2 YOLOv8m EfficientDet D2

Average Accuracy 78.45% 88.3% 93.1%

Accuracy (Channel rip) 80.83% 84.8% 93.6%

Accuracy (Sediment rip) 76.06% 91.8% 92.6%

Saved weight of ML model

(Megabytes)

4.5 49.6 7.0

Training time 14 hours 5 hours 8 hours

Processing speed in frame per

second

33 25 17

We were not able to exactly replicate the detection accuracy for SSD-MobileNetV2

as reported by Rampal et al. [199], likely due to the conversion to CPU implementation

and differences in dataset (no code or data were shared). Likewise, the detection

accuracy for Dumitriu et al. [64] are different as they used YOLOv8 for segmentation

while we used it for detection. Additionally, a different accuracy metric was used.

Among the five variations of YOLOv8, we selected YOLOv8m based on the benchmark

performed by Dumitriu et al. [64]. There are eight variants of EfficientDet to select

from, starting with EfficientDet D0 with expected input size 512 × 512 to EfficientDet

D7 with expected input size 1536 × 1536. We selected EfficientDet D2 as it takes

768 × 768 as input, the closest to the 1280 × 720 resolution video transmitted from the

drone while providing realtime processing speed.
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Looking at Table 7.1, we see that EfficientDet D2 has the highest detection accuracy

for detecting channel rips (when trained with channel rip dataset). EfficientDet D2 also

narrowly edged out YOLOv8m in detecting sediment rips (when trained with sediment

rip dataset). Note that model sizes are all reasonably small to run on most smartphone.

EfficientDet D2 runs approximately about half as fast as SSD-MobileNetV2, but is still

acceptable for realtime detection when every other frame from the drone is dropped.

As expected, all three methods incurred a slight drop in detection accuracy when a

second class of objects was added (see Table 7.2). This can be seen when comparing the

detection accuracy for channel rips amongst the three models in Tables 7.1 and 7.2. The

same is true for sediment rips. The only exception is SSD-MobileNetV2 for sediment

rips where accuracy remains unchanged. Since each of the three different models were

presented with an equal number of test cases for channel and sediment rips, the average

accuracy is the simple average of the detection accuracy for each type of rip. The top

performer in terms of accuracy EfficientDet D2. Its model size and processing speed

are within the requirements for a lightweight mobile app and realtime processing.

Training times are included for completeness. Training was performed using

TensorFlow on a desktop machine equipped with an Intel Core(TM) i7 2.60 GHz

microprocessor, 16 Gigabyte main memory, and an Nvidia RTX 2070 GPU with 8

Gigabyte video memory. After completing the training, we converted the models into

the optimized FlatBuffer format for integration into both iOS and Android apps.

Figure 7.7 showcases the realtime detection of the two types of rip currents by
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RipScout fitted with an EfficientDet D2 detector. Sediment rips are highlighted in cyan

bounding boxes while channel rips are highlighted in green bounding boxes. RipScout

can detect multiple rip currents in a single frame, as illustrated by the presence of

multiple bounding boxes.

The tables present the accuracy of rip current detection on the test dataset and

ground truth published by de Silva et al. [53], along with additional video clips

containing sediment rips that we collected using the drone. Accuracy is calculated

using the same method as de Silva et al. [53], where:

accuracy = correct_labels

total_frames

Frames were considered classified as correct if the detected bounding boxes had

an Intersection over Union (IoU) score versus ground truth bounding boxes above 0.3.

IoU is calculated as:

IoU = area_of_intersection

area_of_union

Apart from evaluating the accuracy of each model, we also assessed their memory

storage requirements and average processing time per frame.

Our findings indicate that all three models are suitable for realtime processing and

have memory requirements close to the average iOS size of 35MB.

139



Table 7.3: Field test comparison of rip current detection efficiency using drones with
(RipScout) vs without (human only) the aid of ML.

Field Test
Average Time to Capture

Each Rip Current (Seconds)

Data Collection Speed

Improved (Times faster)

Human User RipScout

1 118.50 29.60 4.00

2 148.17 34.00 4.36

3 102.71 32.00 3.21

4 179.60 42.00 4.28

Overall 137.24 34.40 3.99

7.6.2 Efficiency of RipScout

In this section, we compare the efficiency of data collection using RipScout fitted

with EfficientDet D2 to traditional data collection involving human participants without

ML assistance. Our comparison is based on several field tests, each involving multiple

drone flights as described in the Field Testing Section. We only considered data from

a field test if there were more than one rip current present at that time. Table 7.3

presents a summary and comparison of the average time required to capture each rip

current by RipScout and human participants. Our results show that RipScout had a

significantly lower average time of 34.40 seconds to capture a rip current compared to

137.24 seconds for human participants. Additionally, the overall flight time required

by human participants was approximately four times greater than that of RipScout.
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This finding indicates that the use of RipScout can provide more coverage and/or

extended monitoring. This is noteworthy given that the flight time of each battery

is approximately 15-25 minutes depending on weather conditions and operational use

(e.g. whether recording or not).

While our field tests utilized the EfficientDet D2 model, one could also replace

it with other models such as those presented in Table 7.1 and 7.2. We would expect

similar efficiency gains of ML assisted detection and collection versus humans only,

with the corresponding reduction in detection accuracy, or an improvement if a better

lightweight model becomes available in the future.

In addition to comparing RipScout with non-expert human participants, we also

evaluated our system and collected feedback from an experienced lifeguard. Lifeguards

are much more experienced in detecting rip currents than our other participants. The

detection performance of lifeguards averaged 34.2 seconds per rip, on par with that of

RipScout. In terms of accuracy, RipScout was also able to detect all the rips that the

lifeguard expert found. Although we only have one expert validation point at this time,

the accuracy result was reassuring that RipScout performed satisfactorily.

7.6.3 Accuracy in the Field Tests

The accuracy metric presented in Tables 7.1 and 7.2 ignores false positives (rips

that are not present but flagged as present) and false negatives (rips that are present but

not detected). We looked for false positives and false negatives on the videos from the

141



field trip with the help of a rip current expert. In our analysis, we found that human

participants had a 31% false positive rate, whereas RipScout has a 17% false positive

rate. On the other hand, there were no general instances of false negatives for both

human participants and RipScout. For the human participants, we believe the nature

of the task (i.e., asking them to look for rip currents) led them to be more cautious

and erred on flagging something as a rip when it is not. Hence, false negative rate

was negligible. For RipScout, indeed there are frames where a rip was present but was

not detected. However, at our sampling rate of 30fps, the same rip would always be

detected in other frames, but necessarily all the frames. Hence, we marked the rip as

being detected, leading to no false negative detection of the rip.

For the purpose of using RipScout for automated data collection, we considered

the 17% false positive rate acceptable since we want to gather as much data as possible

during each drone flight. The collected data can later be cleaned up using human experts

(e.g. relabel the 17% false positive detections) or with a higher accuracy and more

compute intensive two-stage ML model.

Moreover, we can further reduce the false positive and false negative rate by

employing common ML model optimization techniques such as data augmentation,

increasing the amount and quality of training data, and tuning the model’s parameters.

These techniques are widely used in the field of ML to improve a deep learning models’

accuracy continuously [93].
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7.7 Conclusion

In summary, RipScout is a system for rip current data collection, which integrates

ML rip current detection into the flight control process. The ML system is carefully

designed to work well under limited computational constraints, and we show that rip

current detection accuracy of EfficientDet D2 is almost 5% better than its closest rival.

Actual field tests show that this system is effective, allowing data to be collected almost

four times faster than without RipScout, alleviating the need for domain experts to be

present with the drone operator. Furthermore, with further validation, RipScout can be

used to improve beach safety by providing rapid and wide coverage of beach monitoring

for rips, helping to reduce fatigue of lifeguarding operations, especially in communities

where they are understaffed.

RipScout highlights the locations of rips with bounding boxes. This not only helps

users identify rip currents quickly, but it also serves as an effective tool for learning. We

observed that after using the system, users improved their rip current detection skills

even without the assistance of the ML model. This suggests that the system can serve

as a training tool for beachgoers to learn how to spot rip currents and improve their

overall beach safety awareness.

During our field tests, we observed that RipScout can readily detect rip currents

in bright daylight where it is difficult for the human eyes to spot rip currents due to

insufficient brightness and the small display of mobile devices. This helps make data

collection less error prone. However, in poor lighting conditions including dense fog
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or extreme glare in the video stream from the drone, the ML detection model will have

difficulty finding rips. We plan to improve RipScout by augmenting our training data

with additional data obtained in such conditions, as well as using generative AI to add

these effects on our existing training data. Likewise, any ML detection model can only

recognize rips that they were trained on. We plan to collect training data of rip currents

with other types of visual signatures to further enhance RipScout.

While our focus has been on rip currents, we believe the proposed system

architecture generalizes to other applications which require drone search over large

areas to locate specific conditions and then collect image-based data. Examples might

include biodiversity monitoring or search and rescue operations.

To encourage the use of this system for rip current data collection and other

applications, the software code and all specifications are available as an open-

source project at https://sites.google.com/ucsc.edu/ripscout/codes. To encourage

research on rip currents using visual data, our datasets, including the new dataset

of 2555 frames of sediment rip currents, are also available in the repository

https://sites.google.com/ucsc.edu/ripscout/dataset.
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Chapter 8

Automated Data Collection from

Network Cameras using ML

8.1 Introduction

Webcams are prevalent in today’s world, commonly used to monitor traffic, prevent

crime, and observe public activities. Businesses like Surfline have capitalized on the

extensive deployment of webcams, building services around real-time video feeds for

surfers and beach-goers. Scientists can also harness the power of webcams for various

research purposes. In coastal science, numerous coastal webcams are available that

can be used to monitor changes in the shoreline, detect beach hazards, and study

coastal erosion. This integration of webcams into scientific research ties directly into

the broader context of data collection in my work. By utilizing existing webcam
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infrastructure, valuable scientific data can be gathered efficiently and continuously.

This approach demonstrates how readily available technologies can be repurposed to

collect significant scientific data, much like how citizen scientists contribute through

their observations and recordings. It highlights the potential for random coastal cams

to provide useful data for scientific research, thus expanding the toolkit available for

data collection and analysis in coastal science.

As introduced in the previous chapters, by leveraging network cameras installed

along coastlines, it is possible to continuously monitor beach conditions and

automatically identify rip currents in real time, thereby enhancing the efficiency and

accuracy of rip current detection. This approach not only facilitates the collection of

valuable data for further research and analysis but can also extend to other applications

such as shoreline monitoring using segmentation methods and beach crowd level

monitoring through people detection.

This work focuses on the development of a real-time rip current detection system

using network cameras. The system integrates advanced computer vision techniques

and ML models to analyze live video feeds and identify rip currents as they form.

Additionally, the automated data collection capability of the system allows for the

continuous accumulation of visual and environmental data, which can be used to

improve the detection algorithms and enhance our understanding of rip current

dynamics.

By implementing this real-time detection system, we aim to develop a robust and
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Figure 8.1: The camera is deployed at the Walton Lighthouse near Seabright State
Beach and Twin Lakes State Beach in Santa Cruz, CA, USA.

scalable solution that can be deployed across various coastal regions, significantly

contributing to public safety and beach management efforts. This chapter details the

technical specifications of an instance of such network camera installation and ML

application deployment.

8.2 System Design and Implementation

The selected location for deploying the network camera is the top of the Walton

Lighthouse in Santa Cruz, CA, USA. This location was chosen due to its elevated

vantage point, which provides a clear view of large areas on two different beaches,

Seabright State Beach and Twin Lakes State Beach (Figure 8.1), facilitating effective

rip current monitoring, detection, and data collection. However, there are challenges

associated with deploying the camera at this site, including the lack of power and
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Figure 8.2: System Design and Implementation of the camera at Walton Lighthouse.

internet connectivity. The camera is part of WebCOOS, or the Webcam Coastal

Observation System, a project implemented by SECOORA (Southeast Coastal Ocean

Observing Regional Association) and funded by NOAA, aimed at developing a network

of low-cost webcams for coastal observation to provide valuable data for scientific

analysis, public safety, and resource management. The project focuses on standardizing

data processing methodologies to make webcam data actionable for stakeholders and

plans to expand these methodologies nationwide, enhancing the overall capability for

coastal monitoring and management in the US.

The design of the system encompasses both hardware and software components

(Figure 8.2). For the implementation of this system, we made various design choices

based on the location and setup of the deployment, budget, logistics, and availability

of equipment. In this section, we discuss the design choices specific to this instance,

providing knowledge that can be useful for reproducibility and any future deployments
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in different locations. A list of materials used in the system is provided in Table 8.1.

The key components of the system are explained below.

Table 8.1: Materials and Specifications for the System.

Materials Specifications

Generic Outdoor Camera PTZ (Pan, Tilt, and optical Zoom) features

Waterproof

WiFi connectivity

RTSP network protocol support

Solar panels 2 X 100W Monocrystalline Solar Panels

MPPT (Maximum Power Point Tracker) controller with

Bluetooth connectivity

Battery pack LiFePO4 Battery 12V 100AH Lithium Battery

Built-in 100A BMS (Battery Management System)

Waterproof battery box

Parabolic Antenna Kit Support for 2.4GHz WiFi signal

20-23 dBi of gain

WiFi router WiFi router with port for external antenna connectivity

Mini PC for streaming Dimensions: 4.9 x 4.4 x 1.6 inches

CPU: AMD Ryzen 5 2.10 GHz

Main memory: 16 GB

Cables and connectors Various power cables and connectors as needed

Various network cables and connectors as needed
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Camera: A camera equipped with pan, tilt, and zoom (PTZ) capabilities collects

input data as a video stream of sufficient quality for ML processing. Since the camera is

deployed outdoors near the ocean, the selected model is designed to withstand adverse

weather conditions such as rain and storms. The camera features both wired (RJ45

interface) and WiFi wireless network connectivity. WiFi connectivity was selected

due to the lack of wired network connectivity in the lighthouse. In locations with

wired internet, a wired network connection can be used without changing any other

component of the overall system. The camera has a 5-megapixel image sensor and 30x

optical zoom capabilities. The PTZ capability enables coverage of a large area for rip

current data collection. To cover a large area, the camera is programmed to alternate

between two viewpoints, covering Seabright State Beach and Twin Lakes State Beach

for a predefined period. As an alternative to the WiFi wireless network camera, a

wireless 4G/5G cellular PTZ camera can be used. Another more recent alternative

is using a satellite internet service connected to the camera.

Power: As there is no electric power source available in the lighthouse, we installed

a power system utilizing two 100-watt solar panels and a 100Ah battery pack. The

choice of two 100-watt solar panels is based on the power consumption of the camera

and the assumption that the system needs to operate continuously, even during periods

of low sunlight. The camera typically draws about 20 watts during regular operation

and up to 35 watts during physical panning or optical zooming. With an average daily

runtime of 12 hours, the system requires approximately 300 watt-hours per day. The
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100Ah battery provides 1,200 watt-hours of stored energy, which, coupled with the

solar panels, ensures that the system can continue to operate for up to three days without

significant sunlight. To save power, the camera is programmed to operate only during

the daytime and turn off at night. A programmable WiFi switch is used for that purpose.

For implementing a similar system at sites with readily available power, this component

is not necessary.

Long-range Directional Antenna: As there is no wired internet connectivity in

the lighthouse and no preexisting WiFi network coverage, a long-range directional

parabolic antenna is used to provide a WiFi signal to the network camera, facilitating

the required bandwidth for the real-time transmission of the video stream. The antenna

is installed on a rooftop building in the most feasible location with wired network

connectivity on the shore, approximately 1,000 feet away from the lighthouse. This

component is not necessary for implementing a similar system at sites with readily

available power.

Local Streaming Server: A low-powered mini PC serves as a local streaming server

near the location. This server transmits the live video stream to the WebCOOS server. It

is installed in the same building as the long-range directional antenna and connected to

the same network. The server configuration includes an AMD Ryzen 5 2.10 GHz CPU

and 16 GB of main memory. As this server is a low-powered, GPU-less, small form

factor device, it is dedicated solely to streaming. No edge computing or ML processing
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is performed here due to limited computational resources.

ML Processing Server: A remote computer with a GPU, capable of processing the

video stream and running the ML algorithms in real time, receives the videos from

the streaming server. One or more large ML models run on this server. The server

specifications include an Intel Core i9 3.2 GHz CPU, 32 GB of main memory, and a

Nvidia GeForce RTX 3080 GPU with 10 GB of memory, capable of processing each

frame of the video stream with a large ML model in approximately 18 ms. This server

performs tasks of automated data collection, data labeling, and reducing label noise.

ML models: Currently, two advanced object detection ML models—YOLOv8x

[119] and RT-DETR [169]—are deployed within the system. These models are

implemented using Python scripts and have been optimized for real-time performance.

They are trained to detect both bathymetry rip currents and transient rip currents.

The initial training dataset was compiled using the RipScout system described in

the previous chapter and subsequently augmented with data collected directly via the

network camera.

Website: A public-facing website has been developed to display the processed video

feed, enhanced with visualizations derived from the ML outputs (Figure 8.3). These

include bounding boxes that identify detected rip currents and segmentation masks that

delineate the shoreline, offering an intuitive interface for stakeholders to monitor and

analyze coastal conditions.
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Figure 8.3: Automated rip current data collection and shoreline segmentation from
wireless network camera.

8.3 Future Improvements

Future improvements could involve deploying low-powered, single-board

computers with integrated GPUs, such as the NVIDIA Jetson Nano, at the camera site

to process data locally using edge computing. This advancement would eliminate the

need for a remote GPU server and enable on-site ML processing.

To enhance the overall quality of data collection and processing, future

improvements should focus on methods that ensure the scientific value of the data. This

underscores the importance of robust data processing techniques and methodological

rigor in scientific data collection.
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Chapter 9

Conclusion

Even though data is an essential component in scientific research and various

applications, efficiently collecting high-quality data is challenging. In my dissertation,

I explore strategies to improve the efficiency of the data collection process and

enhance the quality of the gathered data from a novel perspective with a focus on

visual data. This work is driven by my hypothesis that integrating citizen science

with mobile technology and ML contributes to a significant advancement in the data

collection process. Toward this goal, I have designed and implemented a few innovative

platforms and tools, such as SmartCS, RipFinder, and RipScout, which empower

the general public (including students) to participate in scientific data collection and

analysis actively. I developed these tools to address the challenges of data collection

efficiency and quality highlighted in the two key research questions (Chapter 1).

By guiding and supporting the non-experts through the combined power of ML and
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citizen science in the data collection process, the contribution of this work significantly

enhances the overall data collection processes. Furthermore, the tools I created work

towards maintaining data quality at the collection stage rather than relying on post-

processing for corrections and filtering. This approach improves the effectiveness of

data-dependent scientific investigations. It contributes to a better understanding and

appreciation of science among the general public, advancing the state of the art in

modern data collection processes.

9.1 Summary of Contributions

SmartCS Platform: The SmartCS platform is a user-friendly tool that enables the

creation of ML-powered computer vision mobile apps for citizen science applications

without requiring programming knowledge. By providing pre-built features and

templates within a single framework, SmartCS facilitates rapid prototyping and

deployment of mobile apps with ML guidance that can operate without internet

connectivity. I validated the platform’s effectiveness through a few user studies that

demonstrated its usability and the quality of data collected by non-experts. This work

highlights the potential of SmartCS to revolutionize citizen science by making advanced

smartphone apps with ML capabilities accessible to a broader audience, enabling them

to contribute with high-quality data.
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Engaging High School Students in Research: Integrating ML within citizen science

tools has proven effective for engaging high school students in meaningful research

activities, as demonstrated in Chapter 5. Using a codeless platform like SmartCS,

students can develop ML-powered mobile applications that contribute to real-world

research projects. Chapter 5 investigates the educational benefits of this approach

through the four research questions. The apps developed by the students illustrate my

approach’s positive and transformative impact on the students’ learning experiences

and their interest in STEM careers. As high school students were selected as a

representative group of the general public, many lessons learned from this investigation

also apply to them.

RipFinder - Real Time Rip Current Detection: The development of RipFinder, a

smartphone app for real-time rip current detection, is an excellent example of using

an ML-powered app for public safety issues. The main idea behind the app is to use

multiple client-side and server-side ML models to detect the rip current with higher

accuracy and collect data, even in remote locations without internet connectivity. The

app’s capability to detect rip currents in real time demonstrates the application of ML-

powered mobile apps for impactful use cases such as public safety while contributing

valuable data for scientific research.

RipScout - Real Time Data Collection using UAS: I present the design and

implementation of RipScout, a real-time rip current detection and automated data
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collection system using drones or UAS. The details of system architecture, the selection

of ML models, and the various challenges faced during the deployment of this system

are discussed based on some field test results and benchmarks. The RipScout system

shows the potential to integrate ML with drones in practical, real-world applications

such as environmental monitoring, providing valuable insights and data previously

challenging to obtain. It also showcases the usefulness of ML guidance with UAS

for collecting specialized field data by non-experts.

Automated Data Collection Using Network Cameras: I discuss implementing and

deploying a system for real-time rip current detection and automated data collection

using network cameras deployed in a remote location. The details of the design

choices and technical aspects of installing and maintaining such a system, including the

advancements achieved through the integration of ML, challenges posed by the remote

environment, and the need for reliable data transmission and processing, are examined

in Chapter 8. The goal is to investigate the methods and techniques that can be used

to successfully deploy a system for applications similar to a rip current detection and

automated data collection system from an engineering perspective.

9.2 Future Work

Based on the lesson learned from this work, several future directions and next steps

can be taken, including expanding the scope and addressing the identified limitations
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presented in the previous chapters.

Even though the SmartCS platform works well for the codeless creation of

smartphone apps with ML, the features and customization options of the platform can

be improved to make it better and allow the development of a broader range of citizen

science applications. One such potential expansion of features can be enabling the

support for integrating ML models for tasks such as semantic and instance segmentation

and the continuous inclusion of newer ML models. Furthermore, providing additional

data visualization and analysis tools will enable users to create sophisticated and

effective apps.

The work investigating the impact of involving high school students in research

through ML-power citizen science tools can progress further to learn valuable insights

about the efficacy of this learning approach. Understanding how these experiences

influence students’ academic and career paths can help develop, improve, and expand

such programs.

The combination of modern citizen science, ML, and mobile technology presents

the opportunity to improve the data collection process to advance scientific research,

enhance public engagement, and provide meaningful learning experiences. While the

works based on this concept presented in this dissertation primarily focus on the rip

current detection application, the same methodologies and systems can be translated

and broadly applied to other areas such as environmental monitoring, biodiversity

assessment, urban planning, autonomous vehicle research, and medical applications.
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For instance, environmental monitoring can benefit from deploying citizen science

applications similar to CoastSnap or SandSnap, allowing for large-scale data collection

on coastal changes, erosion, pollution levels, etc. Biodiversity assessment can

leverage applications like iNaturalist to document and monitor species distribution

and abundance, contributing valuable data to research and conservation efforts. ML

on mobile devices can be deployed for urban planning, understanding traffic patterns,

and improving transportation systems. Autonomous vehicle research relies heavily on

data to train ML models to work in various driving conditions, which can be enhanced

through community-sourced data. Medical applications can employ these technologies

for real-time health monitoring and diagnostics.

Based on the foundation of my work, we can look forward to a future where data

collection is more effortless for the general public, enabling them to contribute to

various research projects, thereby making scientific advancement a collaborative and

inclusive endeavor accessible to all.
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