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Abstract

Reducing Variability in Subthreshold Circuits

by

Rajsaktish Sankaranarayanan

Reduced form-factor in portable electronics has made energy-efficiency the

primary target. Subthreshold operation is a technique delivering orders of magnitude

greater energy-savings compared to other techniques. However, circuits in subthreshold

are very sensitive to the impact of process variation. Utilizing subthreshold opera-

tion and leveraging energy-efficiency necessitates compensation techniques to mitigate

process variation.

The specific contributions of this thesis are: design and implementation of a

subthreshold FPGA chip using body bias as a compensation mechanism against thresh-

old voltage variation. Analysis of performance and energy of a subthreshold FPGA using

a characterization framework. Using this framework, the minimum energy point of the

subthreshold FPGA was found to be in deep subthreshold, and a performance window

of 30x with a 2x energy range was identified. A design methodology to mitigate thresh-

old voltage variation by delivering optimized and adaptive body bias in circuits with

standard cells is proposed. Using two algorithms, this methodology produces standby

energy savings of up to 21.06% on average and active energy savings of up to 18.84%

on average.
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Chapter 1

Introduction

Portable electronics has created a strong demand for energy efficient circuit

design. Mobile devices are extensively used for long periods due to their functionality

and convenience. With reduced form factor in these devices, their overall operation is

now limited by battery life. This places tight requirements on the hardware design.

Technology roadmaps of the previous decades centered on delivering increasing perfor-

mance. Future growth of electronics is dependent on the industry being able to deliver

innovative solutions keeping power and energy as the defining constraints.

Power saving techniques are often used in circuit design to save active power,

standby power or both. Some of the commonly used techniques include: supply voltage

and threshold voltage scaling [20], dynamic voltage and frequency scaling [46], multi-

threshold devices [40, 1], dynamic threshold voltage [30], gate sizing [31], clock gating

[35] and transistor reordering. Among these techniques supply voltage scaling offers

maximal savings as it reduces both dynamic and standby power. Dynamic power has
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a squared dependence, while standby power has an exponential dependence on supply

voltage. This enables voltage scaling to save power in both modes of circuit operation.

Operating a circuit using a supply voltage less than the threshold voltage is known as

Subthreshold Operation.

Designing circuits for subthreshold operation is challenging due to the reduced

operating voltages. At low voltages circuits are more sensitive to the impact of process

variation. As a result, even small variation can lead to significant change in performance,

which in turn impacts circuit energy efficiency. To continue subthreshold operation

there is a pressing need to evaluate the constituent factors in energy efficiency, identify

challenges in circuit design and develop solutions to address them.

This thesis studies the performance of circuits in subthreshold to determine

the functional components contributing to circuit energy and delay. Circuit sensitivity

to process variation is evaluated and a methodology to reduce worst-case variation in

energy and performance is proposed.

The specific contributions are:

• design and implementation of a subthreshold Field Programmable Gate Array

(FPGA) chip.

• analysis of energy, performance and block level contribution of a subthreshold

FPGA using a high level characterization framework [48].

• development of a variation model and application to benchmarks to measure the

impact of variation in subthreshold.
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• development of a methodology to mitigate variation in subthreshold [49].

The rest of this thesis is organized as follows: Chapter 2 provides background

material on subthreshold circuit operation, variability in subthreshold and FPGA de-

sign methodology. Chapter 3 presents the architecture, design and implementation of

a Single Vdd Subthreshold FPGA chip. A methodology to characterize the power and

performance of an FPGA using block level analysis is discussed in Chapter 4. Chap-

ter 5 presents sensitivity of subthreshold circuits to impact of process variation and a

methodology to mitigate variation. Conclusions and potential future work are discussed

in Chapter 6.
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Chapter 2

Background

Subthreshold operation has gained acceptance for digital and analog compu-

tation [6],[18]. In subthreshold, the relationship between various transistor parameters

is different from that of nominal supply voltage operation. This necessitates under-

standing the mechanism of subthreshold operation before moving to application specific

discussions. This chapter discusses the fundamentals of subthreshold operation, and

the major challenge in designing for subthreshold, namely, impact of process variation

on circuit performance. This is followed by an overview of Field Programmable Gate

Arrays (FPGAs), and development of FPGAs targeting subthreshold operation.

2.1 Subthreshold operation

Digital circuit operation using CMOS technology typically assumes an ideal model of

transistor switching operation. This is demonstrated by the I-V model in which tran-

sistor current flows between the drain and source terminals of the transistor when the

4



applied gate voltage (Vgs) exceeds the threshold voltage (Vth) of the transistor. In prac-

tice, the current does not abruptly stop when the applied gate voltage falls below the

threshold voltage. Instead it follows an exponential decrease [3] given by:

Isub = A · e
∆V th
ηVT · e(

Vgs − V tho− γVs + ηVds

nVT

) · (1− e
−Vds
VT ) (2.1)

where A = µ0 · Cox · W
Leff

· VT
2 · e1.8 · e

∆V th
ηVT , µ0 is the carrier mobility, Cox is the gate-

oxide capacitance, W is the transistor width, Leff is the effective channel length, η is

the Drain-Induced Barrier Lowering (DIBL) coefficient, γ is the Body effect coefficient,

Vtho is the Zero bias threshold voltage, VT is the Thermal voltage, n is the Subthreshold

swing coefficient, ∆Vth is the transistor-to-transistor threshold voltage variation, Vgs is

the voltage between gate and source terminals and Vds is the voltage between drain and

source terminals.

To obtain a first-order approximation, certain transistor effects can be ignored,

including DIBL, Vds roll-off and threshold voltage variation. Assuming transistor body

and source terminals are at the same potential and rail-to-rail output swing (Vds = Vdd),

Equation 2.1 can be approximated as

Isub = I0 · e
Vdd−Vth0

nVT (2.2)

where I0 = µ0 ·Cox ·
W

Leff
·VT

2 is the drain current when Vgs = Vth0 and is dependent on

process parameters. In the remainder of this section, all references to threshold voltage

(Vth) indicate the zero-bias threshold voltage, unless indicated otherwise.

Since Vdd is an exponential term, lowering it results in an exponential current

reduction in the subthreshold region. Figure 2.1 shows exponential dependence of drain
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Figure 2.1: Drain Source current varies exponentially with the applied voltage

current on gate voltage, in an NMOS transistor using a TSMC-180nm process.

2.1.1 Subthreshold Performance

Circuit performance is determined by a number of factors including threshold voltage,

load capacitance and supply voltage. Circuit switching is performed by the charging

and discharging of load capacitance by the transistor drain current. The drain current

of a transistor in saturation [55] is given by:

Ids:sat =
µ · Cox

2
·
W

L
· (Vgs − Vth)

2 · (1 + λ · Vds) (2.3)

where µ is the mobility of transistor majority carrier, Cox is the gate-oxide thickness, W

is the transistor width, L is the transistor length, Vgs is the voltage between gate and

6



source terminals of transistor, Vds is the voltage between drain and source terminals of

transistor, Vth is the transistor threshold voltage and λ is the transistor channel length

modulation coefficient.

In a typical inverter with NMOS and PMOS devices sized for equal rise and fall

times, the propagation delay is the average of rise and fall time transitions approximated

by:

tpd =
CL · Vdd

Ids:sat
(2.4)

where CL is the load capacitance, Vdd is the supply voltage, and Ids:sat is the satura-

tion current of transistor. The influence of some of these parameters in subthreshold is

different compared to peak voltage operation. In peak voltage operation, the switching

capacitance is dominated by the gate oxide capacitance at the load and is independent

of the applied voltage. In subthreshold, in addition to gate oxide capacitance voltage de-

pendent capacitances namely, fringe, overlap and depletion capacitances also contribute

to loading. The load capacitance is charged using the transistor leakage current given

by Equation 2.1. The propagation delay of a typical inverter in subthreshold can be

approximated as follows:

tpd =

(

Ctot · Vdd

Isub

)

(2.5)

Substituting 2.2 in 2.5 gives,

tpd =





Ctot · Vdd

I0 · exp

(

Vdd−Vth
n·VT

)



 (2.6)
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where Ctot is the total capacitance taking into account voltage dependent capacitances

and I0 is the transistor drain current when Vgs = Vth

From Equation 2.6 it can be seen, the delay is exponentially dependent on

the applied voltage. Circuits with stringent energy constraints and low performance

requirements can benefit from this, by trading performance to save energy.

Analog circuits with very low current requirements were some of the earliest

applications for subthreshold operation. MOS transistors in conjunction with bipolar

transistors were used in developing an on-chip voltage reference [64]. Since the tran-

sistors operate in weak inversion, the voltage reference is temperature independent. A

very low power quartz oscillator operating at 32 KHz and consuming 0.1 µ Watt was

implemented using transistors in weak inversion [19].

The smallest supply voltage at which a digital inverter was functional was

found to be 200 mV [50]. This supply voltage was a function of device thermal voltage

(T) and majority carrier charge (q) and expressed as 8kT/q where k = Boltzmann

constant. The performance of logic gates in subthreshold was compared using pseudo-

NMOS and CMOS implementations. Gates without PMOS transistor stacks performed

better in pseudo-NMOS implementation [22]. Digital circuits with very low performance

requirements like hearing-aid applications were able to take advantage of subthreshold

operation. A 22 KHz adaptive filter [23] was designed to operate at a supply voltage of

400 mV.

While these applications helped establish subthreshold operation as a viable

technique, the focus was on leveraging the underlying process technology to achieve

8



relaxed performance targets.

2.1.2 Total Energy Reduction

In CMOS circuits there are three sources of power consumption. The first, switching

power, is consumed by the charging and discharging of load capacitances, due to signal

transitions. The second, short-circuit power is consumed due to the current flowing

through the transistors when a path between Vdd and ground is formed momentarily

during switching. These two components are together referred to as dynamic power.

The third, static power is consumed when the circuit is in standby and not switching.

Assuming periodic input and output waveforms, the instantaneous power con-

sumption of a transistor at any time instant (t) is given by

P (t) = i(t) · Vdd (2.7)

and the energy consumed is the instantaneous power over a period of time (T) given by

E =

∫ T

0
P (t) dt. (2.8)

The average power drawn by a transistor in the time T is given by

Pavg =
E

T
(2.9)

which includes the dynamic and static components of power.

Dynamic power depends on the load capacitance (C), supply voltage (Vdd),

toggle rate of the circuit nodes (α) and frequency of operation (f) given by

Pdyn = α · C · V 2
dd · f. (2.10)

9



Assuming the circuit is operated at the maximum designed frequency (f) such that

T =
1

f
(2.11)

switching energy for one cycle of operation (α = 1) becomes

Edyn = C · V 2
dd. (2.12)

Static power on the other hand, is the product of the leakage current of the transistors,

when they are off, and the supply voltage,

Pstatic = Isub · Vdd, (2.13)

using which the leakage energy during one cycle of operation can be estimated as,

Eleak = Isub · Vdd · T. (2.14)

Using Equation 2.2 this can be rewritten as,

Eleak = I0 · e
Vdd−Vth0

nVT · Vdd · T. (2.15)

From this, an expression for the total energy, in terms of the dynamic and static energy

components can be written as,

Etotal =

(

C · V 2
dd + I0 · Vdd · e

Vdd−Vth0
nVT

)

. (2.16)

From this, it can be seen energy efficiency and total energy minimization requires a

balance between dynamic and leakage energy components.

Expressions similar to Equation 2.16 have been proposed [11], [13]. Impact of

transistor size on overall energy was analyzed and found that minimum sized devices
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were optimal to reduce energy [11]. The optimal supply voltage at which minimum

energy consumption occurs was determined to be in subthreshold [13].

Many other subthreshold applications operating at the minimum energy point,

and consuming very low energy per computation were developed. Using a Fast Fourier

Transform (FFT) processor [8] with variable bit precision, minimum energy analysis

showed that the optimal power supply voltage occured in subthreshold. This FFT pro-

cessor could operate down to 180 mV and consumed minimum energy of 155 nJ/FFT

operating at a frequency of 10 KHz using a supply voltage of 350 mV. An 8-bit subthresh-

old processor [52] operating at a target low frequency range consumed 3.5 pJ/instruction

at 350 mV and functional down to 200 mV. Using supply voltage scaling over the tar-

get frequency range, the minimum energy point occured at a target frequency of 80

KHz. Device optimization at the transistor level targeting minimum energy in sub-

threshold operation [6] was studied. Reducing junction capacitance by eliminating halo

doping, leading to lower energy consumption was considered. However, this requires

process technology development specifically targeting subthreshold operation. A scal-

ing strategy [53] for transistors capable of achieving optimal subthreshold performance

and energy was proposed. Also, this strategy improved static noise margin (SNM) of

SRAM cells. A 256 Kb SRAM with read and write functionality at 350 mV using a

modified bit-cell architecture was proposed. The write functionality was accomplished

using write-assist circuitry [42]. Standby-Vdd in subthreshold memory was optimized to

reduce leakage, by using row/column redundancy without sacrificing yield [56]. These

circuit applications helped establish subthreshold operation as a low power solution, and

11



brought attention to the major challenge in the design of subthreshold circuits, namely

impact of process variation on circuit performance and energy.

2.2 Variability in subthreshold

Circuit design for subthreshold operation is challenging due to greater sensitivity of

transistors to process variation at reduced supply voltages. Even small variation in pa-

rameters like threshold voltage, gate-oxide thickness and channel length can lead to a

large variation in circuit performance, potentially causing a timing failure. Overcoming

this requires one or more measures like design guardbanding, raising the supply voltage

or reducing operating frequency any of which will impact overall energy consumption.

So, to mitigate variation in subthreshold and retain energy efficiency, optimal compen-

sation techniques are required.

2.2.1 Mitigation using design techniques

Circuits operating at peak supply voltage are sensitive to variation in device geometry,

doping fluctuation, interconnect variation and operating temperature. At low target

frequencies, circuit operating temperatures are also low and so, do not affect overall

energy. However, threshold voltage variation caused by Random Dopant Fluctuation

(RDF) affects energy efficiency and circuit performance [14].

Since switching is done using leakage current in subthreshold, circuit perfor-

mance is susceptible to threshold voltage variation and the leakage current variation. In

addition, output signal integrity depends on the ratio of on-current (Ion) to off-current
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(Ioff ), which is affected by threshold voltage variation. Equations 2.2 and 2.6 show the

dependence of drain current and circuit delay on threshold voltage. Variation in leakage

current caused by threshold voltage variation, impacts standby power while variation

in delay impacts circuit performance.

Transistor sizing with energy constraints was used to mitigate variation [27].

It was shown upsizing at the expense of raising minimum energy and optimal supply

voltage led to improved circuit robustness. Since random dopant fluctuation affects

more or less all gates in a circuit path, having more gates in a path could have an

averaging effect on the variation. Architectural approaches to mitigate variation in

the form of deeper pipelines offering greater logic depth was evaluated [14]. Accessing

SRAM bit cell using transmission gates instead of pass transistors was employed [15].

This single-ended cell in conjunction with write assist offered good noise margins in the

presence of parametric variation.

2.2.2 Compensation using circuit techniques

Mitigating variability can also be addressed using circuit techniques which leverage

process technology features. One such technique is body-biasing, which leverages the

body-effect of an MOS-transistor. By applying a voltage to the body terminal, the

threshold voltage of the transistor can be changed. This in turn changes the switching

speed and leakage current of the transistor. The change in threshold voltage of an

NMOS transistor, for an applied bias voltage is given by 2.17 [54],

∆Vth = Vth0 + γ ·
(

√

|2φF − Vbs| −
√

|2φF |
)

(2.17)
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where Vsb is the voltage at the body terminal with respect to the source terminal,

Vth0 is the threshold voltage with no body bias, Vth is the threshold voltage in the

presence of applied body bias, φF is the Fermi potential of the bulk terminal and γ

is the body-effect coefficient. By increasing the voltage at the body terminal of an

NMOS transistor with reference to its source, the threshold voltage can be reduced,

thus making the transistor switch faster. Conversely, by reducing the body voltage, the

transistor switching is slowed and making it less leaky. Together, these techniques can

improve circuit performance by selectively speeding up gates on the critical path and

save power in unused functional blocks in circuits by making them less leaky.

However, there are limits to the benefits offered by body biasing. Reverse bias

is less effective to reduce the subthreshold leakage of short-channel devices compared to

unbiased devices [4]. Reverse bias was found to increase the band-to-band tunnelling

leakage at source-drain junctions when the applied bias exceeds an optimum value [17].

Forward bias, on the other hand, reduced die-to-die parametric variations even in the

presence of bias potential fluctuation. A combination of forward and reverse biases can

be effectively used to mitigate process variation while meeting frequency and leakage

requirements [29].

Body biasing as a compensation technique has been deployed often in circuits

operating at peak supply voltage. Its benefits at subthreshold operation have not been

widely explored. The impact of adaptive voltage scaling in mitigating variation was

compared with adaptive body biasing [52]. It was found that adaptive body biasing was

energy optimal compared to voltage scaling.
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While these circuit applications and mitigation techniques helped establish

subthreshold as a viable ultra-low power solution, they belong to either custom design

methodologies or modified standard-cell design methodologies. These methodologies

require extended design cycles involving mask-making and associated Non-Recurring

Engineering (NRE) costs. There is a pressing need to investigate subthreshold circuit

operation in methodologies beyond custom integrated circuits.

2.3 FPGA Methodology

Integrated circuit (IC) design continues to be dominated by full-custom design and

semi-custom design including Application Specific Integrated Circuits (ASICs). So, IC

design performance developed at a pace dictated by silicon foundries and their man-

ufacturing processes. With the introduction of Programmable Logic [62] in the form

of Complex Programmable Logic Devices (CPLDs) and Field Programmable Logic Ar-

rays (FPGAs), this dependency was gradually removed, thereby enabling designers to

accurately and quickly prototype their designs. By delinking the design phase from the

manufacturing process, it was possible to speed up the design cycle and reach wider ap-

plication domains. Programmable Logic gained popularity because the end-user could

configure or program the circuit in the field to achieve desired circuit functionality,

unlike custom designed silicon or ASICs. Moreover, programmable logic did not have

significant Non-Recurring Engineering (NRE) costs like lithographic mask-making as-

sociated with custom designed silicon. Some of the functionality accomplished by a
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sub-set of such masks was instead transferred to end-user in the form of configurability.

As result, the earliest adopters of this technology included domains with requirements

of in-field programmability, namely, automobiles, satellite technology, instrumentation

and industrial automation.

2.3.1 Design Flow

In an FPGA methodology, a pre-manufactured silicon fabric is made available, which

is programmed to perform a desired logic functionality. The uncommitted silicon fabric

typically consists of an array of logic blocks and interconnect blocks. By the process of

programming, also known as configuring the fabric, the circuit is ready for operation and

performs logic functionality as any other custom designed silicon. The important feature

of programmable devices is that, a different circuit functionality can be implemented on

the same silicon fabric, simply by reprogramming the device. This offers a great deal of

flexibility. This is one of the major advantages in this methodology.

In an FPGA methodology, the design process starts with design entry us-

ing a schematic-based editor or using a Hardware Description Language (HDL) based

description of the logic design information. Using manufacturer provided proprietary

Computer Aided Design (CAD) tools, a netlist description of the circuit logic functional-

ity is created from the initial description. This description usually takes into account the

number of available logic and interconnect blocks, collectively known as the resources

of the FPGA fabric. At this stage, the netlist description is an optimized version of the

user described logic. The netlist is then physically implemented on the FPGA fabric
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Figure 2.2: Figure showing typical FPGA Design Flow

using proprietary or open-source CAD tools and estimates of physical implementation

are conveyed to the user. At this stage the user can iteratively meet target functionality

and performance.

The actual process of configuring the fabric for the design application is done

by selectively programming the logic and interconnect resources. This programming

involves writing onto memory cells to realize select functionality. The scope and func-

tionality of the CAD tools at each stage of this design flow varies based on the FPGA

vendor. Figure 2.2 shows a typical FPGA design flow as discussed.

FPGAs while being very effective for rapid prototyping have some disadvan-
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tages. The uncommitted logic and interconnect resources on the fabric cannot be elim-

inated and thereby consume standby power. Previous research on reducing power con-

sumption in FPGAs has focused on: select line control to unused multiplexers [59],

body-bias to adaptively compensate process variation and reduce leakage [43], input

vector reordering [24], body-bias together with multi-Vt technology [5].

Although FPGAs offer certain advantages, there are some trade-offs that need

be to considered, when adopting an FPGA methodology. First, the FPGA fabric is

manufactured for a class of applications and so, any specific circuit application uses

a subset of available resources on the chip. The unused silicon is an area overhead,

translating to die-cost. Moreover, unused circuitry consumes standby power, which

must be factored in by the designer. Second, although FPGAs enable rapid proto-

typing, the power and performance achieved by an equivalent ASIC/Custom-silicon

implementation typically will be significantly better. Third, for FPGA applications

containing only volatile memory sub-systems, the need for reconfiguration whenever

the power supply is switched off, can quickly become an overhead.

In design applications that use only a small portion of available resources the

standby power can become a significant component of total power. This has been a

barrier for FPGAs in the ultra-low power design space. For low-volume applications

which cannot afford to produce custom silicon, yet require the flexibility of programming

and are energy constrained, an FPGA capable of operating in subthreshold voltages can

be the solution.
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2.3.2 FPGAs in Subthreshold

FPGAs capable of operating in subthreshold voltages combine the benefits of rapid

prototyping with energy savings orders of magnitude greater than FPGAs operating at

normal supply voltages.

The building blocks of FPGAs typically include configurable logic blocks and

configurable interconnect. These blocks employ circuit topologies like pass-transistors,

flip-flops, multiplexers and Static Random Access Memory (SRAM). Operating these

circuits at subthreshold requires design techniques different from that of normal supply

voltages.

Previous research on subthreshold FPGAs has leveraged the use of clustered

logic block elements [51, 21]. Architecturally, clustered logic blocks enable reduced

consumption of interconnect resources. Typically, in FPGAs, the circuit paths of logic

blocks is longer than that of the routing resources. With clustered logic blocks, the

delay through such paths is increased and as a result the active energy consumption

could be higher. A subthreshold FPGA using a 6-transistor interruptible-latch instead

of conventional 6-transistor SRAM cells was designed [21]. However, in this latch,

the cross coupled feedback is delivered back through a pass transistor topology. The

threshold voltage drop and sneak current path typically occurring in pass transistor

topologies could compromise the integrity of the stored data in the latch. A subthreshold

FPGA with two separate supply voltages, one for logic and another for the configuration

memory was designed [51]. Having additional supply rails leads to implementation
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complexity. Although high clustering reduces the interconnect latency, the logic path

becomes longer.

While these implementations brought focus to subthreshold FPGAs, they did

not have compensation mechanisms to mitigate impact of process variation on circuit

performance.
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Chapter 3

Subthreshold FPGA Design and

Implementation

One of the contributions of this thesis is the design of a subthreshold FPGA

core with body bias voltage assignment to compensate against process variation. Design

of a new FPGA core is a custom design process integrating architectural specification,

block and sub-system design, design automation and configuration bit-stream. This

chapter presents the architecture, design and implementation of a single Vdd subthresh-

old FPGA chip. The design automation methodology required to implement and verify

the design, and Printed Circuit Board (PCB) design to test the chip are also discussed.

3.1 Architecture

Over the years several FPGA architectures have been developed. The notable ones

include include row-based architecture [9], sea-of-gates architecture [10], hierarchical
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architecture [66] and island style architecture [63]. Of these, this work adopts the island

style architecture considering the availability of supporting sotware tools in the public

domain.

3.1.1 Island Style Architecture

Architecturally an FPGA consists of an array of configurable logic interspersed with

routing resources and one or more high-speed transceivers. In the island-style archi-

tecture the logic blocks are surrounded by switch blocks and connection blocks, which

are together referred to as routing resources. Although most modern FPGAs include

transceiver circuit modules, to enable high speed data transfer to and from the FPGA,

the scope of this research is limited to the core programmable fabric. Figure 3.1 shows

a conceptual figure of a FPGA conforming to the Island-Style Architecture.

3.1.2 Architectural Exploration

In developing a new FPGA fabric, architectural considerations that can impact power

and performance need to evaluated early in the design phase. This typically includes

the capacity of logic blocks and routing resources. While the properties of the in-

dividual blocks can be estimated early in the design phase of the new fabric, their

interconnected performance can be estimated only by the use of tools designed specif-

ically for such architectural exploration. This work uses FlowMap [26], T-VPack and

VPR [16], which collectively enable FPGA architecture exploration. Using VPR, the

performance of architectures with novel logic block and switching topologies can be es-
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Figure 3.1: Island-Style architecture containing an array of configurable logic blocks
surrounded by interconnect

timated. Functionally, there are two inputs to this methodology. First, a description of

the proposed FPGA architecture specifying the capacities of the logic blocks, switching

boxes and routing channels. The other input being, a netlist description of standardized

benchmark circuit applications. The output from VPR is a description of the placed

and routed netlist of that circuit application on the proposed FPGA architecture. The

resulting routing description needs to be implemented using actual transistor models

for functional simulation. Simulation of such a transistor level model of the routing

description yields the functionality of the original circuit application.
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Figure 3.2: Architectural exploration of new FPGA architecture using Versatile Place
and Route

3.1.3 Specifications

3.1.4 Programmable Logic

The granularity and size of the programmable logic and interconnect play an important

role in the performance and area of the FPGA fabric. Programmable logic typically

consists of Look-Up Tables (LUT) which can be used to implement Boolean functions.

These logic blocks can also be clustered together to map complex Boolean functions.

Clustering of logic blocks can lead to savings in routing area [28]. Logic blocks contain-

ing 4-input LUTs were found to be optimal for area and for performance. To tape-out
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this subthreshold FPGA, silicon die-area was a key constraint, leading to design de-

cision of clustered logic block architecture. Each cluster contained 4 logic slices, each

implemented using a 4-input LUT. Figure 3.3 shows a representative 4-input Look Up

Table based logic block.

Logic 

Slice

Logic 

Slice

Logic 

Slice
Logic 

Slice

4-input

Look Up Table

Flip- op

Inputs
Output

Clock

MUX

Figure 3.3: A representative logic block containing 4-input Look Up Table constitutes
a logic slice

3.1.5 Programmable Interconnect

Programmable Interconnect consists of routing tracks or channels and switch blocks,

both of which are programmable. The channels run in both axes along the length and
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breadth of the fabric. At the intersection of any two channel segments, a switch block

serves to perform directional routing. The sizes of channel segments and that of the

switch blocks must match. The ability to route any circuit application on an FPGA

fabric is collectively determined by the available tracks in a channel and the flexibility

of the switch blocks. Channel segments with 12-tracks and switch blocks with flexibility

of 3 were found to provide sufficient routability. We chose channels with 12 tracks and

switch blocks with a flexibility of 3 for our programmable interconnect. Figure 3.4 shows

a representative connection block and switch block respectively

3.2 Block Designs

3.2.1 Process Technology

This chip was designed using an IBM CMRF8SF [36] 120 nanometer process technology

and fabricated at Metal Oxide Semiconductor Implementation Service (MOSIS) using

the MOSIS Educational Program (MEP) [38] initiative. Some of the key features avail-

able in this process node include bulk CMOS with triple-well FETs, 8 metal layers,

core transistors operating at 1.2V and I/O transistors operating at 3.3V. The nominal

threshold voltage of the NFETs and PFETs are respectively 0.350V and -0.350V.

3.2.2 Body biasing

The biggest challenge in designing circuits for subthreshold operation is the impact

of process variation. To mitigate and compensate against process variation, this de-
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sign methodology uses body-bias technique. This is implemented by designing circuit

topologies using triple-wells and hierarchically connecting them together to form a bias

net.

3.2.3 Cell Library Design

The programmable logic and interconnect in this FPGA consists of a set of basic cir-

cuit topoplogies reused across different functional blocks. To implement this FPGA

architecture a cell library was developed consisting of multiplexers, transmission gates,

tri-state buffers, inverters and flip-flops designed to work at subthreshold voltages.

Multiplexers, tri-state buffers and inverters were designed for rail-to-rail op-

eration. Transmission gates were used instead of pass transistor gates, which cannot

function at subthreshold voltages. Master-slave latches containing transmission gates

were used for flip-flops to enable subthreshold operation. Each cell of this library was

verified by extensive transistor level simulation at subthreshold voltages.

3.2.4 Logic Block

The programmable logic consists of configurable logic blocks, made up of a cluster of

logic slices. Each of these logic slices is identical in function and capacity. The logic

slices are implemented using a Look Up Table (LUT), flip-flop and multiplexer. Using

a 4-input LUT any Boolean function with upto 4 variables can be mapped. The flip-

flop is optional and can be configured to register the output of LUT. The multiplexer

can be configured to select between the output of LUT or flip-flop. Figure 3.3 shows a
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representative logic block built using 4 logic slices, with each slice implemented using a

4-input Look Up Table.

3.2.5 Connection Block

The connection block serves to interconnect any logic block with other logic blocks and

with the primary inputs and outputs of the circuit. The connection blocks consist of

tri-state buffers and multiplexers. The tri-state buffers can be configured to connect the

outputs of logic blocks on select routing tracks. The multiplexers can be configured to

connect select routing track to the inputs of logic blocks. Figure 3.4 shows a connection

block which can connect the output of logic blocks to routing tracks and routing tracks

to logic block inputs.

3.2.6 Switch Block

The switch block consists of a matrix of programmable switches. Switch blocks serve to

connect connection blocks and to provide directional routing. Each track in a channel

requires a programmable switch to connect onto a track in another channel. The pro-

grammable switch consists of a group of 6 transmission gates wired together to provide

a switching flexibility of 3. A switch flexibility of 3 means a track entering a switch

block from the north direction can be configured to connect to a track in west, south

or east directions. Figure 3.4 shows a switch block with 3 representative switches, each

with a switching flexibility of 3 directions.
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3.2.7 Programmable Tile

As part of a hierarchical design process, a programmable tile consisting of logic and

interconnect blocks was designed to enable implementation of the full FPGA fabric

through simple replication of the tile. This tile consists of one clustered logic block

abutting a connection block in the vertical orientation and a connection block in the

horizontal orientation with a switch block connected between these connection blocks.

This design can connect the inputs and outputs of the logic block to the routing. For an

array of programmable tiles, the routing interconnects logic blocks to other logic blocks

or to primary inputs and outputs. Figures 3.3 and 3.4 show a programmable tile and

the constituents of the tile, namely logic block, connection block and switch block.

3.2.8 Configuration SRAM

Circuit functionality in programmable logic and interconnect is enabled by configuring

the content of Static Random Access Memory (SRAM) cells. At subthreshold voltages,

six-transistor (6T) SRAM cells have issues with read-stability and write-stability. To

attain SRAM functionality, a modified architecture is used in this work. Subthreshold

SRAM operation is limited by stability factor, particularly during the read operation.

The configuration SRAMs required for the programmable tile only need be written and

not accessed for read. Unlike typical SRAM array operation involving WRITE and

READ cycles, the bits needed by the tile only have to be written. The stored content

continually is used by the programmable circuitry without having explicit READ oper-
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ations. This work uses the write-assist technique [42] but customizes the architecture

for the array-like structure in this FPGA. A write-assist PFET is shared by the SRAM

cells in each row of a tile.

In this tile-based architecture, configuration cells are assigned to logic and

interconnect blocks to program the SRAMs on a tile-basis. The logic blocks consist of

4-input LUTs, which required 16 SRAM cells to realize upto 4-variable functionality.

The clustered logic blocks consisting of 4 logic slices required 64 SRAM cells. Each

connection block required 10 SRAM cells. Each programmable switch required 6 SRAM

cells and a programmable switch block required 73 SRAM cells. The total number of

SRAM cells per tile was 192.

Figure 3.5 shows a reduced representation of the configuration cells in a pro-

grammable tile.

Bit Lines

W

o
rd

�
��
�
�

Figure 3.5: Configuration SRAMs of a programmable tile
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3.2.9 Scan Block

Scan-design is a test methodology intended to provide controllability and observability of

the registers in a circuit. By accessing the registers using this method, the combinational

logic situated away from chip inputs and outputs can be observed.

A scan-chain consists of instances of a specially designed flip-flop connected

together in series. Figure 3.6 shows a conceptual illustration of a scan flip-flop. Each

Data

Scan

Mode Select

Clock

Q

Qbar

Figure 3.6: A Scan flip-flop can operate in two modes.

flip-flop has a multiplexer driving the D-input of the flip-flop. The select line of the

multiplexer can be used to choose between scan-mode and normal-mode of operation

for the flip-flop. In the normal mode, the scan flip-flop functions as a regular D flip-flop.

When all flip-flops in a scan-chain are in the scan mode, a desired bit-pattern can be

loaded in by clocking a specific number of cycles. Subsequently, when the scan-chain is

reverted to normal mode, the clocked in bit pattern is available to perform computation.

The ability of scan-chain to make data available at registers is leveraged to

input configuration data in this FPGA architecture. The scan-chain design for this

FPGA consisted of a scan-block whose outputs drive the word-select line of the pro-

grammable tile and a scan-block whose outputs drive the bit-lines and bit-bar-lines of
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the programmable tile. Since the array of tiles are connected by abutted placement, the

word-lines of all tiles in a given row area also connected together. Each programmable

tile on the periphery of the chip abuts a scan block, whose output drives the wordline of

a given row. A similar technique is used for the bit-lines with its dedicated scan blocks.

Using these word-line and bit-line scan chains, bit sequences to configure the

content of SRAMs were clocked in. Figure 3.7 shows a conceptual illustration of a

programmable tile on the chip periphery supported by scan chains for word-lines and

bit-lines.

3.3 Design Automation

The design automation developed as part of this work consisted of a design implemen-

tation flow and a bit-configuration flow. Using these two flows, the following goals were

collectively achieved:

• Use the cell level designs to implement FPGA core fabric.

• Verify design intent against design implementation.

• Develop foundry collateral for silicon tape-out using design implementation.

• Develop bit-configuration to enable benchmark circuit synthesis on proposed FPGA.

The purpose of the design implementation flow was to implement the largest possible

FPGA fabric design given die-area constraints by leveraging the cell library. Since the

FPGA consists of an array of programmable tiles, the optimal approach was to design
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Figure 3.7: Each programmable tile on the top and left sides of the chip periphery is
supported by a scan block of the scan chain.

a single tile and replicate it, to obtain the complete FPGA core. By performing this

at two levels of design abstraction, namely netlist-level and layout-level, the first three

goals were achieved. Figure 3.8 shows the design implementation flow.

The Design Implementation flow uses the Cadence Design Framework II (DFII)

environment to design and implement the cell level designs, using the CMRF8SF 120

nanometer process technology. Using the cell library, the configurable logic block, con-
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Figure 3.8: Design Implementation flow

nection block, switch block, scan block and programmable tile were designed in the DFII

environment. ’Netlist Builder’ was a utility developed in Python language to build and

connect the array of logic and interconnect blocks along with the required scan blocks,

at the netlist level of description. ’Layout Builder’ was a utility developed in Python

to build the layout level description of the FPGA. This utility was a wrapper around a

script developed in the SKILL language available as part of the Cadence DFII environ-
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ment. This full chip layout was then checked for Design Rule Check (DRC) violations,

to prepare it for foundry delivery. Since the netlist description of the FPGA and its

laytout description were obtained using two different utilities, it is required to verify the

integrity of the implementation. This was accomplished by performing a Layout Versus

Schematic (LVS) check. Upon passing the DRC and LVS checks, the full chip layout

was delivered to MOSIS for fabrication.

To enable synthesis of circuit applications on proposed FPGA fabric and to

configure the chip, a bit stream is required. This was accomplished by developing a Bit-

Stream Configuration Flow. Figure 3.9 summarizes the Bit-Stream Configuration Flow.

This flow uses as inputs, the placed and routed description of a given benchmark from

outed 

Benchmark 

from VPR

find_Tile_Config build_Bit_Stream
Configure 

Benchmark on 

FPGA fabric

Full Chip NetlistTile Netlist

Figure 3.9: Bit Configuration flow

VPR, tile sub-circuit description at the netlist-level and full chip circuit description at

the netlist-level. The utility ’find Tile Config’ identifies the configurations required for

each tile of the fabric to achieve the functionality described in the routing description.

The utility ’build Bit Stream’ develops the bit stream taking into account the physical

locations of the different tiles by interleaving the individual tile configurations.
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3.4 Printed Circuit Board Design

A Printed Circuit Board (PCB) was designed, to mount the fabricated FPGA chip

and configure it for testing purposes. This board design was based on open-source

hardware Arduino Leonardo and customized to work with the subthreshold FPGA. The

board consists of an 8-bit microcontroller which can be programmed using the Arduino

development environment and configured through a USB interface. This microcontroller

in turn drives the programming pins of the subthreshold FPGA. The overall goal is to

program the microcontroller to output the bit-stream required to configure the FPGA

for a desired benchmark.

Figure 3.10 shows key details of the PCB design. It should be noted the actual

PCB design includes typical components like capacitors and jumpers to group power

supply pins and signal traces required for board implementation purposes and are not

discussed here.

PC / 

Laptop USB Interface OscilloscopeSubthreshold 

FPGA
Microcontroller

Power Supplies

Figure 3.10: PCB High Level Schematic
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Table 3.1: Summary of benchmark place and route on proposed FPGA fabric

Circuit Placed Routed

c17 X X

c432 X X

c1908 X ×
s344 X X

s349 X X

s382 X X

s400 X X

s444 X X

s526 X X

s953 X ×
s1196 X ×
s1423 X ×

3.5 Results

This section discusses the outcome of synthesizing select benchmark circuits on the

proposed FPGA architecture and chip testing.

3.5.1 Benchmark Synthesis

Benchmarks from the ISCAS85 collection were used to perform synthesis, place and

route on this FPGA architecture. The FPGA fabric contained 198 programmable tiles

as an array of 11 rows and 18 columns. Table 3.1 shows the summary of synthesis, place

and route on select benchmarks. In the cases where routing did not succeed, it was due

to the limit of available routing resources.
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3.5.2 Chip Details

The full chip layout as sent to foundry for fabrication is shown in Figure 3.11. For visual

clarity, only the top few metal layers are displayed. The dimensions of the chip are 4

Full chip measures FPGA core measures 

2.3 mm X 2.3 mm  

FPGA core measures 

135 m X 193 m

Figure 3.11: Full chip layout

mm x 4 mm. The dimensions of the programmable logic core are 2.3 mm x 2.5 mm.
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Each programmable tile measures 135 um x 193 um. The FPGA fabric consists of an

array of 11 rows x 18 columns of programmable tiles.

This chip was packaged in a Kyocera 108 pin Open Ceramic Pin Grid Array

(PGA) package [37].

3.5.3 Area overhead

Triple well process and accessing the wells incurs an overhead. The routing overhead

for additional rails to bias the N-wells and P-wells of all the logic blocks and routing

structures is 6% of the overall chip area. To measure area overhead when using triple

wells and body bias methodology, an area estimate of an 8-input multiplexer is adopted.

Since this cell from the cell library is used across logic and routing blocks, this provides

a high level estimate. Using this 8-input multiplexer it was found triple well and body

bias methodology incurs approximately a 24% area overhead, compared to non-triple

well processes.

3.5.4 Chip Testing

This subthreshold FPGA chip was tested using the PCB-setup containing the microcon-

troller. It was found the FPGA had functional issues. So, the power and performance

of the benchmark circuits could not be measured on silicon. Figure below shows the

PCB assembly.
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Chapter 4

Energy Optimality in Subthreshold

FPGAs

To develop reliable subthreshold FPGAs as a solution for highly energy con-

strained applications, determination of energy savings by trading-off performance and

sensitivity to process variation are required. The second contribution of this thesis is

the determination of energy-performance trade-off, energy optimality and block-level

energy consumption in FPGAs. This is accomplished using a simulation and charac-

terization methodology. This chapter discusses the FPGA architecture used in this

approach, the characterization framework and the energy analysis methodology. This

chapter also analyzes the impact of variability on energy and performance, and evaluates

the effectiveness of body bias in mitigating the sensitivity to variation.
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4.1 Architecture

This methodology uses an FPGA conforming to the island style architecture discussed

in Chapter 3.1.1. The availability of public domain software tools is a major factor in

adopting this architecture. The block level designs are broadly based on the specifica-

tions discussed in Chapter 3.1.3. However, considering the goal of this methodology,

that is energy optimality, certain design changes have been incorporated.

4.1.1 Design Implementation

The programmable logic and interconnect in this FPGA were implemented using a

hierarchical design methodology starting with leaf cells. The technology used for imple-

menting this design was a Taiwan Semiconductor Manufacturing Company (TSMC) 180

nanometer process supported by MOSIS [39]. For this process, the transistor threshold

voltages are 0.360 V and -0.400 V for NMOS and PMOS, respectively.

Logic Block

The programmable logic block consist of a 4-input Look-Up Table (LUT), a multiplexer

and an optional flip-flop similar to the logic block discussed earlier in Chapter 3.1.4.

To gain insight about the power and performance of logic block and its impact on the

overall power, a non-clustered logic block was chosen.
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Connection Block

The connection block design closely resembles the design discussed earlier in Chapter

3.2.4. For this work, the connection blocks are 6 tracks wide.

Switch Block

The programmable switches are identical to to the design discussed earlier in Chapter

3.2.6. Since the connection block track width and the switch block size must match,

the number of programmable switches is also 6.

4.2 Circuit Characterization

To implement the functional blocks, a cell library was developed by custom-designing

and laying out the cells. This included logic gates, multiplexers, transmission gates and

flip-flops. The netlists containing parasitic information were extracted for each block

and verified by simulation. Each block was connected to appropriate other blocks to

represent the loading capacitances when placed in an array like structure in a FPGA

fabric. Power and performance measurements are obtained by simulation using Syn-

opsys Hspice [60]. The functionality of each block is configured with a bit-stream and

then simulated for a fixed number of cycles. The configuration bit cells operate at

subthreshold voltages.

It is assumed that the configuration phase is infrequent compared to the op-

erating phase and therefore we disregard analysis of this.
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The logic simulation input uses random data with a range of toggle activity

factors with respect to the clock toggling rate. Although low power applications typically

have low activity factors [61], we chose a range of 25-100% to comprehensively determine

the circuit response to occasional higher demands of input activity.

At each supply voltage, the blocks are analyzed at the maximum clock fre-

quency with which the block can reliably function. The supply voltages range from

subthreshold (≈ 110mV ) to super-threshold (1.8V ). The constituent blocks were indi-

vidually characterized for performance and power. By characterization it was found,

the blocks were functional at voltages as low as 110mV . So, we chose this as the lower

range for our analysis.

4.2.1 Benchmark Circuit

This analysis uses a representative benchmark c432 from the ISCAS-85 set of bench-

marks. This analysis was intended as a proof-of-concept showing energy-performance

trade-off, by performing high-level energy estimation in an island style architecture.

Moreover, from a thesis timeline perspective, this analysis preceded the actual chip de-

sign and tape-out. Starting with a .blif description of the circuit, the placed and routed

net-list was obtained using a tool flow involving FlowMap [26], T-VPack and VPR [16].

The FPGA fabric chosen for this experiment was an array of 11 X 11 containing 121

logic blocks and supporting routing blocks. This experiment preceded the chip tape-

out discussed in Chapter 3. and this size (11 X 11) was the initial estimate for chip

tape-out. The block level timing information given to VPR, for each supply voltage of
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our analysis comes from the corresponding characterization data for that supply volt-

age. This resulted in distinctly different critical path delays across the range of supply

voltages. However, routing track width and number of logic resources available to VPR

was fixed (11 X 11), thus representative of silicon. This ensured fairness of benchmark

comparison across supply voltages. It must be noted that in each case the benchmarks

were routable. Across the range of supply voltages, the utilization of logic and routing

resources was above 90%.

Characterization

(SPICE)

Benchmark

Energy

Analysis

Energy@{Vi, fcrit}

Place & Route

(VPR)

CLB@{Vi, fmax(Vi)}

CONN@{Vi, fmax(Vi)}

SWB@{Vi, fmax(Vi)}

Delay@V i

{Leakage,Active}Power@Vi

Crit_Path@Vi

Figure 4.1: Proposed methodology to perform block-level Characterization benchmark
P&R and Energy Analysis.

4.3 Energy Analysis Methodology

Using the characterization data obtained from block level Hspice simulations and the

critical path delay of the placed and routed benchmark at each supply voltage we com-

puted the energy of the benchmark.

Let X, Y, and Z be the number of Logic block, Connection block, and Switch

blocks, respectively, in the benchmark. At a supply voltage, the power delay product
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of the fabric is given by

(X · PwrCLB + Y · PwrCONN + Z · PwrSWB) ·DelayCritPath (4.1)

Now let us consider the constituent blocks individually, for the sake of clarity. In 4.1,

the power consumed by CLB assumes the frequency at which it was characterized. This

may be different from the frequency at which the benchmark runs. So, we correct for

this using

(X ·
PwrCLB

freqCLB

· freqCritPath) (4.2)

for each block where freqCritPath = 1
DelayCritPath

. Applying to all blocks in 4.1, the

shared critical path frequency cancels out with the critical path delay obtaining

(X ·
PwrCLB

freqCLB

) + (Y ·
PwrCLB

freqCLB

) + (Z ·
PwrCLB

freqCLB

) (4.3)

for the power delay product.

4.4 Reducing variation in energy using body-bias

Circuit switching in subthreshold is done using transistor leakage current. As a result,

circuit performance and active energy are affected by leakage current, which depends ex-

ponentially on threshold voltage. To analyze the effect of parametric variation on FPGA

performance and energy, the sensitivity of an 8-input multiplexer is measured. Since

the 8-input multiplexer is a reused cell across connection blocks and logic blocks, this

analysis provides a representative view of the FPGA. To consider the performance of a

FPGA fabric in entirety, benchmarks need to be synthesized onto the fabric and suitable
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test vectors developed. Instead, a cell which is reused across all blocks can provide an

overview of the intended analysis. With this consideration, an 8-input multiplexer was

chosen.

Typically body-biasing has been used as a post-silicon compensation technique

to meet target power and performance. This is done by applying forward bias to speed

up the slower dies and reverse bias to slow down the dies that consume excess power.

Other approaches include applying specific bias compensation to P-wells and N-wells

and maintaining an offset between them [52]. As a design strategy, body-bias application

involves determination of optimal bias required for a given die or region of a given die.

This is accomplished using dedicated analog or digital feedback circuitry controlling bias

generators [29] Other strategies include Low Voltage Swapped Bias (LVSB) which tie all

N-wells to ground and all P-wells to supply voltage [58]. The efectiveness of body bias is

determined by: bias circuitry energy overhead, bias circuitry area overhead, scalability

of bias strategy to work in conjunction with other power saving techniques.

Since FPGAs are array-like structures, dedicated circuitry is required for each

tile or a region composed of a number of tiles. However, this can lead to significant

area overhead even when biasing one type of well [41]. Moreover, the bias voltages for

N-wells and P-wells and the bias offset between the wells can have an infinite number of

combinations to meet a target power or performance. A simpler approach is to bias both

wells by the same quantity. Considering scalable operation at multiple subthreshold

voltages, this work uses a forward body bias of Vdd/2.

The threshold voltages of NFETs and PFETs in the 8-input multiplexer are
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assumed to be normally distributed around the nominal value with 1-sigma variance

of 15mV [65]. All transistor instances are subject to threshold voltage variation from

this distribution. Since circuit performance is determined by the critical path delay

and subthreshold circuits are highly sensitive to threshold voltage variation, the critical

path needs to be estimated for a given instance of applied variation. Circuit active and

standby energy are measured by simulating the circuit using this operating frequency,

obtained from the critical path delay. This process is repeated for 300 random Monte

Carlo iterations.

4.5 Results

In this section we discuss the results from multiple standpoints including energy op-

timality, influence of switching, stand-by energy and delay analysis. Together, these

provide a holistic picture about the trade-offs through subthreshold operation.

4.5.1 Overall Energy Optimality

Active power can be arbitrarily reduced by lowering the frequency of operation, switch-

ing activity in circuit, supply voltage or a combination of these. However, this may

require additional operating time, and thus consume more energy to perform a compu-

tation. So, the energy to complete a fixed computation is a more relevant metric.

For each supply voltage, we measure the critical path delay of the circuit for

that supply voltage. The inverse of the critical path delay gives the maximum operating

frequency of the circuit. Operating the circuit at any frequency lower than the maximum
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Figure 4.2: The minimum energy point and circuit latency trade-off over a range of
supply voltages for benchmark c432 shows that the optimal energy point is around
200mV.

operating frequency is an under-utilization of circuit performance and consumes more

energy than needed. We directly calculate the average power delay product (energy)

per cycle from the measured power and period. Figure 4.2 shows the scaling of energy

and circuit latency over a range of supply voltages. For purposes of clarity the X-axis

shows only up to 600mV.

It can be seen from Figure 4.2 that there are two distinct regions of observation,

namely, subthreshold region which is up to 360mV and super-threshold which is above

360mV. In the super-threshold region, the energy consumption grows exponentially,

while the circuit performance has almost leveled off. This is due to the transistors

crossing over from linear to saturation region and any raise in supply voltage causes
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an increased power consumption without significantly improving the performance. This

leads to the exponential energy growth. In the subthreshold region the drop in energy

is much slower, almost quadratic and accompanied by a growing increase in circuit

latency. At 200mV, the circuit has the minimum energy point, after which the energy

consumption starts rising again, though slowly.

At supply voltages below the minimum energy point, the large delay of the

transistors causes the circuit to perform computation over a long time, thus causing

more energy consumption. At voltages higher than the minimum energy point, the

increase in power is much higher than the gain in speed of the transistors.

The existence and identification of the minimum energy point has significance.

It denotes the practical limits that can be attained by trading off performance to obtain

energy savings. Any lowering of supply below that leads to sub-optimal operation in

terms of both energy and performance.

In the subthreshold region of operation, namely from 400mV to 110mV, a

performance range of 200 kHz to 270 Hz was observed. In this region, the energy

consumed per operation ranged from 19 pJ/op to 6 pJ/op. In the superthreshold region

of operation from 450mV to 700mV, which was the upper end of the examination range,

the performance ranged between 500 kHz and 14.4 MHz. In this region, the energy

consumed per operation ranged from 25 pJ/op and 110 pJ/op.

For circuits with tight power and energy budgets, the minimum energy point

of operation and the available performance range in that vicinity are particularly impor-

tant. Not all applications deployed using an FPGA tend to have identical energy and
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performance budgets. It becomes important to measure the available latitude in terms

of performance and energy. It can be seen the region from 200mV to 350mV offers a

30X performance improvement at just a 2X increase in energy, thus opening up to a

larger class of applications and still within reasonable energy limits. In [8], the minimum

energy point was reported at 350mV. Our results indicate the minimum energy point

lies within deep-subthreshold. It is worth noting, that the minimum energy point of

the individual blocks happens at around 150mV. When the circuit is implemented on a

fabric, the minimum energy point is slightly offset towards 200mV. This is because, the

fabric operating frequency is limited by the slowest of the component blocks and the

critical path of the circuit.

4.5.2 Switching Influence

The data activity has a significant influence on the amount of dynamic power in Equation

(2.10) and therefore affects the ratio of dynamic power to static power. It also estimates

the ability of the circuit to respond to increased levels of input activity. In previous

subthreshold works, this dependency was not considered. In this section, we examine

this impact over a range of possible activity factors to assess its importance.

Figure 4.3 shows the impact of input switching activity on the energy over a

range of supply voltages. The switching activity factors range from 25% to 100% of clock

activity. At higher supply voltages, where total energy is dominated by the dynamic

component, switching activity factor has an influence on the power-delay product. In

subthreshold, where the total energy has less dependence on dynamic energy and is
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Figure 4.3: Input switching activity has a decreasing impact on energy in deep
subthreshold.

influenced by static energy, switching activity factor does not have a major impact on

the power-delay product. From this we conclude that input switching activity becomes

less significant in deep subthreshold.

Methodologies like dynamic frequency scaling and dual-Vdd require additional

circuitry and additional metal layers to provide on-demand power savings. It can be

seen from Figure 4.3, such techniques are not very beneficial in subthreshold operation.

4.5.3 Energy Analysis

Total energy consumption depends on the energy consumption of the individual blocks.

Determining the energy of the blocks can help FPGA synthesis tools meet target con-
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Figure 4.4: CLB energy increases in contribution to the total energy in deep
subthreshold.

straints. At each supply voltage, we analyze the contribution of the different blocks to

the total energy.

The bulk of the switching energy is consumed by CLB and CONN blocks

according to Figure 4.4. This is consistent both at super-threshold and subthreshold.

From subthreshold to super-threshold, however, the proportion of energy due to SWBs

gradually grows.

The CLB and CONN blocks together contain more gates with power-ground

paths, thus contributing to short circuit power. Also, these gates need to charge and

discharge their load capacitances. Both of these operations involve some delay factor,

which contributes to their larger share of energy consumption. In the case of SWBs
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Figure 4.5: Switching energy has a less significant impact in near-threshold than stand-
by energy, but again begins to increase in deep subthreshold.

which are made of transmission gates, each gate drives the source or drain of another

gate and the load is comprised of only diffusion capacitance, which is usually less than

the capacitance switched by CLB and CONN blocks.

Any architectural enhancements to CONN in an effort to reduce energy will

necessitate corresponding modification to SWB and vice versa. So, their impact on

energy cannot be estimated in isolation. However, since logic blocks by themselves

account for about 40 % of overall energy architectural enhancements to them will provide

direct energy savings.

55



4.5.4 Stand-by vs Switching Energy Analysis

Leakage due to transistors in the stand-by state is a significant source of energy con-

sumption. In subthreshold operation, it is important to distinguish between the energy

consumption due to active switching and that due to stand-by despite active switching

actually using leakage currents.

We shutdown unused instances of the logic, connection and switch blocks when

left unused by the place and route tool using a combination of power gating and clock

gating. Figure 4.5 shows the contribution of stand-by to overall energy across a range of

voltages. At subthreshold voltages, we found that stand-by energy dominates switching

energy. On average, the stand-by energy in subthreshold region alone is about 67%.

From subthreshold to super-threshold operation, the proportion of stand-by energy

in total energy consumption reduces and the dominant component becomes switching

energy which grows almost quadratically.

This is because, at subthreshold voltages, although the switching energy is

low, the slow transistors spend more time in idle state and cause leakage. As the

supply voltage scales up, the larger proportion of energy is due to active energy. The

stronger currents flowing during the load capacitance charge and discharge processes

and short circuit switching current cause this growing active energy. Although stand-

by is unavoidable, it can be minimized by certain techniques such as self reverse bias

(transistor stacks) and adaptive body bias.
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Figure 4.6: Routing delay has a decreasing impact on total delay in deep subthreshold.

4.5.5 Delay Analysis

Traditionally, the majority of the delay has been attributed to routing in FPGAs. It

is very important to determine if this case holds true at subthreshold voltages or not.

At each supply voltage, we analyze the contribution of logic delay and routing delay to

overall circuit latency. This helps identify the primary cause of latency at each supply

voltage.

Figure 4.6 shows that logic delay and routing delay are fairly equal at sub-

threshold voltages. When voltages are scaled down, the stand-by current through the

gates of logic blocks flowing from VDD to GND is weak. The charging and discharging

of load capacitances is very slow as it happens with these weak currents. Since the
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CLBs possess more such gates in its path, the logic delay contribution increases and

becomes comparable to routing delay.

In deep subthreshold routing delay becomes less significant and logic delay

starts gaining importance. Architectural enhancements aimed at improving performance

of FPGA should be directed at CLB design so as to obtain notable improvement in logic

delay.

4.5.6 Energy sensitivity to Variation

The response of an 8-input multiplexer, which is a component of logic and routing

blocks, to threshold voltage variation is discussed below. Table 4.1 shows the worst-

case 3σ active and standby energy consumption of the representative 8-input multiplexer

in the unbiased condition and when biased by a voltage at Vdd/2.

Table 4.1: Using a bias of Vdd/2 results in an increase in worst-case active and standby
energy since the bias is not adaptive to the variation between transistors and logic gates.

Supply (mV)

Active Enegy (fJ) Standby Energy (fJ) Overhead (%)
Unbiased Biased Unbiased Biased Active Standby
Circuit at Vdd/2 Circuit at Vdd/2 Energy Energy

400 0.14 0.15 0.73 0.76 9.49 4.05
350 0.13 0.14 0.62 0.66 11.72 5.83
300 0.12 0.14 0.52 0.56 12.90 8.37
250 0.11 0.12 0.43 0.48 13.76 11.25

Threshold voltage variation can occur between the transistors in a logic gate,

which affects the leakage currents and could cause timing and functional errors. The

bias voltage delivers a current to both N-wells and P-wells to match the transistors and

improve the performance. It should be noted, the bias is common to all the transistors

in the circuit and does not distinguish the variation between logic gates. As a result,
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depending on the variation, the bias could mitigate the variation or worsen it. However,

a measure of the sensitivity of the circuit to variation, can lead to development of

optimal bias techniques for circuits like FPGAs with regular structures.

From the simulation results, it can be seen, the circuits biased using the voltage

Vdd/2 have a slightly higher worst-case energy across the range of supply voltages. This

is observed in active energy and standby energy. The overhead at worst-case 3σ range

between 4% to 13%, averaging 7.3% for standby energy, and 11.9% for active energy.

The overhead increases with dereasing supply voltage. This is because, at the lower

voltages, the impact of variation is so severe on the drain current mismatch between

the FETs, and the applied bias at Vdd/2 is not sufficient to mitigate the variation.

The common bias to both wells is ineffective in mitigating worst-case energy

variation, as it does not adapt to the variation. Biasing techniques that can adapt to

the variation will instead be a better approach.
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Chapter 5

Variation-aware Adaptive Body Biasing

Designing circuits for subthreshold operation is challenging because, the im-

pact of process variation is more significant at reduced voltages due to the exponential

dependence of drain current on gate voltage. Sensitivity to threshold voltage variation

affects leakage, which is used for active circuit operation in subthreshold and during

standby. Threshold voltage variation can occur in NMOS, PMOS devices and between

these devices. When transistors in a logic gate are affected by variation, their drain

currents and switching times are impacted, which could lead to functional and timing

errors. For reliable timing and functionality in subthreshold operation, drain current

variation caused by threshold voltage variation must be reduced.

Variation in analog circuits like current mirrors and voltage reference circuits

is minimized by using large geometry devices. In subthreshold digital design, however,

minimum sized devices are optimal for energy efficiency [12]. For a low target frequency,

body biasing was more energy efficient than supply voltage scaling in mitigating process
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and temperature variation [52]. Reverse bias was found to worsen drain current mis-

match and forward bias reduced the mismatch [33]. Gate-level clustering with cluster

specific body bias was found to improve leakage power [57].

Threshold voltage variation could affect transistor delays on critical paths,

which in turn affects active energy, circuit performance and thus overall energy efficiency.

To quantify the impact of variation on critical path delay, subthreshold design has

used critical path replication [25] or typical approaches like block-based and path-based

statistical analyses [7].

The third contribution of this thesis is a methodology to reduce worst-case

standby energy caused by threshold voltage variation. A design methodology is proposed

to use forward bias with a body bias regulator [2]. The previous regulator is used

but a digital design methodology was developed to mitigate the impact of variation.

This chapter presents the methodology of finding the optimal number of regulators,

determining their placement and assigning cells to be biased by these regulators.

5.1 Overview of methodology

Consider an inverter with equal rise and fall times, biased by an equal sized regulator as

shown in Figure 5.1. The regulator is designed to output a voltage of Vdd/2 since the two

FETs in cutoff act like a voltage divider. In the presence of threshold voltage variation,

the actual regulator output voltage will be higher or lower than Vdd/2 depending on the

specific FET threshold voltages.
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Figure 5.1: An inverter biased by the bias regulator circuit when the transistors are
perfectly matched.

The threshold voltages of NFETs (and PFETs) of both circuits are assumed to

be normally distributed around the nominal value. According to Pelgrom’s model the

variance of the parameter mismatch between transistors is directly proportional to the

distance between them and inversely proportional to the area of the devices [34]. Given

the distance between two transistors, variance of their threshold voltage mismatch can

be computed using Pelgrom’s model. Using variance of mismatch, variance of threshold

voltage distribution and uncorrelated random samples from this distribution, correlation

between random variables is determined.

In Figure 5.2, the worst-case 3σ standby energy of an inverter biased by the

regulator and an inverter biased by an off-chip voltage source at Vdd/2, are compared.

In the case of inverter biased by the regulator, it can be seen, the inverter worst-case

standby energy decreases over a range of correlation values which changes over distance

between inverter and regulator.

When a circuit is biased by an off-chip voltage to mitigate variation, meeting a

target performance or a leakage constraint, requires tuning the well biases individually

in addition to maintaining an offset to minimize device mismatch. Bias and offset values
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Figure 5.2: On-chip bias regulators improve worst-case 3σ standby energy better when
they are nearby, and hence more correlated, with the circuit they bias.

for target performance can be determined by at-speed testing of silicon. However, even

with a few bias assignment values this testing is time consuming and requires a range

of bias voltage generators. In the case of leakage constraints, specialized circuitry like

reference mirrors to measure current mismatch and pin overhead to measure leakage are

required. Instead, a simple way to mitigate impact of variation is biasing both wells by

the same amount. For this work, Vdd/2 is used, because, the substrate current is much

smaller than drain current and thus scalable to deep subthreshold voltages.
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5.2 On-chip Regulator Design Methodology

Standard cell design flows use a set of pre-designed library of cells. From Figure 5.2,

savings in worst-case 3σ energy can be observed when the regulator is nearby and

thus correlates better with the cell. The regulator circuit consumes standby power and

incurs area. This methodology makes a trade-off in the number of regulators and the

performance of the circuit. Filler cell locations are targeted for regulator insertion. This

methodology is compatible with standard tool flows and can be deployed on existing

designs with minimal overhead.

5.2.1 Regulator Design

This work uses the Nangate Open Cell Library implemented using the 45nm FreePDK

process technology [44], [45]. The library cells were sized for equal rise and fall times

in the worst case switching condition. The impact of variation can vary significantly

between a library cell and its associated regulator, which in turn could affect the leakage

current match and hence energy savings. For improved matching, the transistor dimen-

sions of the regulator need be comparably similar to that of the library cells. So, a set of

regulators were custom designed based on the functionality and transistor dimensions

of the library cells.

The performance of the cells biased by equal sized regulators were compared

with cells biased by minimum sized regulators. In the case of NAND gates, it can be

observed, the equal sized regulators provided more energy savings than minimum sized
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regulators. This is because, the series transistors in NMOS network are sensitive to

improved current matching and stack effect, which in turn gives energy savings. In the

case of NOR gates, the minimum sized regulators performed better. This is because

the leakier NMOS transistors are in parallel, with no stack effect and thus, the equal

sized regulators constitute an energy overhead. From this it can be concluded, using

cell specific regulators offers energy savings.

Cell bias pins access the wells depending on the implementation of the library

by the foundry, either tapped or tapless. Tapped cells have a tap contact reaching into

the wells which is connected to the output net of the regulator. On the other hand,

tapless cells require an additional tap cell with its output connected to the net of the

regulator. While this incurs an implementation complexity, there is no power overhead

as the tapcells do not have any transistors.

5.2.2 Cell Characterization

The worst-case standby energy of the inverter follows a linear trend assuming correlation

changes over distance between inverter and regulator. In addition, this energy also

depends on the circuit topology and cell functionality. So, to use this methodology in a

standard cell based flow targeting worst-case energy savings, an accurate estimation of

the energy savings of the cells in the library is needed. All cells in the Nangate Open

Cell Library were characterized for power and performance using cell specific regulators

and with the variation model that was used to characterize the inverter circuit described

earlier.
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Using the characterization data, linear models were fit for the worst-case

standby energy savings of each cell in the library, as a function of distance. For instance,

consider 2-input NAND and NOR gates biased by equal sized regulators, compared with

gates biased by minimum sized regulators. The energy savings of each of these varies

depending on the circuit topology, number of transistor stacks and functionality. Figure

5.3 shows the linear functions for these three gates.
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Figure 5.3: Energy savings for NAND2 and NOR2 gates biased by specific on-chip
regulators can be modeled as a linear function.

5.2.3 Design Implementation

A CAD flow with industry standard tools to optimally assign regulators to groups

of standard cells, was developed as a part of this work. The regulator assignment is
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formulated as a Linear Program (LP), which is described in the next section.

Figure 5.4: Block diagram showing on-chip bias regulator design and verification
methodology.

Figure 5.4 shows the CAD flow of the proposed design and verification method-

ology. Starting with Verilog description of the benchmarks, were synthesized using Syn-

opsys Design Compiler and Nangate Open Cell Library to obtain gate level netlists [?].

These netlists were placed using Synopsys IC Compiler. Upon completion of placement

phase, physical implementation of the circuit contains filler cells in the unused areas.

The LP optimizer reads in the placed netlists containing geometric coordinates of the

cell and filler instances. Because the regulators consume standby power, there is no

need to replace all of the filler cells, but they are all candidate locations for regulator

instances. The optimizer solves for the optimal clustering of cells biased by regulators,

using LP Solve [32]. In the physical implementation, adjacent rows have shared wells.

In addition, for each cluster of cells biased by a regulator, by defining the bias regulator

output as a power pin, and by defining the cluster as a voltage domain, routing can be

accomplished using industry standard tools.

Figure 5.5 shows a representative optimization of regulators connected to stan-
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Figure 5.5: A set of cells and regulators are mapped to an application of LP constrainted
optimization as in Eq. 3 and 4.

dard cells. To physically implement this aspect of the methodology, features available

in typical CAD tools were leveraged. Relative placement groups for each cluster of cells

connected to a regulator were created and a power domain associated with each group.

The output net of each regulator was designated as a supply net and those nets were

explicitly connected to the cell bias pins.

5.2.4 Formulation

Insertion of each regulator incurs a standby energy cost. So, to achieve worst-case

energy savings at the circuit level the optimal number of regulators, the placement of

these regulators and which cell(s) are assigned to a regulator, are all determined. The

regulators take the place of filler cells and bias the standard cells in the vicinity. It should

be noted, the energy savings of a standard cell biased by a regulator is determined by

the topology of the cell and the distance from its regulator.

The problem of assigning regulators to one or more groups of standard cells

is modeled as an LP. Two algorithms to solve this LP problem are demonstrated. The

first is an exhaustive approach yielding the optimal solution, while the second is a

68



faster, heuristic solution. The two approaches differ in the number of LP constraints

formulated and how they generate the constraints. In the optimal solution, all filler

cells are considered as candidate locations for regulators, each of which can be paired

with any cell on chip. In the heuristic approach, subsets of filler cell locations are

derived from the set of all filler cell locations, as candidates for regulator insertion. The

regulators to make clusters with cell instances are then determined.

For these subsets, only rows immediately adjacent to a cell are considered, for

each cell in the design. Using this row-step, constraints are built to attempt to solve

the LP. If the LP does not converge, the set of rows from which the subset of filler cells

are derived, is increased. This is done for each cell in the design. The LP solution is

attempted again.

The goal of the heuristic is to determine the smallest number of rows from

which the subsets can be derived leading to a solvable LP. The goal of the LP formula-

tion is to identify a subset of regulators from the available regulators and determine the

grouping of standard cells to be assigned to those selected regulators. The LP formula-

tions of both algorithms have identical cost functions and differ only in the number of

constraints. So, for brevity, only the equations of the optimal formulation are presented.

The areas where the formulations differ are indicated.

• Let m represent the number of cell instances in the design.

• Let i be an index variable such that i = 0,1,......(m-1).

• Let C represent the set of all cells indicated by Ci where i = 0,1,...(m-1).
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• Let n represent the number of regulators in the design.

• Let j be an index variable such that j = 0,1,.......(n-1).

• Let R represent the set of regulators indicated by Rj where j = 0,1,...(n-1).

• Let a be a constant representing the standby energy cost of a single regulator.

• Let Xij represent a decision variable taking values {0, 1} indicating whether a

specific cell Ci is assigned to a specific regulator Rj .

• Let Yi represent an auxiliary variable denoting the cost of a specific cell being

assigned a specific regulator from the available regulators.

• Let eij represent the energy savings coefficient for a given cell Ci regulator Ri

assignment. This is obtained from the linear energy savings model discussed

earlier, with distance of a fixed regulator to a given cell as input to this model.

The LP solver solves for decision variables Xij which determines the optimal

grouping of cells biased by regulators.

The formulation is described below:

Minimize
m
∑

i=1

Yi +m · a such that (5.1)

n
∑

j=1

[e(i·n)+j ·X(i·n)+j ] ≤ Y(i+1) ∀i = 0, 1, 2...(m− 1) (5.2)

n
∑

j=1

X(i·n)+j = 1 ∀i = 0, 1, 2...(m− 1) (5.3)
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Algorithm 1: Algorithm finds optimal cell clusters and assigns bias reg-

ulators to each of these clusters

function optimal bias ;1

Define : RSS = Row Search Space,

RSSmax =Number of rows in placed chip

Input : Placed File containing cells and fillers,

Cell-specific characterizing information

Output: Gate clustering,

Optimal regulator assignment

write ILP constraints using RSSmax;2

solve ILP() ;3
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Algorithm 2: Heuristic algorithm finds clusters of cells and assigns bias

regulators to each of these clusters

function heuristic bias ;1

Define : RSS = Row Search Space,

RSSmin = 1,

RSSmax =Number of rows in placed chip,

RSScurr = RSSmin

Input : Placed File containing cells and fillers,

Cell-specific characterizing information

Output: Gate clustering,

Regulator assignment

while RSScurr ≤ RSSmax do2

write ILP constraints using RSScurr;3

solve ILP() ;4

RSScurr ++5

end6
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Xp = {0, 1} ∀p = 1, 2, ...(m · n) (5.4)

The cost function in Equation 5.1 describes the goal of this formulation, which

is to minimize the number of clusters into which all standard cells can be grouped, such

that each cluster is connected to a regulator. Here Yi denotes the linearized worst-case

3σ standby energy cost of a cell i from amongst the set of all cell instances C, when

biased by a regulator. Summed over the set of all cell instances, the goal is to minimize

the cost of clustering all the cell instances in the design. The second term indicates the

standby energy cost of the regulators needed to cluster all the cell instances.

The set of constraints denoted by Equation 5.2 determine which of the cells get

clustered together to be biased by a common regulator and get assigned a regulator. The

coefficient term is the energy cost of driving a particular cell with a particular regulator.

This term is obtained by precharacterizing the cells of the standard cell library and the

distance between the regulator and the cell.

The LHS of constraint Equation 5.2 represents the energy cost of biasing a

given standard cell by each of the available regulators. The RHS of constraint Equation

5.2 ensures this cell is biased by one of the available regulators only.

The constraint Equation 5.3 ensures each cell has to be driven by a regulator

and enables grouping of cells to a common regulator. The constraint Equation 5.4

indicates Xij is a binary decision variable taking values {0,1}.

The above described constraints apply to the Algorithm-1. For Algorithm-2,

the indices of the variables and the limits of the summation are not a constant n and

instead take variable values based on the number of regulator candidates present in the
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rows adjacent to each cell.

Regulator insertion matches the transistor off-current using localized and bet-

ter correlated regulators. This enables improved performance, active energy and standby

energy in the worst-case. The goal is to minimize the linearized worst-case energy cost

of each cell in the design by assigning regulators and sharing the regulators with cell

clusters in the absence of candidate regulators. The formulation does not restrict reg-

ulator deployment directly. In the presence of candidate regulators, near a cell, each

regulator offers a linearized savings in comparison against a single hypothetical regula-

tor. A single hypothetical regulator for the entire design, will offer linearized savings to

cells only in its vicinity. For cells, elsewhere, other candidate regulators in their vicinity

offer better savings, causing the optimizer to select them, as opposed to the single reg-

ulator. Off-current matching provided by the regulators is the mechanism using which

the worst-case reduction of active and standby energy of the cells is achieved. Opti-

mizing the number of regulators (between a minimum of 1 and maximum of 1 per cell)

limits the standby energy and area overhead cause by the regulators. This methodology

targets savings in both active and standby energy and not directly total energy.

5.3 Experimental Methods

The Nangate Open Cell Library implemented using the 45nm FreePDK process is used

as the standard cell library. The bias regulator was designed using this process. The

nominal threshold voltages of the transistor models in this process were Vth0N = 0.4106
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V and |Vth0P | = 0.3842 V.

5.3.1 Variation Model

Parametric variation of threshold voltage caused by Random Dopant Fluctuation (RDF)

is considered in this work. The input variation model is based on Pelgrom’s model given

by,

σ2 (Vth) = (S2
Vth

·Distance2) + (
A2

Vth

W · L
)· (5.5)

S2
Vth

and A2
Vth

are technology specific constants in the range of 0.01 mV per micrometer

and 0.001 mV respectively. Using these fitting constants, the correlation drops to

zero at a distance of 8 micrometer. he threshold voltage is assumed to be normally

distributed around the nominal value, with 1σ variance of 20mV [65]. All instances

of standard cells and regulators are subject to threshold voltage variation from the

distribution. Given spatial separation between a cell instance and regulator instance

and the variance of mismatch between them, the respective threshold voltages of the

FETs are determined. For a given mismatch variance, which is a function of the spatial

separation, and the threshold voltage distribution, the correlation between the random

variables is computed. Two randomly picked threshold voltage values are transformed

into correlated values using the computed correlation coefficient, by applying Cholesky

decomposition [47].
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5.3.2 Optimized Circuit

The optimizer reads in placed netlists containing geometric coordinates of the cell and

filler instances. Considering filler cell instances as candidate locations for regulator

insertion, the optimizer solves for the optimal clustering of cells biased by regulators

and the locations of regulators, using LP Solve [32]. For clusters containing two

or more cells, the regulators assigned could potentially belong to one of many types,

corresponding to the regulator-types best suited for each cell-type. Assigning a large

sized regulator, best suited to one of the cells in the cluster, will render the regulator

less representative to other smaller sized cells in the same cluster. So, a minimum

sized regulator is assigned to such clusters, to keep regulator area overhead minimum

and to estimate worst-case effectiveness of regulator methodology. Based on cell level

characterization, this could result in pessimistic estimate of 5% - 24% across the cells in

the library. This was obtained by analyzing the difference in savings accrued by using

cell-specific regulators against minimum sized regulators in the characterization. The

regulator bias lines do not have switching activity. So, their resistance is not considered.

Since the wells have very low current requirement, the IR-drop is negligible. Using the

results of optimization and placed netlists, SPICE netlists containing clusters of cells

biased by their regulators, are obtained. The variation model discussed earlier, is applied

on these netlists.
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5.3.3 Static Timing Analysis

Circuit timing paths are affected when threshold voltage variation causes delay variation

in transistors. As a result, a non-critical path could become critical or vice-versa. Either

way, this affects target performance of the circuit. This variation in critical path delay in

turn affects the circuit power consumption and hence energy. Since subthreshold circuits

are highly sensitive to variation, even small approximations in critical path delay can

have a significant impact on performance and energy. So, an accurate estimation of

the critical path delay is required. The exact critical path when variation is applied

to the circuit, is determined. The circuit elements constituting the critical path varies

depending on variation. The critical path is identified by performing transistor level

static timing analysis using Synopsys Nanotime. Using critical path delay, the maximum

operating frequency fmax of the circuit is determined.

5.3.4 Energy Measurement

Using critical path delay, the circuit is simulated at fmax using random input stimuli.

The active and standby energy per cycle are measured using Synopsys Hspice.

The above process of applying variation, determining critical path, finding

fmax and using it to compute energy is performed for 1000 iterations of Monte Carlo

simulation. The benchmark performance is then compared with the unbiased circuit and

a circuit biased using a voltage source at Vdd/2, described earlier in Section , comparable

to an off-chip source. Since the regulators are connected to on-chip Vdd, these results
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include the energy overhead of the regulators.

5.3.5 Impact on area

Unused filler cells are used as candidates for regulator assignment. This eliminates

the need to create spaces for the regulators. However, each regulator could output a

bias voltage different from another regulator, necessitating design rule spacing for wells

at different potentials. The spacing overhead between clusters is measured using this

design rule constraint.

5.4 Results

This section presents the results of the optimization process and the impact of opti-

mization driven body bias on energy and performance of ISCAS85 benchmarks.

Table 5.1 shows the run time of the optimization process for several bench-

marks using the optimal and heuristic approaches. The improvement in run-time of the

heuristic solution is due to the reduced subset of candidate regulators considered for

each cell by the optimizer.

Table 5.1: Optimization run-times for ISCAS85 benchmarks using Optimal and Heuris-
tic solutions

Circuit Optimal (Sec) Heuristic (Sec) % Improvement

c432 1 1 0.0
c499 12 7 41.6
c1355 12 8 33.3
c1908 15 10 33.3
c2670 19 12 36.8
c3540 66 43 34.8
c5315 229 160 30.1

78



Improvement in energy and performance is evaluated at the extremeties of

the resulting distributions. The active energy, standby energy and delay exhibited log-

normal distributions. So, the distributions were evaluated using typical parameters

namely mean (µ) and worst-case 3σ. The regulator bias method provides improvement

by delivering a forward bias which is adapted to the cell variation in that spatial vicinity.

This locally relevant forward bias offer a better matching of the FET off-currents and

lowers the cell threshold voltage, thus improving its performance. This increased per-

formance enables scaling the circuit to lowered supply voltages, thus saving worst-case

active energy and standby energy.

Inter-well spacing for wells at different potential was considered to measure

the impact on circuit area. This area overhead spans a range of 17.5% at the minimum

to 24.5% at the maximum across all benchmarks with an average of 19.4%.

From Figure 5.6, it can be observed, the regulator method offers improvement

in worst-case delay of the circuit for all benchmarks over a range of supply voltages

compared to an unbiased circuit. The improvements decrease as the supply voltage is

scaled down. This is because, at lower operating voltages, the impact of variation is

much higher than the applied bias compensation. The improvement in delay spans a

range of 10.89% at the minimum to 50.16% at the maximum. Considering all bench-

marks, the average improvement in worst-case delay is 36.93%, 27.85% and 12.74% at

350mV, 300mV and 250mV respectively using Algorithm-2, compared with an unbiased

circuit.

From Figure 5.7, it can be observed, the regulator method offers savings in
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Table 5.2: Savings in worst-case 3σ standby energy using on-chip regulator assignment at Vdd=350mV

Circuit

Unbiased vs On-chip biased Offchip biased vs On-chip biased
Unbiased Algo-1 Savings Algo-2 Savings Offchip bias Algo-1 Savings Algo-2 Savings

(fJ) (fJ) (%) (fJ) (%) (fJ) (fJ) (%) (fJ) (%)

c432 0.92 0.60 41.95 0.87 5.70 1.04 0.60 42.30 0.87 17.12
c499 1.15 0.98 1.64 1.24 -8.13 1.32 0.98 25.75 1.24 6.41
c1355 1.16 0.90 3.30 1.26 -8.61 1.29 0.90 30.23 1.26 2.69
c1908 1.67 1.35 12.52 1.65 1.41 1.74 1.35 22.41 1.65 5.50
c2670 2.00 1.96 4.07 1.98 1.15 2.04 1.96 3.92 1.98 3.06
c3540 1.94 1.80 5.21 1.95 -0.82 2.04 1.80 11.76 1.95 4.03
c5315 2.34 2.16 3.15 2.36 -0.57 2.43 2.16 11.11 2.36 2.97

Avg. 10.26 -1.41 21.06 5.96
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Figure 5.6: On-chip regulator methodology improves worst-case 3σ delay compared to
an unbiased circuit over a range of supply voltages.

worst-case active energy of the circuit for all benchmarks when compared against an

unbiased circuit and an offchip biased circuit. This was verified using both algorithms.

The active energy savings on average compared to an unbiased circuit across all bench-

marks include 14.52% and 4.50% for Algorithm-1 and Algorithm-2 respectively. Com-

pared to an offchip biased circuit, the savings are 18.84% and 9.20% using Algorithm-1

and Algorithm-2 respectively. Algorithm-1 slightly outperforms Algorithm-2 in both

cases of comparison, namely against an unbiased circuit and offchip biased circuit. This

is because, the optimal solution algorithm offers a wider choice of regulators to choose

from, resulting in improved savings.

In Table 5.2 we list the savings in worst-case 3σ standby energy when using
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Figure 5.7: On-chip regulator methodology improves worst-case 3σ active energy com-
pared to an unbiased circuit and offchip biased circuit using Vdd=350mV

the on-chip regulator methodology. This is compared against unbiased circuits and with

offchip biased circuits using both algorithms. The standby energy savings on average

compared to an unbiased circuit across all benchmarks include 10.26% and -1.41% for

Algorithm-1 and Algorithm-2 respectively. Compared to an offchip biased circuit, the

savings are 21.06% and 5.96% using Algorithm-1 and Algorithm-2 respectively.

Compared to an offchip biased circuit, regulator assignment using both algo-

rithms offers standby energy savings. Compared to an unbiased circuit, Algorithm-1

offers savings across all benchmarks, while Algorithm-2 offers savings in some cases. In

other cases there is a slight increase in the worst-case standby energy. This corresponds

to the cases where the active energy savings are also at the lowest, due to the reduced
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choice of regulators available. At this point, the regulators become an overhead. Bench-

mark c7552 was computationally intensive using Algorithm-1 and so was analyzed using

Algorithm-2 only.

The goal of the heuristic is to determine the smallest number of rows from

which a subset of regulators can be derived leading to a solvable LP. In this work,

this was accomplished using 1-row. Compared to the optimal algorithm, the heuristic

algorithm provides optimization speed-up at the expense of considering fewer candidate

regulators, and so, reduced energy savings. The reduced energy savings was observed

in the optimization process as a higher cost function, compared to the cost function

yielded by the optimal algorithm. Applying cell-specific regulator assignment to single-

cell clusters and not for other clusters is a limitation to this methodology. This leads

to divergence between modeled and simulated energy. At the circuit level, this error

could be as high as 42% and in some cases around 20%. A more accurate modeling and

implementation by characterizing the regulator shared capacity and additional regulator

types for select typical clusters would have yielded closer correlation between modeled

energy and simulated energy. This was not considered in the optimization assuming

cell clustering is circuit and implementation-specific. From a well-access perspective,

cells that are not adjacent pose a physical complexity, in addition to the reduced energy

savings. This is a limitation to the methodology. Physically-aware constraints can

overcome this limitation. Considering only directly adjacent cells and regulators will

provide better correlation and hence improved energy savings. In addition, it will offer

improved physical implementation.
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Chapter 6

Conclusion and Future Work

Continued leverage of subthreshold operation for energy constrained applica-

tions is possible only if impact of variation is minimized. Whether using custom-design

methodology or FPGA methodology, the impact of variation on power is significant

enough to reduce the intended power savings. This thesis studied the performance of

circuits in subthreshold to determine the constituent factors to circuit energy and de-

lay. Circuit sensitivity to process variation was evaluated and mitigation techniques to

reduce worst-case energy and performance were proposed.

6.1 Thesis Contributions

The contributions of this thesis are:

• Design and implementation of a single-Vdd subthreshold FPGA with body bias

methodology to mitigate the impact of process variation. This included the circuit

level cell library design and design automation flow required to implement the
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FPGA fabric for manufacturing.

• Determination of energy optimality in subthreshold FPGAs and development of

a methodology for this using a simulation based characterization framework [48].

This framework can be applied to evaluate new FPGA fabric implementations.

• Development of a variation model and application of it to benchmarks to measure

variation in subthreshold circuits. The underlying infrastructure overcomes the

limitation of typical transistor level simulation engines by applying correlated

variation.

• Development of a methodology to mitigate variation in subthreshold circuits. This

methodology used forward body bias as compensation mechanism to reduce the

impact of variation [49].

6.2 Future Work

Timing measurement is vital in estimating energy of subthreshold circuits. Develop-

ment of transistor level timing analysis tools considering both subthreshold and normal

operation could be a useful future work with influence on any subthreshold research.

Development of FPGA CAD tools with the ability to account for body bias

and even parametric variation will be a useful addition to the existing tools.

Development of area efficient reverse bias voltage generators and logic circuitry

to perform timed-delivery for extended periods of circuit inactivity. This could be an

extension to one of the contributions of this thesis with wider application scope.
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