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Incoherent nonadiabatic to coherent
adiabatic transition of electron transfer in
colloidal quantum dot molecules

Bokang Hou 1, Michael Thoss2, Uri Banin 3 & Eran Rabani 1,4,5

Electron transfer is a fundamental process in chemistry, biology, and physics.
One of the most intriguing questions concerns the realization of the transi-
tions between nonadiabatic and adiabatic regimes of electron transfer. Using
colloidal quantum dot molecules, we computationally demonstrate how the
hybridization energy (electronic coupling) can be tuned by changing the neck
dimensions and/or the quantum dot sizes. This provides a handle to tune the
electron transfer from the incoherent nonadiabatic regime to the coherent
adiabatic regime in a single system.We develop an atomisticmodel to account
for several states and couplings to the lattice vibrations and utilize the mean-
field mixed quantum-classical method to describe the charge transfer
dynamics. Here, we show that charge transfer rates increase by several orders
of magnitude as the system is driven to the coherent, adiabatic limit, even at
elevated temperatures, and delineate the inter-dot and torsional acoustic
modes that couple most strongly to the charge transfer dynamics.

The theoretical framework to describe charge transfer reactions in
condensedphases dates back to the seminalwork ofMarcus1, wherehe
considered a donormoleculeweakly coupled to an acceptormolecule,
and developed a theoretical framework to describe the electron
transfer reactions in a fluctuating environment. Using a semi-classical
perturbative approach, Marcus derived a relation for the outer-shell
electron transfer rate at high temperatures (T) in terms of the driving
force (Δε), the reorganization energy (λ) characterizing the coupling to
nuclear fluctuations, and the hybridization (electronic couplings)
between donor and acceptor states (J), assumed to be small (see Fig. 1a
for a sketch of the relevant energy scales):
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Marcus theory is suitable for the nonadiabatic electron transfer
regime,where the electron transfer from thedonor to the acceptor can
be viewed as a nonadiabatic transition between the diabatic donor and

acceptor states (see dashed curves in Fig. 1a). This nonadiabatic limit is
characterized by a small value of the so-called “adiabatic parameter”, γ,
defined as the ratio between the donor-acceptor hybridization (J), the
characteristic nuclear vibrational frequency (ωc), and the reorganiza-
tion energy λ2:
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∣ J∣2
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The nonadiabatic electron transfer Marcus regime is thus achieved
either for weak electronic coupling and/or for fast nuclear
motion (ωc > J/ℏ).

Marcus nonadiabatic electron transfer theory was extended in
several different directions. Jortner and coworkers described the role
of quantum nuclear fluctuations as well as non-parabolicities in the
donor and acceptor free energies on the electron transfer rate3. Red-
field theory4 extended Marcus theory to account for coherences
between the donor and acceptor, observed in photosynthetic

Received: 7 December 2022

Accepted: 27 April 2023

Check for updates

1Department of Chemistry, University of California, Berkeley, CA 94720, USA. 2Institute of Physics, University of Freiburg, Hermann-Herder-Straße 3, 79104
Freiburg, Germany. 3Institute of Chemistry and the Center for Nanoscience and Nanotechnology, The Hebrew University of Jerusalem, 91904
Jerusalem, Israel. 4Materials Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA. 5The Raymond and Beverly Sackler Center
of Computational Molecular and Materials Science, Tel Aviv University, 69978 Tel Aviv, Israel. e-mail: eran.rabani@berkeley.edu

Nature Communications |         (2023) 14:3073 1

12
34

56
78

9
0
()
:,;

12
34

56
78

9
0
()
:,;

http://orcid.org/0000-0002-4929-0067
http://orcid.org/0000-0002-4929-0067
http://orcid.org/0000-0002-4929-0067
http://orcid.org/0000-0002-4929-0067
http://orcid.org/0000-0002-4929-0067
http://orcid.org/0000-0003-1698-2128
http://orcid.org/0000-0003-1698-2128
http://orcid.org/0000-0003-1698-2128
http://orcid.org/0000-0003-1698-2128
http://orcid.org/0000-0003-1698-2128
http://orcid.org/0000-0003-2031-3525
http://orcid.org/0000-0003-2031-3525
http://orcid.org/0000-0003-2031-3525
http://orcid.org/0000-0003-2031-3525
http://orcid.org/0000-0003-2031-3525
http://crossmark.crossref.org/dialog/?doi=10.1038/s41467-023-38470-0&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s41467-023-38470-0&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s41467-023-38470-0&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s41467-023-38470-0&domain=pdf
mailto:eran.rabani@berkeley.edu


complexes and quantum dot islands exhibiting strong electronic
couplings5,6. Unlike the Marcus regime in which the transfer dynamics
decay exponentially and can be characterized by a rate constant, the
population dynamics in this coherent limit oscillate between the donor
and acceptor, eventually relaxing to equilibrium.

Zusman developed a framework to describe the crossover from
the Marcus weak coupling nonadiabatic limit to the adiabatic limit7,8,
where the coupling between donor and acceptor is large and/or the
nuclei motion is slow (γ≫ 1). In the adiabatic limit, diabatic states
are no longer a good representation and the dynamics proceed on a
single adiabatic (Born-Oppenheimer) surface (see solid lines in Fig. 1a).
The pre-exponential factor appearing in Marcus’ rate theory (c.f.,
Eq. (1)) becomes implicitly dependent on the hybridization between
the donor and the acceptor, and the rate constant is given by transition
state rate theory:

kTST =
ωc

2π

ffiffiffiffiffiffiffiffiffi
πλ
kBT
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exp

� Δε+ λð Þ2
4λkBT

( )
: ð3Þ

Experimental manifestation of transition from nonadiabatic to adia-
batic charge transfer is challenging and requires exquisite control over
electronic and vibrational degrees of freedom9,10. Recently, Zhu et al.11

studied electron transfer reactions in mixed valance donor-bridge-
acceptor complexes. By changing the length of the bridge connecting
the donor and acceptor and the functional groups on both the donor
and the acceptor, they were able to drive the system from the over-
damped adiabatic to the nonadiabatic regime. However, their
molecular systems were limited to either 1, 2, or 3 bridge units and
in the strong coupling limit to the solvent, covering a narrow range of
electron transfer behaviors.

In this work, we revisit this problem and consider the charge
transfer between two coupled colloidal quantum dot (CQD) nano-
crystals (NCs) that are connected by a neck/bridge (see Fig. 1b). Charge
transfer in such systems is particularly interesting due to the flexibility
in designing the donor and acceptor states by, for example, changing
the width of the neck (Dneck) between two NCs and/or the diameter of

each NC core (Dcore), as well as controlling the shell thickness
(Dshell)

12–14. By continuously varying these parameters, the hybridiza-
tion between the donor and the acceptor, J, can be tuned across a wide
range of values while at the same time the reorganization energy, λ,
and the typical vibrational frequency, ωc, change slightly.

In addition, the hybridization energies can be tuned to be larger
than the thermal energy at room temperature without affecting
the reorganization energy. This is quite distinct from the behavior of
molecular junctions, where a change in the hybridization energy is
often accompanied by a change in the reorganization energy and the
vibrational frequency. This is because control over these parameters in
molecular junctions is achievedby either changing thedonor/acceptor
molecules or by extending the bridge connecting them, which results
in changes in the other parameters aswell. The flexibility of controlling
the hybridization energy without affecting the other energy scales in
the system, offers a platform to drive the system from the over-
damped electron transfer dynamics typical to molecular systems to
the coherent limit, where the electron transfer rates are governed by
decoherence times, even at elevated temperatures.

Results and discussion
Model Hamiltonian
From a theoretical/computational perspective, studying electron
transfer in a coupledCQDsystemposes several challenges, particularly
with respect to the dimensions and number of valance electrons.
Therefore, our approach to describing electron transfer is based on a
modelHamiltonian,which is parameterizedbyfirst-principle and semi-
empirical calculations. The approach was recently validated in pre-
dicting optical gap, reorganization energies/Stokes shifts, linear opti-
cal PL spectrum, multi-excitonic effects, and more14–18. The total
Hamiltonian can be divided into a sum of three terms,
H =HS +HB +HSB, whereHS describes the electronic system (donor and
acceptor states and their hybridization), HB is the Hamiltonian for the
nuclear degrees of freedom (DOF) of the QD dimer (nuclear vibra-
tions), and the interaction between the electronic system and the
nuclear vibrations, approximated to the lowest order in the nuclear

ε

60~100 meV

Δε

Donor Acceptor

a b

Fig. 1 | Illustration of donor and acceptor states in the electron transfermodel.
aSchematic sketchof thepotential energy surfaces along the reaction coordinateQ
for the nonadiabatic electron transfer and the energy scales appearing in Eq. (1):
driving force Δε, donor-acceptor hybridization J, reorganization energy λ, and
characteristic frequency ωc. The dashed lines colored blue (donors, ∣D1

�
,∣D2

�
. . .)

and red (acceptors, ∣A1

�
,∣A2

�
. . .) represent diabatic potential energy surfaces.

The solid lines represent adiabatic potential energy surfaces. b The dimensions of
the core-shell wurtzite colloidal quantum dot (CQD) dimers are characterized by

the neck width Dneck, CdSe core diameter Dcore, and CdS shell thickness Dshell.
Hyper-sphere plots of the donor (left nanocrystal, blue) and acceptor states (right
nanocrystal, red) were obtained from the semi-empirical pseudopotential calcula-
tion and FB-localization of the quasi-electron eigenstates. The dark and light colors
of the wavefunctions indicate positive and negative phases, respectively. The
energy difference between 1Se-like (∣D1

�
, ∣A1

�
) and 1Pe-like (∣D2

�
, ∣A2

�
) orbitals is in

the rangeof60–100meV,dependingon the size of the nanocrystal buildingblocks.

Article https://doi.org/10.1038/s41467-023-38470-0

Nature Communications |         (2023) 14:3073 2



DOF19, is described by HSB. The three terms are given by:

HS =
X

n2D,A
εn∣ϕn

�
ϕn

�
∣+
X
n2D
m2A

Jnm∣ϕn

�
ϕm

�
∣+h:c: ð4Þ

HB =
X
α

1
2
P2
α +UðQ1,Q2, . . .Þ ð5Þ

HSB =
X
α

X
n,m 2 D,A

∣ϕn

�
ϕm

�
∣Vα

nmQα : ð6Þ

In the above equations, εn is the energy of state ∣ϕn

�
(n 2 D,A with

D= fD1,D2 . . .g,A= fA1,A2 . . .g) and Jnm is the hybridization between the
donor state ∣ϕn

�
and acceptor state ∣ϕm

�
. To obtain the donor and

acceptor states, weused the semi-empirical pseudopotentialmodel20,21

to describe the quasi-electron Hamiltonian (ĥQP) and the filter-
diagonalization technique22,23 to calculate the eigenstates (∣ψi

�
) of

the dimer near the bottom of the conduction band. The Förster-Boys
localization scheme24,25 was then used to generate the local donor and
acceptor states (∣ϕn

�
) from the eigenstates (∣ψi

�
), yielding

εn = ϕn

�
∣ĥQP∣ϕn

�
and Jnm = ϕn

�
∣ĥQP∣ϕm

�
for n 2 D,m 2 A, and other-

wise by construction, it is set to Jnm = 0. We use the Stilinger-Weber26

potential energy surface to describe the nuclear degrees of freedom,
where Pα and Qα are the α mass-weighted vibrational normal mode
coordinates, determined by diagonalizing the Hessian matrix at the
equilibrium geometry19. The strength of coupling between states ∣ϕn

�
and ∣ϕm

�
to mode α is given by Vα

nm, and is determined directly using
the pseudopotential Hamiltonian19 (see Eq. (14) in Methods).

Several low-lying donor and acceptor states for the attachment
orientation [100] are shown in Fig. 1b. The [100] attachment results in a
symmetric distribution of the charge density, similar to a homo-
nuclear diatomic molecule, with an “atomic-like” basis of an effective
mass particle-in-a-sphere model. The two lowest-energy donor/
acceptor states are mainly comprised of 1Se-like orbitals, while higher-
lying states show 1Pe-like character (either along or perpendicular to
the dimer axis). For the systems considered in this work, the energy
gap between 1Se-like and 1Pe-like orbitals ranges from 60 to 100meV.
The symmetry is broken along the [001] orientation attachment,
resulting in a small energy bias and an asymmetric charge distribution,
consistent with the behavior of hetero-nuclear diatomic molecules
(see Supplementary Figs. 1 and 2 for details).

In Fig. 2a, b we plot the hybridization energy between the ground
donor and acceptor states, J = JD1A1

, as a function of the neck width
(Dneck) and shell thickness (Dshell), respectively, with different NC core
diameters (Dcore). As expected, increasing the neck widths and core
diameters or decreasing the shell thickness, results in an exponential
increase of the magnitude of the hybridization energy. Furthermore,
the [100] attachment (blue curves in Fig. 2a, b) shows a much steeper
dependence on Dneck and Dshell, as a result of the larger core-to-core
distance for this orientation. In Fig. 2c we plot the adiabatic parameter,
γ, as a function of the hybridizationenergy for the same set of neck and
shell dimensions shown in Fig. 2a, b. We find a crossover from the
nonadiabatic to the adiabatic electron transfer regimes as J→ λ. Since
the characteristic vibrational frequency and the reorganization energy
depend weakly on the dimer geometry, we find that the crossover is
mainly affected by the hybridization energy. Note that for this set of
building block monomers, the electron transfer in the [001] orienta-
tion attachment is in the adiabatic limit regardless of the neckwidth or
shell thickness, while it can be tuned from the nonadiabatic to the
adiabatic limits for the [100] orientation attachment. The detailed
dimensions of all QD dimers shown in Fig. 2 are summarized in the
Supplementary Tables 1 and 2.

Electron transfer dynamics in quantum dot dimers
In Fig. 3 we plot the donor and acceptor populations as a function of
time in the nonadiabatic-Marcus regime (γ≪ 1), the intermediate
regime (γ ≈ 1), and the adiabatic regime (γ≫ 1). We used the Ehrenfest
mean-field mixed quantum-classical method27–29 to describe the
dynamics in all three regimes. As discussed below (c.f., Fig. 4), the
electron is mainly coupled to the low-frequency acoustic modes, for
which the classical limit is adequate (ℏωc≪ kBT). For γ≪ 1 in Fig. 3a we
also compare the mean-field results to a master equation (due to the
presence of multiple donor and acceptor states) with transition rates
obtained from Marcus theory. The donor population pDðtÞ and
acceptor population pAðtÞ are given as the projections onto the donor
and acceptor Hilbert spaces, respectively (see Eq. (19) in Methods).
Individual state populations corresponding to the results shown in
Fig. 3 are shown in Supplementary Figure 3 (population dynamics for
all other structures studied in this work are shown in Supplementary
Figure 4 to 7).

For weak hybridization between donor and acceptor states (i.e.,
for small Dneck and/or large Dshell), the population dynamics are char-
acterized by an over-damped exponential decay shown in Fig. 3a, with
a decay rate that approximately matches the Marcus rate between the

a b c

Fig. 2 | Electronic properties of the QD dimers. a, bHybridization energy J of the
ground donor and acceptor states as a function of neck width Dneck (a) and shell
thickness Dshell (b) for [100] and [001] orientation attachments. Circle and triangle
represent controlling the QD dimer by Dneck and Dshell, respectively. Solid, dashed,
and dotted-dashed lines correspond to core diametersDcore of 2.2 nm, 3.0 nm, and

3.9 nm. c Adiabatic parameter γ vs. ground state hybridization/reorganization
energy J/λ for varying neck-core sizes or shell-core sizes at 300K.We define dashed
line γ = 1 as the crossover from the nonadiabatic to adiabatic electron transfer
regimes. Source data are provided as a Source Data file.
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ground donor and acceptor states. For intermediate values of the shell
and neck thicknesses, i.e., for γ ≈ 1, the population dynamics show
underdamped coherent oscillations, with a Rabi frequency that mat-
ches predominately the ground state donor-acceptor hybridization
(Fig. 3b). As the neck width is further increased and/or the shell
thickness is further decreased, the Rabi period shortens, signifying the
increase in the hybridization energy, as shown in Fig. 3c.

The agreement between the mean-field theory and the perturba-
tive Marcus result for γ≪ 1 is consistent with the so-called “average
classical limit”30, where the dynamics of the nuclear degrees of free-
dom are governed by the arithmetic average donor/acceptor

Hamiltonian31. The average classical limit has been motivated by the
analysis of theWigner form of the quantummechanical expression for
the relevant time-correlation function32, suggesting that the average
Hamiltonian (similar to mean field) provides the most accurate
approximation to the fully quantum mechanical results31. For
large values of γ, where the hybridization energy is much larger than
the reorganization energy (J≫ λ) and the system is in the weak
electron-phonon coupling limit, the average mean force on the nuclei
is similar to the force for each diabatic potential energy surface, and
the mean-field dynamics accurately reproduce the many-body solu-
tion. Quantummechanical test calculations for two-statemodels using

a b c

Fig. 3 | Populationdynamics of electron transfer at 300K for different regimes.
a–c Donor population pDðtÞ and acceptor population pAðtÞ in the nonadiabatic (a),
intermediate (b), and adiabatic (c) regimes, characterizing by the adiabatic para-
meter γ. All structures are in the symmetric attachment, leading to

pDð1Þ=pAð1Þ =0:5 in the long-time limit. The dashed lines in a are the population
generated from the master equation with rates computed using Marcus theory.
Source data are provided as a Source Data file.

21

a b

c d

Fig. 4 | Vibronic properties ofQDdimers. a, bDiagonal spectral densities SD1D1
ðωÞ

(a) and off-diagonal spectral densities SD1A1
ðωÞ (b) for the same systems char-

acterized by the adiabatic parameter γ as in Fig. 3. The blue, orange and green lines
correspond to spectral densities of the nonadiabatic, intermediate, and adiabatic
regimes as shown in Fig. 3 panel a–c. The inset in a shows the phonon density of

state (PDOS). c,dThe twomost importantmodes contributing todephasing are the
acoustic inter-dot vibrational mode with ω1 = 0.13 THz (c) and the torsional mode
withω2 = 0.58THz (d). The arrows indicate themotionof each atom for eachmode.
Source data are provided as a Source Data file.
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the multi-configuration time-dependent Hartree (MCTDH) method
show good agreement with the results of the Ehrenfest method (See
Supplementary Figure 8).

We also find that the dephasing rate, physically resulting from
coupling to the nuclear vibration, increases with larger hybridization
energy, J, deep in the adiabatic limit (γ≫ 1). This seems to be opposite
to thebehavior expected for the spin-bosonmodel33, and canbe traced
to the inclusion of off-diagonal electron-phonon couplings terms in
our model Hamiltonian (Vα

n≠m). As shown in the Supplementary Fig-
ure 9 and Fig. 10, the behavior of the population dynamics and the
dephasing rates are consistent with the spin-boson model when the
off-diagonal coupling terms are turned off (Vα

n≠m =0). In addition,
the presence of several donor and several acceptor states also affects
the dephasing rates, particularly for γ≫ 1 where the 1Pe-like donor/
acceptor orbitals play a significant role in the charge transfer dynamics
due to a smaller energy gap between 1Se and 1Pe-like states.

To further analyze the dephasing dynamics and delineate the
modes that most strongly affect the electron transfer rates, we define
the spectral density characterizing the electron-phonon interaction
between states ∣ϕn

�
and ∣ϕm

�
(n,m 2 D,A) as

SnmðωÞ=π
X
α

ωαλ
α
nmδðω� ωαÞ ð7Þ

where λαnm = 1
2

Vα
nm
ωα

� �2
is the reorganization energy for mode α. In

Fig. 4a, b we plot the diagonal and off-diagonal spectral densities
between the ground states of the donor and acceptor (∣ϕD1

i and
∣ϕA1

i) for the same systems shown in Fig. 3. The spectral densities are
very structured with stronger coupling to the low-frequency
acoustic modes (ω/2π < 1.5 THz) and weaker coupling to the high-
frequency optical modes (ω/2π > 4 THz). We find that the overall
magnitude of the diagonal spectral densities (Fig. 4a) decreases with
increasing γ while the off-diagonal spectral densities behave the
opposite. Thus, setting the non-diagonal coupling terms to zero
leads to a decrease in the dephasing rates with increasing
hybridization energies, which is not the case observed in Fig. 3,
where the dephasing times are governed by the off-diagonal
couplings. In addition, we identify the modes that contribute the
most to the dephasing dynamics shown in Fig. 4c, d. The lower
frequency mode, ω1, involves a breathing motion while the higher
frequency mode, ω2 involves a torsional motion (see Supplementary
Movie 1 and 2 for details). These vibrational modes are important to
localize the charge and facilitate the transfer dynamics.

Nonadiabatic to adiabatic electron transfer transition
In Fig. 5 we provide a summary of the electron transfer rate constants
across the nonadiabatic to adiabatic transition and show how they
depend on the neck, core and shell dimensions. In the adiabatic
regime, we estimate the electron transfer rate constant by fitting the
decay of the envelope of the donor population (see Eq. (20) in Meth-
ods). Figure 5a shows a scattered plot of the rate constants calculated
for all the dimers considered in this work as a function of the ground
state hybridization energy, J, at room temperature. As can be seen, the
rate constants follow the J2-Marcus theory dependence as J→0. For
larger values of J, the population dynamics are no longer characterized
by an over-damped exponential decay (unlike the Zusman limit), and
the electron transfer is dominated by the dephasing, which shows a
weaker dependence on J. The first-order dependence of the dephasing
rate on J can be derived for the simple two-level spin-bosonmodel, and
is given by kdp = 2Sð2JÞ cothðJ=kBTÞ34, where S(ω) is the spectral density
defined above. For the multi-state model considered in this work, the
dephasing rate depends on other factors discussed previously, such as
the off-diagonal spectral densities and contributions from higher-lying
states, and increases with J rather than decreases for the standard two-
state model. The solid black line in Fig. 5a is a fit to a connection
formula for the total electron transfer rate, given by k�1 = k�1

M + k�1
dp

with an empirical form for dephasing rate kdp / ffiffi
J

p
. Figure 5b, c show

the dependence of k on the neck width Dneck and shell thicknessDshell,
for different corediametersDcore.Wefind that across the rangeof neck
and shell dimensions that can be varied experimentally13, the electron
transfer rate constants can be tuned over a broad range of values, from
approximately 10 ps−1 to 100 fs−1. This suggests that faster, room-
temperature, electron transfer devices require thinner shells, wider
necks, and larger cores.

In conclusion, we outlined a theoretical framework to calculate
charge transfer between two colloidal quantum dots connected by a
bridge. Our approach is based on an atomistic model to describe the
electronic structure, the vibrational modes of the donor/acceptor
system, the electron-phonon couplings, and used a mixed quantum-
classical mean-field Ehrenfest method to describe the time evolution
of the reduced density matrix. We showed that by increasing the neck
width, increasing the core diameter, and/or decreasing the shell
thickness of the quantum dot building blocks, it is possible to control
the hybridization energy and tune the system from the Marcus non-
adiabatic, slow electron transfer regime to a coherent, adiabatic limit,
even at elevated temperatures, with electron transfer times that are
orders of magnitude faster and scale mildly with the hybridization

a b c

Fig. 5 | Crossover between different electron transfer regimes. a Electron
transfer rates, k, plotted as a function of ground state hybridization/reorganization
energy (J/λ) at 300 K for structures with [100] and [001] attachments. Circle and
triangle represent controlling the QD dimer by Dneck and Dshell, respectively. The
solid black curve is a fit to a connection formula, k�1 = k�1

M + k�1
dp with an empirical

form for dephasing rate kdp / ffiffi
J

p
shown as a dashed line, and Marcus limit rate

kM∝ J2 shown as a dotted line. b, c Electron transfer rates plotted as a function of
Dneck (b) and Dshell (c) for [100] and [001] orientation attachments. Solid, dashed,
and dotted-dashed lines correspond to core diametersDcore of 2.2 nm, 3.0 nm, and
3.9 nm. Source data are provided as a Source Data file.
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energy. In all regimes, the charge transfer dynamics are mainly gov-
erned by the coupling of the electron to inter-dot and torsional
acoustic modes.

Methods
Nanostructure configurations
The core-shell colloidal quantum dot (CQD) nanocrystals (NCs) were
constructed by adding CdS shells to a CdSe core, which was cleaved
from a large crystal with a lattice constant of bulk wurtzite CdSe
(a = 4.3 Å, c=

ffiffi
8
3

q
a). The CQD dimers were then constructed by

attaching two NCs either through the [100] symmetric or [001]
asymmetric crystal plane. The neck/bridge of the dimer can then be
widened by adding additional CdS layers to the connection area
between two NCs. Supplementary Tables 1 and 2 summarize the dif-
ferent combinations of Dneck, Dshell and Dcore in two orientations used
in this study. The structures were optimized with Stillinger-Weber
force field parameterized for II–VI nanostructures26 using the con-
jugate gradient minimization implemented in LAMMPS35. See Supple-
mentary Data 1 for the relaxed structures.

Quasi-electron states calculations and localization
The semi-empirical pseudopotential model20,21 was used to describe
the quasi-electron Hamiltonian and the filter-diagonalization
technique22,23 was applied to calculate the eigenstates of the dimer
near the bottom of the conduction band. The local screened strain-
dependent pseudopotentials following Wang et al.36 were chosen as
the functional form in the momentum space

eνðqÞ=a0 1 +a4Tr ϵ
� � q2 � a1

a2 exp a3q2
	 
� 1

ð8Þ

whereq is themomentum, ϵ is the strain tensor, and theparameters for
Cd, Se, and S are collected in Supplementary Table 3. All parameters
were fitted to reproduce bulk band structures, band gaps, and effec-
tive masses of CdSe and CdS. The real-space quasi-electron Hamilto-
nian ĥQPðrÞ is given by

ĥQPðrÞ= � 1
2
∇2
r +
X
μ

νμ ∣r� R0,μ∣
� �

, ð9Þ

where νμ is the real-space pseudopotential for atom μ. The filter-
diagonalization technique was then applied to obtain quasi-electron
eigenstates, ψi(r), above the conduction band edge. The calculations
were implemented on real-space grids less than 0.8 a.u. such that the
eigenenergies converges less than 10−3 meV.

To transform the delocalized quasi-electron eigenstates ψi(r) to
localizeddonor and acceptor statesϕn(r), the Förster-Boys localization
scheme was applied to maximize the self-extension criteria24,25

hΩ̂iFB =
X
n2D,A

Z
d3r∣ϕnðrÞ∣2r

� �2

, ð10Þ

where the optimization can be achieved by successive 2 × 2 rotations
of wavefunction pairs. The resulting localized states are related to
eigenstates by a unitary matrix U

ϕnðrÞ=
X
i

UniψiðrÞ: ð11Þ

The first 8 eigenstates at the bottom of the conduction band were
included to construct localized states.

Normal modes and vibronic couplings
The nuclear vibration was described by the same 3-body Stillinger-
Weber potential used in structure minimization. If the harmonic

approximation is made, the normal mode coordinates can be calcu-
lated by diagonalizing the Hessian matrix at the equilibrium config-
uration. For the mass-weighted coordinates, the Hessian matrix is
defined as

Dμk,μ0k0 =
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

mμmμ0
p ∂2USW

∂uμk∂uμ0k0







u=0

, ð12Þ

where the atomic displacement uμk =Rμk −R0,μk, (k = x, y, z). The
electron-phonon couplings in the atomic coordinatesVμk

nm are given by
the first-order derivative of pseudopotential with respect to the
nuclear coordinates19 and can be transformed to couplings to normal
mode Vα

nm according to

Vμk
nm =

Z
drϕ*

nðrÞ
∂νμ ∣r� Rμ∣

� �
∂Rμk

ϕnðrÞ ð13Þ

Vα
nm =

X
μ,k

1ffiffiffiffiffiffiffi
mμ

p Eμk,αV
μk
nm, ð14Þ

where Eμk,α are the coefficients of the normal mode transformation.

Mixed quantum-classical Ehrenfest dynamics
The dynamics of charge transfer were described by the mixed
quantum-classical mean-field Ehrenfest method. The system dynamics
can be derived from quantum-classical Liouville equation under the
mean-field approximation37,38

∂ρSðtÞ
∂t

= � i
_

HS +
X
α

X
n,m2D,A

∣ϕn

�
ϕm

�
∣Vα

nmQαðtÞ,ρSðtÞ
" #

, ð15Þ

where ρS(t) is the reduced density matrix of the electronic system.
Under the harmonic approximation, the time evolution of phonon
coordinates is

dQαðtÞ
dt

=PαðtÞ ð16Þ

dPαðtÞ
dt

= � ω2
αQα �

X
n,m2D,A

Vα
nmTrS ∣ϕn

�
ϕm

�
∣ρSðtÞ

� �
: ð17Þ

The above equations of motion in ((15)–(17)) can be integrated by
the fourth order Runge-Kutta method with a time step around 1 fs.
The phonon coordinates are integrated taking ρS(t) to be constant
over a half-time step. The initial density matrix was assumed to be
separated into a product of the equilibrated system and bath
density matrices

ρð0Þ=ρSð0ÞρBð0Þ=
X
n2D

e�βEn

ZD
∣ni nh ∣

 !
e�βHB

ZB
, ð18Þ

where ZD and ZB are partition functions of the donor and phonon
subspaces, respectively. The initial phonon coordinates Pα and Qα

are sampled from the Boltzmann distribution and the populations
ρS(t) are averaged over the ensemble trajectories. The calculations
required an average of 1000–4000 trajectories to converge. The
anharmonicity effects can be included by propagating the atomic
coordinates in the force field of Stillinger-Weber potential. We
found that the anharmonic nuclear coordinate does not change the
dynamics significantly.

The population transfer between donor and acceptor subspaces
can be described by pDðtÞ and pAðtÞ, which are obtained by summing
over the populations in the donor and acceptor Hilbert space,
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respectively

pD=AðtÞ=
X

n2D=A
ρS,nnðtÞ: ð19Þ

In general, there are two important time scales associated with charge
transfer dynamics, and it is possible to fit an envelop functionpenv(t) of
pDðtÞ (or pAðtÞ) as a sum of exponential functions:

penvðtÞ=AMe
�kMt +Adpe

�kdpt , ð20Þ

where kM is Marcus rate, kdp is the dephasing rate, and A parameters
are weighted factors. We chose Adp = 0 in the nonadiabatic Marcus
regime and AM=0 in the adiabatic coherent regime. The total transfer
rate k is chosen as either kM in the nonadiabatic regime or kdp in the
adiabatic regime.

Data availability
The data supporting the findings of this study are available within the
article and Supplementary Information. Source data are provided with
this paper. Extra data are available upon request. Source data are
provided with this paper.

Code availability
Computer codes for all simulations and analysis in this paper are
available at: https://doi.org/10.5281/zenodo.7686521.
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