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Network Coding-Aware Queue Management
for TCP Flows over Coded Wireless Networks

Hulya Seferoglu, Athina Markopoulou
EECS Dept, University of California, Irvine
{hseferog, athina}Quci.edu

Abstract—We are interested in unicast traffic over wireless queue management schemes (at intermediate nodes) to make
networks that employ constructive inter-session network oding,  them network coding-aware (in the sense that they can match

including single-hop and multi-hop schemes. In this settig, ; ;
TCP flows do not fully exploit the network coding opportunities the rates of flows _coded together). Based on this observation
we take the following steps.

due to their bursty behavior and due to the fact that TCP is ) . )
agnostic to the underlying network coding. In order to improve First, we formulate congestion control for unicast flowsrove

the performance of TCP flows over coded wireless networks, wireless networks with inter-session network coding witthie
we take the following steps. First, we formulate the problem petwork utility maximization (NUM) framework 4], ]5]. We

as network utility maximization and we present a distributed 5556 that a known constructive network coding scheme is
solution. Second, mimicking the structure of the optimal stution,

we propose a network-coding aware queue management schemed€ployed in a wireless mesh network; examples include COPE
(NCAQM) at intermediate nodes; we make no changes to TCP or [1] for one-hop network coding and BFLY[6] for two-hop
to the MAC protocol (802.11). We demonstrate, via simulatin, network coding. The optimal solution of the NUM problem
that NCAQM significantly improves TCP performance compared  decomposes into several parts, each of which has an imuitiv
to TCP over baseline schemes. interpretation, such as rate control, queue managemedt, an
Index Terms—Network coding, wireless networks, congestion scheduling.
control, transport protocol design, queue management. Second, motivated by the analysis, we propose modifica-
tions to congestion control mechanisms, so as to mimic the op
timal solution of the NUM problem and to fully exploit the po-
Wireless environments naturally lend themselves to neéwatential of network coding. It turns out that the optimal i
coding, thanks to the inherent broadcast and overhearifigtates minimal and intuitive implementation changes. We
capabilities of the wireless medium. We are particularly irpropose a network coding-aware queue management scheme
terested in wireless mesh networks that employ consteuctixt intermediate nodes (NCAQM), which stores coded packets
network coding schemes (such as COPE [1] and BELY [6]), tind drops packets based on both congestion state and network
mention some concrete examples). We consider unicast flogetling. We note that the queues at intermediate nodes, which
(particularly TCP, which is the dominant traffic type todayhre already used for network coding, are a natural place to
transmitted over such coded wireless networks. implement such changes with minimal implementation cost.
In this setting, it has been demonstrated that network godim contrast, we do not propose any practical modifications to
can significantly increase throughput [1].] [2]. However, ITCP or MAC (802.11) protocols, which significantly simpliie
has also been observed [1] that TCP does not exploit theactical deployment of our proposal. Finally, we evaluate
full potential of the underlying network coding, mainly dueur proposal via simulation in GloMoSim [23] and we show
to its bursty behavior. Rate mismatch between flows camat TCP over NCAQM significantly outperforms TCP over
significantly reduce the coding opportunities, as there maty baseline scheme®.g., doubles the throughput improvement
be enough packets from different flows at intermediate nodessome scenarios), and achieves near-optimal performance
to code together. One possible solution is to artificialllagle  The rest of the paper is organized as follows. Sedfidn II
packets at intermediate nodes [3], until more packetseemd discusses related work. SectiofsI[MIVI focus on wireless
can be coded together. However, the throughput increasks wietworks with one-hop network coding: Sectiod Ill presents
small delay (due to more coding opportunities), but de@eashe system model; Sectign]lV presents the optimization prob
with large delay (which reduces the TCP rate); the optimiim and solution; Sectiof ]V presents the design of our
delay depends on the network topology and the backgroumetwork coding-aware queue management scheme (NCAQM);
traffic and also may change over time. Thus, in many practicgéction[V) presents simulation results. Section] VIl extend
networking scenarios, introducing delay at intermediatées our framework to multi-hop network coding. Sectibn VIl
is not practical. concludes the paper. Appendix A presents numerical results
We consider the same problem but we propose a differgfot the convergence of the solution.
approach. Our main observation is that the mismatch between
flow rates is due to the dynamic/bursty nature of TCP. There- 1. RELATED WORK
fore, the problem can be eliminated by making modifications This paper builds on top of constructive network coding
to congestion control mechanisms (at the end-points) amal/o schemes in wireless mesh networks. We rely on such a given

I. INTRODUCTION


http://arxiv.org/abs/1002.4885v2

scheme to provide the available coded and uncoded flowsatod extended version of our conference paper that was pre-
higher layers. We then seek to optimize the treatment ofthesented in NetCod 2010 [25]. It includes significantly extetd
flows at the end-points and/or at intermediate nodes so ass&xtions on simulations of performance (Sections VI and VI
maximize network coding opportunities. as well as new numerical results on the convergence (Aprendi
COPE and follow-up work COPE [1] is a constructive A) of our schemes. It also extends the framework from one-
network coding scheme for one-hop network coding acrobsp to multi-hop network coding (Section VII).
unicast sessions. Our framework can also consider any otheln another piece of recent work [24], we studied a related but
constructive scheme for inter-session NC, such as BFLY [6fthogonal aspect: we added intra-session redundancyee in
or tiling approaches [7]. COPE has generated a lot of intersgssion network coding in order to deal with wireless losses
in the research community. Some researchers tried to modetl to eliminate the need to know the state of the neighbors. |
and analyze COPHE_[13][[15][_[L7]. Some others proposedntrast, in this paper we consider only inter-sessionrapdi
new coded wireless systems, based on the idea of COPE [E8]d we focus on the interaction between local (coding and
[6]. Zhao and Medard tried to explain and improve COPEgueue management) and end-to-end (TCP) schemes, which
performance by looking at its interaction with MAC fairnessvas out of the scope of [24].
[14]. We note that the authors of COPE had noticed the I1l. SYSTEM MODEL

problem With. TCP performance over COPE. As diSCU_SSEd inSources/FIows.Let S be the set of unicast flows between
the introduction, [[B] addressed the problem of rate mismatg, o source-destination pairs. Each flow S is associated

between flows that are coded together, by delaying pack%h aratex, and a utility functionUs(x), which we assume

Here, We__take. a different approach and we cregte COd'ﬂigbeastrictly concave function af,. The goal is to maximize
opportunities via queue management and congestion cont[me total utility functionl, = 3 U.(x,)
- sES S s

More specifically, we aim.at .improving TCP penformance Wireless Network. A hyperarc (i, 7) is a collection of
over COPE by complementing it with a network codlng—awarlﬁ.lkS from nodei € AV to a non-empty set of next-hop nodes

queue management scheme (NCAQM). J C N that are interested in receiving the same network

NUM in coded systengr analy.sis. fall_s within the classic o through a broadcast transmission fromh hypergraph
framework of network utility maximization (NUM)[]5]. A 7 = (N, A) represents a wireless mesh network, whifés

significant body of work has looked at the joint optimizatiorllhe set of nodes and is the set of hyperarcs. For simplicity,

of intra- or inter-session NC of unicast flows. For exampl% — (i, 7) denotes a hyperaré,i) denotes nodé andh(J7)

in [8], minimum cost multicast over network coded Wire"nedenotés node7, i.e, h(i) = i a;’ld h(J) = J. We use these
and wireless ne_tworks was st_udied. This work was exte_ndféqms intercharylgea’bly in the rest of the paper.

for rate control in[[9] for wireline networks. The rate regio Due to the shared nature of the wireless media, transmission
Biver different hyperarcs may interfere with each other. We
%onsider the protocol model of interferen¢el[21], accaydin
to which, each node can either transmit or receive at the
same time and all transmissions in the range of the receiver
'&re considered as interfering. Given a hypergrafghwe can
Eeonstruct the conflict grapli = (A,Z), whose vertices are

C e | TR the hyperarcs ofH and edges indicate interference between
maximization is used in[[18] for end-to-end pairwise 'merhyperarcs. A cliquec, C A consists of several hyperarcs,

session network coding. Energy efficient opportunistiennt at most one of which can transmit at the same time without
session network coding over wireless are proposed_in nﬁlterference

following a node-based NUM formulation and its solution Network Coding: We assume that intermediate nodes use
based on back-pressure. A linear optimization framework fg.~ 5 [1] for one-hop opportunistic network codlngach
packing butterflles_|s proposed |Eﬂ20]_. node i listens all transmissions in its neighborhood, stores
Compared to prior _NUM problems in coded ne_tworks: Wihe overheard packets in its decoding buffer, and peritiglica
focus on the congestion control problem for multiple unicag e tises the content of its decoding buffer to its neigabo
flows over wireless Wl_th a given inter-session network (?gmehen, when a nodé wants to transmit a packet, it checks or
sche.me. The most §|m|Iar formulation is! [9], but for intragqiimates the contents of the decoding buffer of its neighbo
session networ.k coding. If there is a network coding opportunity, the node combines
_ Protoc_:ol design.To the best of our knowledgg, our WOrkine relevant packets using simple coding operations (X@R) a
is the first, to take the step from theory (optimization) 1,4 4casts the combination . Note that it is possible to
practice (protocol design), specifically for the problem o onstruct more than one network code over a hypefiag).
congestion control over inter-session network coding. Ve, K, 7 be the set of network codes over a hyperare/).

propose implementation changes, which have a numberL(gt S € S be the set of flows, whose packets are coded
desired features: they are justified and motivated by amlystogether_using codé € K7 and broadcast ove, 7).

they perform well (double the throughput in simulationsyda g ting: we consider that each flowe S follows a single

they are minimal (on_ly queue management is affected, Whg%\th Ps € N from the source to the destination. This path is
TCP and MAC remain intact).

Comparison to our prior workThis paper is an improved INote that we present the multi-hop extension in Sedfion VII.

source allocation problems for unicast flows. For examplie, r
control, routing, and scheduling for generation-basedaint
session network coding over wireless networks is consitle
in [12]. Optimal scheduling and optimal routing for COP
are considered i [13] and [17], respectively. Networkitytil



The first constraint is the capacity constraidf;"*a;"z,

indicates the part of flow rate, allocated to the:-th network
code over hyperaré. The rate of thek-th network code is
the maximum rate among flows € S;, coded together in
codek: max.es, {H "o "z} [8]. Different network codes
k € K}, over h share the available capacify;, 7, where R},

is the transmission capacity @f, since h is a set of links,
Ry, is the minimum: Ry, = minjep7){Ri ;& where R;

is the capacity of link(z,j), and¢; ; is the probability of
';ig- 1-d sﬁutggO%XansniﬁgcishJ\;Vaf;am'tfaglomV‘:gge:s;% t°(§$’§f'tvﬁé successful transmission over littk j). The second constraint
intleri[l]ediate nod2e(. Ay and B; transmit theizr packets: anc?’b, in two is the flow conservation ConSt]Eaim: at every node the path
time slots, and nodéd receives them. Furthermorel, overhearsh and B~ Ps Of sources, the sum OfozZ’ over all network codes and

overhearsa, becaused; — By and By — Ag are in the same transmission hyperarcs should be equa| io Indeed, when a flow enters
range and they can overhear each other. In the next timel/shwgadcasts the ] . . . .
network coded packet, @ b over hyperarql, { Az, Bo}). SinceAs and By~ & particular _noda, it can be transmitted to its next hgp
have overheard anda, they can decode their packetsandb, respectively. as part of different network coded and uncoded flows. The

third constraint is due to interference. As mentiongdis the

P rcentage of timé is used. Its sum over all hyperarcs in a
Slique should be less than an over-provisioning facjog 1,
because all hypearcs in a clique interferes, and should time
share the medium.

pre-determined by a routing protoca,g, OLSR or AODV,
and given as input to our problem. However, note that seve
different hyperarcs may connect two consecutive nodesyal
the path. We set an indicator functidﬂi’é = 1if flow s is
transmitted through hyperaié, J) using network code: €
Ki 7. Otherwise,Hi§ =0.

Example 1:The example shown in FidJ 1 illustrates theB. Solution
problem we consider. Sincé can transmita © b in ON€ gy yajaving the capacity constraint in EQJ (1), we get the
time slot, instead ofz, b in two time-slots, network coding Lagrangian:
has the potential to improve throughput. However, if there |
mismatch between the rates, z» of the two flows,I may L(xz,a,7,q) =

not have packets from the two flows to code together at all

times, and thus does not exploit the full potential of networ Z Us(zs) — Z qn < Z max{HZ’kai’kxs} - Rh7h>
coding. We confirmed this intuition through simulationshiist  ses heA T

example topology. When the buffer size was setgackets (2)

at each node and the bandwidth walbps for each link, we \yhereq, is the Lagrange multiplier, which can be interpreted
observed that0% of the time, there were no packets fromys the queue size at hyperdrcas discussed later. To decom-
the two flows at the same time at nodeto code together. pose the Lagrangian, we rewriteax,cs, { H:"a;*z,} as
For smaller queue sizes and Iarg_gr tran§m|53|0n rates thglraxmm Zsesk Hﬁ’kai’kfcsmi’k S-t-zsesk m;k — 1 where
were even fewer coding opportunities. This means that there ,"» . . .

"™ is a new variable, which we call the thdominance

is potential for improvement by updating the protocols so &%~ o .
P b y up 9 P dicator. It indicates whether the souregehas the maximum

to mitigate the rate mismatch between TCP flows. This is tH I ded her in thh K cod
observation that motivates this paper. rate among all flows code togeF erin network co <

or not. In the next section, we will see that only the dominant

IV. OPTIMAL CONGESTIONCONTROL flow in a network code needs to back-off during congestion.

A. Problem Formulation The Lagrange function in EqJ(2) is not strictly concave in
The objective is to maximize the total utility function, by, and this causes oscillation in its solution. We use the
appropriately selecting: the flow rates at sourcess € S; Proximal method[[22] to eliminate oscillations;
. . i k . .
their traffic splitting parameter; ™ (following the terminology A Z (Hs,k s,k sk o s,k s,k)z)
m

. . « s m —
of [9]) into network codes: € K over hyperard: at inter- e he he R he T Hh
. . k
mediate nodes; and the percentage of timesach hyperarc .
is used: s.t. Z my =1, 3)
sESk
. s,k - . .
max Z Us(zs) wher_ec is a constant ang,”™ is an art|f|C|aJ ]:/arlaple_of the
X proxmaL method[[22]. Its value is set ta; ™ periodically.
s,k % . .
st Z maX{Hi,kaZ,kxs} < Ry, Yhe A Let (m;") be the solution to th!s problem.
SES), By rewriting the summation )7, , > as
keKn h, (SES)
ok y Yoses ke |ses, the Lagrange function in Eq.[J(2)
Z Z " =1, VseSiePs can be expressed adi(x, o, T,q9) = D ,c4qnBnTh +
h(J)|heAKEK ), |sES k s,k NN
e Sues (Us(@s) =20 Cieu Lheryucs, oy i mir*)).
Z Th ST, V0 C A (1) Now, we can decompose the Lagrangian into the following

heCq intuitive problems: rate control, traffic splitting, scheitg,



and parameter update (queue management). gueue management at intermediate nodes are crucial, while
Rate Control. First, we solve the Lagrangian w.rt: TCP and scheduling can remain intact. This makes our pro-
posal amenable to practical deployment.

ZEICORS DU SRR NN F O

h€AKEK,|sES), A. Queue Management at Intermediate Nodes (NCAQM)

where (U/)~! is the inverse function of the derivative of 1) Summary of Proposed Scheméle refer to ourNet-
U,. If we definew; = 3, wes HZ’kaZ’k(mZ’k)* and Work Coding-Aware Queue Managemsoheme as NCAQM.
St n|sESK

Gy = Son(rhea v}, the ratez, can be expressed asNCAQM builds on and extends COPE [1]. Its goal is to

2y = (U)"(3,.» ¢), noting thati = h(i). interact with TCP congestion control in such a way that
iEPs éi'dmatches the rates of TCP flows coded together and thus

Us(2s) = log(zy),¥s € S, leading toz, — (Z qs)fl’ increases network coding opportunities. It achieves toial g

iEPS 7 . . . . .
i.e., s is inversely proportional to the total network code h_rough the following minimal changes at intermediate rode

queue sizes over the path of flows which we will be irst, NCAQM stores coded packets in the output quiye
explained later as opposed to COPE that stores uncoded packets. Second,

Traffic Splitting. Second, we solve the Lagrangian tofyk: NCAQM maintains state per hyperarc queyg and per

) S - G twork code transmitted over each hyperlare Ky ; this is
at each node along the pathife. i € Ps), the traffic splitting network. ) . o
problem can be expressed as feasible in the setting of wireless mesh with limited numdafer

flows. Third, during congestion, packets are dropped froen th

In the special case where proportional fairness is desir

min Z Z qthL’k(me*k)*aZ’k flow that has the largest number of packets, where this number
R heAkEKn sESy is computed only over h-queues where the flow is dominant.
st Z Z az,k —1, VieP, ) Consider several flows coded together in the same code: the

rate of the dominant flow is the rate of the code; and dropping
from the dominant flow matches the rates, as desired. We note
Similarly to Eq. [3), we also use the proximal methdd [22] t¢hat intermediate nodes do already network coding operstio
solve the optimization problem in Ed.I(5). and can be naturally extended to implement these changes.
Scheduling. Third, we solve the Lagrangian fan,. This 2) Detailed Description of Proposed Scheme:
problem is solved for every hyperarc and every clique in the Maintaining Queues: In [I], a wireless nodei stores
conflict graph in the hypergraph. all packets uncoded in a single output queDge and takes
max Z o RnTh decisions at every transmission opportunity about whetiher
T code some of these packets together or not. In contrast, we

h(J)|h€ AKEK|sES

hea propose to network code packets, if an opportunity exists,
st Z Th ST, VCq C A (6) at the time we store them in the gqueue. Motivated by the
hec, fact that Lagrange multiplier (h-queue) in Eq. () can be
Parameter (Queue Size) Update.We find ¢, using interpreted as the queue size at hyperarave maintain h-
a gradient descent algorithmg,(t + 1) = {qn(t) + Queue virtuaIIE for each hyperarc at every node, which keeps
il e, Sees, Hy oy (mi*)*z, — Rym]}t. Equiva- track of packets that are network coded and broadcast over
lently; h. The size of an h-queue @, and how it is determined in

sk sk N practice will be explained later. Each nodmaintains a single
Gn(t +1) = {gn(t) + Z ?é%f{Hh’ ap st = Rumh]}T physical output queud;, which stores all packets (coded and
kekn uncoded depending on the opportunities) passing through it
) Network Coding (Alg. 1): Motivated by the fact that the
wheret is the iteration number; is a small constant, and theincoming traffic in Eq.[(7) is the sum of the network coded
T operator makes the Lagrange multipliers positiyecan be flows overh, we code packets when they are inserted to output
interpreted as the queue size at hyperdhce A. Indeed, queues. If a network coding opportunity does not exist when
in Eq. (@), q» is updated with the difference between thé¢he packet arrives at node we just store it inQ; in a FIFO
incoming Zke,ch maxsegk{H;’kaZ’kxs} and outgoingR, 7,  way. Periodically, AlgllL runs to check all packets in the upie
traffic at h. Therefore, we cally, the hyperarc-queue, or h-for network coding.
queue for brevity. We confirmed the convergencegé via Let Q; = {p1,p2,...,p} Wherep; is the first andyp,

numerical calculations as seen in Appendix A. is the last packet in the queué; < L, where L is the
buffer size,i.e., the maximum number of packets that can
V. NETWORK CODING-AWARE IMPLEMENTATION be stored inQ;. First, p; is picked for network coding. Since

In the previous section, we saw that the NUM problem, . . .
We maintain a virtual, not a physical, h-queue, becausedtter lwould

de(_:omposed _into_ _ch_l(4)' Ed.] (_5)’ Edl (_6)' Eﬁ (7),_egch 9@ difficult in practice: (i) the total buffer size is limiteahd allocating it to
which has an intuitive interpretation. In this section, winie  h-queues is another control parameter; (ii) h-queues maypgg over time

the properties of the optimal solutions to these problents apfPending on changes in the topology and traffic scenafipsi@ring packets
in h-queues may reduce network coding opportunities in eidzased

e - . |
propose mOd'f'Cat{onS to the correspondlng protocols toenag/stem (although it is optimal in a flow-based system) dueppodunistic
them network coding-aware. It turns out that only changes tétwork coding.



Algorithm 1 Network coding in output queu@; at nodei  potential of rate mismatch between flows coded together, we

1 for m=1..L do propose that the node compares the number of all (coded and
g i Hfg;”nezg(in;hinl)__L do uncoded) packets of each flow, in queues where the flow is
4: if pm @ pr, is eligible then dominant (nf;’“ = 1). This is motivated by the optimal rate
5 én;fz = Pm © pn control in Eq. [#). More specifically, for each flow, we
?; end for. calculate®s = Zh(J)IheA Quy, wherew; =35, .\ cs,
8  endif and H " kai Upon congestion, thé$’s are compared
1?): (;deategi and a packet from the flow with the largest is dropped,
. ena itor

preferably the last uncoded packet. The choice of the last
_ _ packet is to make it similar to DropTail. The choice of uncdde
Algorithm 2 Packet dropping at nodeduring congestion  packet is so as to hurt only one flow, as opposed to several. If

1: Initialization: ®% = 0, Vs € S, S, = 0 there is a tie in theb’s between flows, one flow is randomly
2: if 1> L then picked to drop a packet. If all packets from the selected flow
if forg;lcili‘tgg = Ops are coded, a new coming packet(s) is dropped instead.

5 end for MI)IheA hEh To estimate the dominance indicato; ™" needed in AlglR,

6 S = argmaxses{®;} we compute heurlstlcally an estimaig,” as follows. If

p o Cosealow es mony HyGitQr < Hi el Qrst3s € S - (s), then

9: Drop pn, my”t = 0. OtherW|se nyt = (|Sm‘“”|) I where §"e* =

o e'seDmppl {slse S A H a3 QS = max{H; *a:""Q3 | s € Si}}.

12:  endif

13: end if B. Rate Control at the Sources

For logarithmic utility, we saw that the optimal rate corhtro
in Eq. () isz, = (X iep. q;)~ 1. ¢¢ corresponds to the length
Q; stores network coded packejs, may be already coded. of the network coded queue size of flowat nodei. The
Independently of whether, is network coded or not, it can beoptimal ratex, is inversely proportional to the sum of these
further coded with other packets in the queue beginning froflueue sizes;; across all nodes on its pathP,. This is
p2, if the following two conditions are satisfied; (i) the patke essentially a generalization of standard optimal rate robnt
constructingp; andp, should be from different flows, and (ii) [4], to account for network coding in the calculation of gaeu
p1 @ p2 should be decodable at the next hop of all packets thazes.
construct the network code. If these conditions are safisfie When rate control is implemented, it is impractical to
we say that the network code is an eligible network code, afged back to the source the full information, iep. Gy @S
p1 is replaced by, @ p2. Thenp, @ ps is checked for network required by the optimal control. Instead, when a queue is
coding, etc. After all packets are checked for network cgdincongested, a packet is dropped or marked [4]. The source
the output queued; is updated: (i) the final packet; is uses this binary information as a signal to reduce its rate,
stored in the first slot of the output queue, and (ii) the mgmomimicking the inverse relationship in the optimal control.
allocated to other packets are freed. Then, the same digoritThe exact adaptation of the flow rate depends on the TCP
is run for packetp,, etc. When a transmission opportunityersion used. In the simulations, we used TCP-SACK without
arises, the first packet from the output queue is checked #afy modification. The only change we propose is the packet
network coding again and broadcast over the hyperarc.  dropping scheme at the queue (Alg. 2), to take into account
Let the number of packets from flowin node: be Q7. QF not only congestion but also network coding. EssentialyPT
captures the difference between the incoming and outgois@l reacts to drops but these drops are caused when the flow
traffic for flow s at node:. Since an h-queue captures thés dominant in at least one network coded queue along the
difference between the incoming and outgoing traffic over gath.
hyperarc, we calculate its size using the following heimist Example 2:Let us re-visit the example in Fig] 1. There is
Qn = Yrex, Inaxsegk{HSk Q:}, where & “S’“ is the only one network coded flow over = (I,{Az, B2}) and
approximate traffic splitting, explamed next. assume that link transmission rates are the same. Then the
The traffic splitting parametera,j’k are found through two flows are always coded together and their traffic spijttin
the optimization problem in Eq.[J(5). Through numericabarameters approach to The network coded queue sizes are
calculations, we made the following observation: eatf ®! = Q,m! and ®2 = Q,m2, where ), is the size of
converges to the percentage of time that packets from flowthe h-queue forh = (I,{A2, B>}), andrm;, andmji are the
are transmitted with thé-th network code oveh at nodei. dominance indicators for the two flows. Sin@g is constant,
At each packet transmission, we calculate the probabligy t &}, &3 depend onn}, andrn?, i.e., on which flow has more
a network codé: over hyperard can be used for flow, over packets in the output queue. Upon congestion, a packet from
a time window. The average calculated over this wmdow givélse first is dropped if it has more packets in the queue. Then,
a heuristic estimate of the traffic splitting parametefy Sy will reduce its rate by transmitting less packets, while flow
Packet Dropping (Alg. 2): When a node is congested,S; keeps increasing its rate, thus decreasing the probability
it decides which packet to drop. In order to eliminate théhat there is no packet from the second flow for coding at node



90m radius over200m x 200m terrain and all other nodes

s, R, OX1 - O [ | 2 S, Ry, Ry are placed arour_1d the cir_cle. F_inally, we consi_dered the gri
T j;, 6:)5 topology shown in Fig]3, in which nodes are distributed over
atb K ’ a 300m x 300m terrain, divided intd cells of equal sizel5
Ry le+fEI [5 3 - nodes are divided into sets consistingladr 2 nodes and each
O Q(_ ——954 R, set is assigned to a different cell. Nodes in a set are randoml
o — placed within their cell. If both the transmitter and theaiwer
! S mm are in the same cell or in neighboring cells, there is a direct
Sk O Sso OR5 transmission; otherwise, a noge in agneighboring cell asts a

Xk

a relay. If there are more than one neighboring cells, one is
chosen at random. In all topologies, a single channel is used
Fig. 3.  Grid topology. Multiple unicast flows; — Ri, S2 — Rz, etc., for both uplink and downlink transmissions.

meeting at different intermediate points. 2) MAC: In the MAC layer, we simulated |[EEE 802.11

(NCAQM) mechanism and TCP tends to eliminate the rafé’ network coding. First, we need a broadcast medium,
mismatch of the flows coded together.  which is hidden by the 802.11 protocol. We used the pseudo-

broadcasting mechanism ofl [1]: packets are XOR-ed in a
. single unicast packet, an XOR header is added for all nodes
C. Scheduling that should receive that packet, and the MAC address is set to
The scheduling part in Eq[](6) has two parts: intra- anle address of one of the receivers. A receiver knows whether
inter-scheduling that determine which packet to transmoitif 3 packet is targeted to it from the MAC address or the XOR
a node and which node should transmit, respectively. Boflgader.
have difficulties in practice. Intra-scheduling causeskplc  3) wjreless ChannelWe used the two-ray path loss model
reordering at TCP receivers. Inter-scheduling requiresrat  gng Rayleigh fading in Glomosim. We set the average loss
ized knowledge and it is NP hard and hard to approximate [$hte to 15%. In our simulations 15% loss rate is medium loss
Given these difficulties and our original goal to make minimaate, and residual loss rate after MAC re-transmissioness |
changes to protocols related to congestion control, wet bom 5 104
proposed modifications to the queue management. We do nojf) TCP Traffic: We consider FTP/TCP traffic on top of the
propose new scheduling and we use FIFO scheme for pacfgbiess network. In the Alice-and-Bob, X, cross, and wheel
transmission and standard 802.11 as wireless MAC. topologies, TCP flows, between the pairs of nodes described
above, start at random times within the fifstec and live
VI. PERFORMANCEEVALUATION until the end of the simulation. In the grid topology, TCP
In this section, we evaluate the throughput of TCP over oflpws arrive according to a Poisson distribution with averag
proposed scheme (NCAQM) in various topologies and trafficflows per30sec. The sender and the receiver of a TCP flow
scenarios. We compare it to TCP over the following baselie chosen randomly. If the same node is chosen, the random
schemes: no network coding (noNC), which uses FIFO withogglection is repeated.
network coding; COPE[]1], which stores native packets in
a FIFO and decides which packets to code together at each . .
transmission opportunity; and the optimal control. B. Simulation Results

In this section, we present simulation results for the Alice
A. Simulation Setup and-Bob, X, cross, wheel, and grid topologies. We compare
We used the GloMoSim simulatdr [23], which is well suite o: (i) TCP over NCAQM (TCP+NCAQM), (i) TCP over

for wireless. We implemented from scratch the modules forOPE (.TCP+COPE)’ (I.") the optimal _solut|on (qptlmal rate
ntrol in Eq. [#) working together with the optimal queue

one-hop network coding over wireless mesh networks (COP. nagement in EqLY7)). We report the average throughput

as well as for our proposed scheme (NCAQM). g
. . . . . of each scheme as % improvement over the throughput of
1) Topologies: We simulated four illustrative topologies he baseli C C ddit I
shown in Fig.[1, Fig[R2, and Fid]3. In X and Alice-and-t e baseline TCP+noNC. In addition, we report ransportiev
= ' : throughput. All throughput results reported in this sectioe

Bob topologies, shown in Fid.] 1 and Figl 2(a), two unicast Y . o
flows S, — R, and S, — R, meet at intermediate nod& averaged ovellmin simulation duration first, then ovelr0

L . simulations with different seeds.
In the cross topology, shown in Fig] 2(b), four unicast flows Table[] presents the results for the following parametéues: t

S1—Ry, So— R, S3— R3, andS,; — R4 are transmitted via the
relay 1. In the wheel topology, shown in Figl 2(c), multiple SWhen channel loss rate increases, there are two problemst, Eie

unicast flows Such as; — Rl’_SQ - RQ’_ Sz — R3, Sa = R4, residual loss rate after MAC re-transmissions increaségréfore, TCP is
and etc. are combined at the intermediate nhdgote that the not able to utilize the medium effectively and benefit of ratw coding

wheel topology is the generalized version of the cross muw| reduces. Second, network coding decision at intermediaties becomes

. . . . erroneous, because intermediate nodes do not know whicketsaare
shown in FIgJ]Z(b). In ?".these top.OIOQ'es node(l) performs _ overheard correctly. These issues are out of scope of tipierpand we have
network coding, and (ii) is placed in the center of a circléhwi analyzed them separately in[24].
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Fig. 2. (a) Alice-and-Bob Topology. Two unicast flons; — R;, and S3 — Rs, meeting at intermediate node (b) Cross topology. Four unicast flows,
S1 — R1, S2 — R2, S3 — R3, and Sy — R4, meeting at intermediate node (c) Wheel topology. Multiple unicast flowS; — Ry, S2 — Re, etc., meeting
at intermediate nodé. I opportunistically combine the packets and broadcast.

buffer size at each intermediate nodé ispacketd; the packet AVERAGE THROUGHPUT IJQEIC_)EI;MENT COMPARED TO NNC.
size is500B; the channel capacity iEM bps. In this scenario,

TCP+NCAQM has two advantages: (i) it stores network codgd Optimal | TCP+NCAQM | TCP+COPE
packets instead of the uncoded ones, thus uses the buffer moAlice-and-Bob Topology|| 33% 18% 8%
effectively, and (ii) it drops packets so that network cadin X Topology 33% 19% 9%
opportunities increase. Thus, our scheme (TCP+NCAQM) Cross Topology 60% 39% 21%
significantly improves throughput as compared to TCP+COBE  Grid Topology - 35% 18%

in all four topologies. It is also seen from the table that

there is still a gap between our scheme and the optimal

improvement due to the very limited buffer size for multiplénd Bob and cross topologies, respectively. In contrast to
flows at the relay. Yet, even in this challenging scenarié\ice-and-Bob and cross topologies, we also observe that
TCP+NCAQM significantly improves over TCP+COPE: ithe CDF of TCP+NCAQM is shifted to higher throughput
doubles the throughput improvement of TCP+COPE. levels compared to the CDF of TCP+COPE in the cross
In Table [, the improvement of TCP+NCAQM andand grid topologies. In the cross and grid topologies, it is

TCP+COPE in Alice-and-Bob topology is slightly smallePossible to code more than two flows together, and when

as compared to X topology, although Alice-and-Bob and the number of flows coded together increases, the way that
topologies have the same optimal improvement (33%). il;]CP+NCAQM uses buffers and balances the rates becomes

Alice-and-Bob topology, source nodes are also receivees,odMOre important. Thus, we see larger improvement in the cross

i.e, Sy — Ry and Sy — Ry pairs are the same nodes;, Ao, and. grid topologies.

respectively. Therefore, transport level data and ACK ptgk Fig.[3 shoyvs the average transport-level throughput Versus
share the same buffers at these source/receiver nodes. buf_fer size, for t_he Ahce-and-Bob, X, Cross, an_d gnd
to the limited buffer size, some packets are dropped at tifPelogies. Packet size 5005, and channel capacity is
source/receiver nodes, and this reduces TCP throughpist. It /bps- Our observations from Figl 5 are in the following.
also seen that the improvement in cross and grid topologies i 1€ throughput improvement of TCP+noNC for different

larger as compared to Alice-and-Bob and X topologies, fer tPUffer sizes is negligible in all topologies. The reason is
following reasons: (i) in cross topology, four flowie(, four that 10 packet buffer size is already matched to bandwidth-

packets) are combined at the intermediate nddenstead of d€lay product (BDP) and TCP utilizes wireless medium ef-

two flows, and (ii) in grid topology, we have observed tha{’ectively for almost all buffer sizes when network coding is

during a part of.min simulation duration, four or more flows N0t used (TCP+noNC). However, for network coding schemes
are combined at intermediate nodes. (TCP+NCAQM and TCP+COPE), the throughput increases

Fig. @ presents the cumulative distributed function (CD?ignificantly with increasing buffer size. This shows the im

of throughput improvement for the Alice-and-Bob, X, cros 'o\r/;[/ince 0; aﬁctlve queue managerﬂen:r:n C(.)ded networl:s. f
and grid topologies and the same setup. The CDFs 8P+?\lnCA uMer S'Z_T_?:Pzre NsCm_a ' .6;. |m|pro|vemenh 0
calculated over30 seeds. One can see that the CDF Q QM over NoNC is significantly larger than

; - o - t of TCP+COPE. This is for the same reason explained
TCP+NCAQM is shifted to significantly higher throughpuf at ) .
levels compared to TCP+COPE in all four topologies. F rlier: TCP+NCAQM stores network coded, instead of un-

example, TCP+NCAQM improves the throughput more tha(fpded packets, thus using bu_ffer more eff(_a(_:tive_ly, anddpelr
20 d40% | than60% of th lizati in Alice- Packets so that network codmg opportunities increases,Thu
7 and40% in more than60% of the realizations in Alice our scheme (TCP+NCAQM) significantly improves through-

_ _ gut as compared to TCP+COPE in all four topologies.
“Note that10 packet buffer size corresponds to bandwidth-delay product The th h f TCP+COPE i h buff .
(BDP) in our simulation scenario. We also present simutetésults for larger et roug pgt O - + Increases wnen butrer sizes
buffer sizes later in this section. increase, which is intuitively expected. The problem adsieel
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500

in this paper was the mismatch between rates of flows coded
together, due to the bursty nature of TCP, which reduces
coding opportunities. However, when buffer sizes increase
there are more packets available in queues for coding. Thus,
TCP+COPE exploits coding opportunities at larger buffers
and its throughput increases. However, even at the large
buffer sizes, TCP+NCAQM improves throughput more than

400

-6~ TCP+NCAQM
5 — TCP+COPE
350 - TCP+noNC

Throughput (kbps)

TCP+COPE. For example, TCP+NCAQM improves through- oy
put 7% more than TCP+COPE in X topology when buffer

size is 50 packets. Fig[]5 demonstrates that our scheme is 250} . - . . . !
particularly beneficial in harsh buffer size conditions. Number of flows

The |mprov_ement of TCP+NCAQM over TCF_H-nONC eX'Fig. 6. Average throughput (averaged limin simulation first, then over
ceeds the optimal throughput at some buffer sizeg. the 10 seeds) versus the number of flows in wheel topology shown gnZKi).
improvement of TCP+NCAQM over TCP+noNC is arounduffer size is30 packets, packet size 5003, and the channel capacity is

40% in the X topology when the buffer size is seBtopackets /7%

(although the optimum improvement is 33%). The reason §§,q thus the TCP rate decreases. On the other hand, the
that since TCP+NCAQM uses the buffer more effectively bbhroughput of TCP+NCAQM and TCP+COPE increases with
storing network coded packets instead of uncoded pack§fps number of flows, because when the number of flows
TCP can utilize the medium more effectively, thus the TCRcreases, there are more network coding opportunities and
rate increases beyond the network coding benefit. more packets can be combined togethiez. (it is possible
Fig.[8 shows the average transport-level throughput verdos combine 8 packets when the number of flows is 8).
the number of flows in the wheel topology shown in Eiy. 2(c)fCP+NCAQM significantly improves over TCP+COPE for all
The buffer size is30 packets, the packet size 0B, and number of flows, especially when the number of flows is large.
channel capacity i$ Mbps. One can see from the figure thafThis is intuitive, because when the number of flows increases
the throughput of TCP+noNC reduces with increasing numbeetwork coding opportunities increases, and TCP+NCAQM
of flows. This is expected, because when the number of flo@sploits these opportunities effectively.
increases, all flows share the same queue at the intermediat€ig.[1 presents the average transport-level throughpstiger
nodel. As a result, the round trip time of each flow increaseshannel capacity for the Alice-and-Bob, X, cross, and grid
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Fig. 5. Average throughput (averagedlimin simulation first, then ovei0 seeds) versus buffer size for Alice-and-Bob (shown in E@))2 X (shown in
Fig.[), cross (shown in Fidl 2(b)), and grid (shown in [Eiht@)ologies. Packet size 0B, and channel capacity isMbps.

topologies. The buffer size i80 packets, and the packettransmitted over multiple X/) hops, which we callM-hop
size is 500B. One can see from the figure that when theetwork coding.M-hop network coding is implemented by
channel capacity increases, the gap between TCP+NCAQ@MPE [1] for M = 1, BFLY [6] for M = 2, or other
and TCP+COPE increases. Therefore, while the improvemaetwork coding schemes fav/ > 2. We assume that a flow
of TCP+NCAQM over TCP+noNC increases with increasing cannot be network coded if it (or a part of it) is already
channel capacity, it decreases for TCP+COPE. Namely, tbeded. This assumption allows us to divide the pathto F,
improvement of TCP+NCAQM increases from 40% to 42%ntermediate paths which we calketwork coding pathsOver
while the improvement of TCP+COPE decreases from 27%its f-th network coding path, wherg € {1, ..., F}, flow s
16% in X the topology. The improvement of TCP+NCAQMcan be network coded with$ € {0,1,...,|S — {s}|} other

is quite significant; more than double the improvement dliows. Without loss of generality, we can assume that a flow
TCP+COPE atl1 Mbps channel capacity. The reason is thamay be transmitted over th&th network coding path without
when the channel capacity increases, more packets shagévork codingii.e, I'; = 0. A flow s can be divided into
buffer at intermediate node. TCP+NCAQM can improve theetwork coded and non-network coded parts over a network
throughput by using the shared buffers more effectivelyl aroding pathf, where Z/ is the set of partitions of flows

by dropping packets so as to increase network coding oppover its f-th network coding path. Each partition ¢ 2/

tunities. transmitted over hyperarc has one-to-one mapping with the
k-th network code oveh such thatk € K, i.e, z = n(k)
VII. M ULTI-HOP NETWORK CODING over h wherer is an injective function.

In this section, we extend our framework from one-hop to Example 3:The example shown in Fid.]8 illustrates the
multi-hop network coding. We note that our framework caRroblem with 2-hop network coding. The flow from sourge
accommodate any given multi-hop network coding schenl€, ransmitted over the linkl, — I, without network coding

but we use BFLY[[B] in our simulations, as an example. and it is network coded over the lingds— I, andl, — A,. Over
the network coding path, including the set of nodesl,, As,

the flow rater; is partitioned into a network coded and a non-

A. System Model network coded part. The network coded part is combined with
We consider the same system model as in Se€fidn 111, withe corresponding part of the flow from soutgg transmitted
the difference of multi-hop, as opposed to one-hop, netwooker I; — I, and broadcast ove(ls, { A2, Bo}). The other
coding. A flow s can be network coded and decoded sevenaért is transmitted ovef; — I, and I, — A5 without network

times over its pathP,. The network coded flow may becoding. Similar to the one-hop network coding in Exanigle 1,
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B. Problem Formulation
We consider the following NUM problem;

e 2, Urled)
s.t. Z max{H;’kaZ’k:vs} <Rymh, Vhe A
SESK
kERH
Y ByF=1,VseS8 f=1,.,F,
zEZsf
s,k ﬂ;ﬂza Elz:n(k)azezsfvlea“-an
oy =
h 0, otherwise.
Y m<T, Ve CA (8)
hec,

Fig. 8. “Butterfly topology”. SourceS; transmits a flow with rater; to . s .
receiverR; and sourceSy transmits a flow with ratec to receiverRs, over The NUM proble_m "_q Eq.[(l8) _'S similar to _the One_ n Eﬁl D),
the intermediate nodek, and I>. NodesA; and B; transmit their packets in terms of the objective functions, capacity and intenfiees
a andb, in two time slots, and nodé; receives them. Nod@; overhears constraints. We only need to update the flow conservation
a and Ay overhearsh, becauseA; — By and B; — As are in the same i . ; .
transmission range and they can overhear each other. Irettigime slot,/; ConStramt (the second ConStramt) and add the third cainstr
transmits the network coded packet® b to nodels. Finally, Io broadcast as explalned below.
a® b over hyperart(lg, {AQ,BQ}). Since A> and B> have overheard and We introduce a new traffic Sp“t“ng paramet@j*z which
a, they can decode their packetsand b, respectively.
represents the percentage of the flow rateallocated to the
z-th partition of flows over its f-th network coding path. The
traffic splitting parameters should sum upltaccording to the
_ _ _ flow conservation constraint over each network coding path
if there is a mismatch between the rateg 2> of the two (the second constraint). Since there is a one-to-one mgppin
flows, network coding benefit is not fully exploited. The goghetween the:-th partition and thek-th network code over
is to solve this problem, assuming a given multi-hop network the traffic splitting parametersxf;k and 35° should be

coding scheme. U  equal (the third constraint). This also implies the follogi
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s,k S,z

equalities;H;"" = H%, m3* = m}7. D. Simulation Results

In this section, we evaluate the throughput of TCP over
] NCAQM compared to TCP over the following baseline
C. Solution schemes: no network coding (noNC), which uses FIFO without
We use Lagrangian relaxation to solve the optimizatigfetwork coding; BFLY [[6], which utilizes knowledge of the
problem in Eq.[(B) by relaxing the capacity constraint witlPcal topologies by exchanging periodic messages that in-
Lagrange multipliersy,. We obtain the same Lagrange funccludes neighbors of nod_es and source route |_nf0rr_nat|0nem th
tion in Eq. [2). The Lagrange function is decomposed into tipacket headers to exploit butterfly structures in wirelesshm

same subproblems as in Ef] (3), EG. (4), 9. (6) and [Eq. (ﬁﬁtworks. Similarly to COPE, BFLY stores native packets in
The only different subproblem is the traffic splitting prebi, & FIFO and decides which packets to code together at each

which can be expressed as transmission opportunity. We used the GloMoSim simulator
[23] to implement the modules for two-hop network coding
: s,k s,k ENANS .
H}inz Z anHy, " ag" (my,”) over wireless mesh networks (BFLY) as well as for our
heAkEKy|sESk proposed scheme (NCAQM).
st Z ByF=1,VseS f=1,.F We simulate the butterfly topology shown in Hig. 8 in which
e two unicast flowsS,, R, andSs, R, meet at intermediate node
z s

s ; 1. In this topology, nodes are placed oB0m x 300m in

By®, Fz=nk),z€Zl,f=1,...Fs (9) butterfly like structure and a single channel is used for both
h 0, otherwise. uplink and downlink transmissions. We consider the same
N o MAC update and wireless channel model as in Sedfigh VI.
Rhe objective function in EEE% Car;_,kbf exr?ancjzg o %e consider FTP/TCP traffic over the wireless network. TCP
Zf:1 D heas Zkelch\sesk Anty ()", W CreA 1S flows, between the pairs of nodes described above, start at
the set of hyperarcs that originate from the nodes in fith random times within the firsbsec and live until the end of
network coding path of flow. The two objective functions are the simulation

Equwalt_ent con'|5|tder|ng ';her:‘act that theh_oﬁjectwe Iurr_cu_lg ‘ Fig. [@(a) presents the average transport-level throughput
0. (3) is equal to zero for hyperarcs which are not origida s. buffer size. Similarly to the simulation results in Sec-

from the nodes over the flow’s network coding paths, becaut;?‘gnm:l TCP+NCAQM improves throughput much more than
the indicator functionsl(l,j’k) are zero for those hyperarcs. TCP+BFLY. Specifically, when buffer size i$0 packets
Now, let /" represent the set of partitions of the flow ne jmprovement of TCP+BFLY over TCP+noNC is 13%,
over h in its f-th network coding path. Them <, ses, the improvement of TCP+NCAQM over TCP+noNC is 30%,
and_...s» are equivalent, due to the one-to-one mappinghije the optimum improvement is 50%. When buffer size
between the-th partition andk-the network code ovelr. Us-  jncreases, we see that TCP+NCAQM approaches and exceeds
age ofy_ . -1 instead ofy ;. |.es, implies the following o optimume.g, the improvement of TCP+NCAQM is 65%

s,k

changesp;* = 3%, Hy* = H;®, andm;* = m;’*. Then, when buffer size i80 packets, while it is 45% for TCP+BFLY.
the problem reduces to This shows that the advantages of TCP+NCAQM also apply
F. to two-hop network coded wireless mesh networks.
minz Z Z g Hy? By (my )" Fig. [d(a) presents the average transport-level throughput
s F=LheAf e zih vs. channel capacity. We can see that the improvement of

.z TCP+NCAQM is larger than TCP+BFLY for all channel
St Z By=1VseS f=1,..F (10) capacities and it is especially significant for large ch&icae
zez] pacities, since TCP+NCAQM uses buffer more effectively and
The objective function in Eq.[T10) can be expressediops packets so that network coding opportunities inereas
as 32071 Y st Ypear anHy By (my") where Af:
which is the subset afi’ contains the hyperarcs over which VIIl. CONCLUSION
the z-th partition of the f-th network coding path of flow
s is transmitted. The two objective functions are equivale
because the indicator functionH,(’k) are zero forh ¢ A7>,
Finally, the traffic splitting problem fos € S, f =1, ..., F
is expressed as

In this paper, we showed how to improve the performance
Wt TCP over wireless networks with inter-session network
coding. The key intuition was to eliminate the rate mismatch
between flows that are coded together through a synergy of
rate control and queue management. First, we formulated
congestion control as a NUM problem and derived a dis-
min Y By D qnHyF(mp?) tributed solution. Motivated by the structure of the sainti
A sez! he A= we proposed minimal modifications to queue management to

5.2 make it network coding-aware, while TCP and MAC protocols
st Z Byr=LlVses f=1..F (11) remained intact. SimSIation results show that thepproposed
zez{ NCAQM scheme doubles TCP performance compared to
Similar to what we have done to solve Ef] (5), we use thmseline schemes and achieves near-optimal performarece. W
proximal method[[22] to solve this problem. plan to make the simulator modules publicly available to
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the research community. We have also extended the NUM] S. Sengupta, S. Rayanchu, and S. Banarjee, “An Analysi&/ireless

formulation and solution to multi-hop network coding and we Network Coding for Unicast Sessions: The Case for Codingw&wRout-
h fi d h h ical lcul ing,” in Proc. of Infocom Anchorage, AK, 2007.
ave confirmed convergence through numerical calcu atlonl%] A. Khreishah, C. C. Wang, and N. B. Shroff, “Cross-laysptimiza-

The main ideas of this paper can potentially be extended fromtion for wireless multihop networks with pairwise interssion network

wireless mesh networks to wired networks with constructive ¢oding”in IEEE JSACvol. 27(5), June 2009.
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Fig. 10. Convergence results for the Alice-and-Bob topplpgesented in FidJ2(a). The total achieved rate approattieesptimum throughput 0.66. The
optimum throughput is 0.50 when there is no network coditig.= C> = 1.
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Fig. 11. Convergence results for the Alice-and-Bob topplpgesented in Fid]2(a). The total achieved rate approattieesptimum throughput 0.88. The
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Fig. 12. Convergence results for the X topology presenteBign[l. The total achieved rate approaches to the optimuougfmput 0.66. The optimum
throughput is 0.50 when there is no network codiag.= C2 = C3 = Cy = 1.

B. Multi-Hop Network Coding

We consider the butterfly topology presented in Eig. 8. We
consider two scenarios for the wireless channel capaciiles
1 =Cy = C3 = Cy = Cs 1and(ii)Clng
= (5 =4, C3 = 1. The total rate approaches the optimal

Lagrange multipliersga, 7, ga,,1, 41,45, qr,4,» andqy 4, 4.}
for both cases in Fid.10(b) and FIg.]11(b), respectively.

Second, we consider the X topology presented in Elg.
We consider two cases for wireless channel capacities: . . . )
C CI va C 1WI and (i) C C p:||1 I hievable rate in both scenaridsb for the first case as
! 2 s . ’ ! ! ' . shown in Fig[I4(a), and.14 for the second case as shown

Cs = C3 = 4. In both cases the total ratg + 25 approaches " .
to the optimum achievable rates:66 and 1.3 as seen in in Fig.[I3(a). In both scenarios, we show the convergence of

Fig. 12(a) and Fig[13(a). We also show results for g€ Lagrange multipliers, Fig. 14(b) and Fig] 15(b).

convergence of the Lagrange multipliers for both cases in
Fig.[I2(b) and Figl_13(b).



14

2.
—_X — qA A
3.5 —_X, _q 1
X X s 1
17 % 2 __aq,
3 2
qLA
0
25 18 — ey
e, ]
& g
=
15 4
1
0.5
05
0 0
0 500 1000 1500 2000 0 500 1000 1500 2000
Iteration Number Iteration Number
(a) Rate (b) Lagrange multipliers

Fig. 13. Convergence results for the X topology presentdéigr{dl. The total achieved rate approaches the optimum giwaut 1.3. The optimum throughput
is 0.80 when there is no network coding; = Cy =1, Cy = C3 = 4.
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Fig. 14. Convergence results for the butterfly topology @mésd in Fig[B. The total achieved rate approaches the optithroughput 0.50. The optimum
throughput is 0.33 when there is no network codiag.= C2 = C3 = Cy = C5 = 1.
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