
UCLA
UCLA Electronic Theses and Dissertations

Title
Baseband and LO Techniques with Integrated CMOS for Wideband Millimeter-Wave Sensing

Permalink
https://escholarship.org/uc/item/8jv0v4nm

Author
Zhang, Yan

Publication Date
2020
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/8jv0v4nm
https://escholarship.org
http://www.cdlib.org/


 

 
 

 

UNIVERSITY OF CALIFORNIA 

Los Angeles 

 

 

 

Baseband and LO Techniques with Integrated CMOS 

for Wideband Millimeter-Waving Sensing 

 

 

 

 

A dissertation submitted in partial satisfaction 

of the requirements for the degree Doctor of Philosophy 

in Electrical Engineering 

 

 

by 

 

Yan Zhang 

 

 

 

2020 



 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

© Copyright by 

Yan Zhang 

2020



 

ii 

ABSTRACT OF THE DISSERTATION 

 

Baseband and LO Techniques with Integrated CMOS  

for Wideband Millimeter-Waving Sensing 

 

by 

Yan Zhang 

Doctor of Philosophy in Electrical Engineering 

University of California, Los Angeles, 2020 

Professor Asad M. Madni, Co-Chair 

Professor Mau-Chung Frank Chang, Co-Chair 

 

 

Millimeter-wave circuits and systems are fundamental building blocks in scientific 

instruments for space and Earth exploration. One important class of such instruments is radio 

frequency (RF) spectroscopy with frontends operating at sub-millimeter wavelengths. Modern 

missions prefer cheaper, smaller, and more efficient components for multi-pixel and multi-

sensor integration. This dissertation exams building blocks of RF spectroscopy and presents 

efficient baseband and LO designs in integrated CMOS technology for instrument minimization. 

This work started with the development of three generations of RF spectrometer SoCs, 

where CMOS devices takes the more traditional role in baseband processing. Emphasis is 

given to the design, optimization, and implementation of high-speed and high-channel-count 

real-input FFT cores with specialized pre- and post-processing requirements. Optimization 

techniques at the algorithmic (zero-padded complex FFT), architectural (parallel-pipeline 
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partition and extended Radix-2K factorization), and algebraic (linear approximation, constant 

multiplier, and tapered bit depth) levels  allows the designs to fit in compact floorplans with 

limited routing resources at up to 12GHz equivalent speed. The FFT cores are among the 

largest and the most efficient designs for high-speed applications whereas the SoCs represents 

the first dedicated spectroscopic processors with the highest level of integration. 

The second part of this dissertation, breaking away from convention, explores the use of 

CMOS digital inverter rings for ultra-wide millimeter-wave frequency synthesis as a compact and 

scalable alternative to high-order LC networks. Based on ring oscillator scaling properties and 

the optimal conditions for superharmonic injection locking, a new methodology is proposed to 

co-design robust multi-ratio VCO-ILFD pairs. Put in a cascaded PLL, the fabricated prototype 

covers 23-39GHz with phase noises below -96dBc/Hz at 1MHz offset. Further improvement can 

be easily achieved with better device and passive modeling. Additional reconfigurable frequency 

multiplier is also proposed to take advantage of the quadrature output for tri-band (28/39/60-

GHz) LO generation.    
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CHAPTER 1  

Introduction 

1.1 Motivation 

In 2015, our group debuted the first partially integrated CMOS back-end processor for RF 

spectroscopy [1] (hereafter referred to as “spectrometer”) that incorporated a 7-bit analog-to-

digital converter (ADC) with a Nyquist bandwidth of 1.1GHz and a 512-point FFT processor. Both 

are IPs designed originally for a 60GHz (802.15.3c) transceiver [2] in 65nm CMOS technology. 

Despite being an expedited effort, it was sufficient to convince the science community of the 

stability and sensitivity attainable using the fully custom design approach for spectroscopic 

measurements. The significant reduction in instrument size, weight, and power consumption 

(SWaP), combined with hardware reconfigurability and ease-of-use, led to tremendous savings 

in mission launch and operation, which further validated custom design as worthwhile investment. 

The then-self-initiated attempt has now grown into officially funded projects supporting potentially 

life-changing space explorations and Earth science studies. 

In addition to spectrometers, the minimization effort has extended to components of other 

sensing instruments such as radiometers and radars. One common design need is the custom 

digital blocks such as the FFT processors in spectrometers and the arbitrary-waveform-

generators (AWG) for direct digital synthesis or carrier modulation in radars [3]. As the enabler 

for large-scale integration, CMOS technology is naturally suited for digital implementation, which 

were indeed the priority targets of our effort. However, they were not easy targets, with two key 

challenges. First, to not only satisfy mission requirements but also to outperform the off-the-shelf 

alternatives, the specifications of our designs were ambitious. For example, while the 3GPP-LTE 

standard required an 20MHz FFT with up to 2048 points in size [4] , or the DVB-T standard an 

8192-point FFT at 8MHz [5], our design target was 16384 points at close to 400MHz. The 
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ambitious goals accentuated the gravity of the second challenge:  limited design resources due 

to being a small research team developing SoCs for an important yet niche application space. 

 

Fig 1.1. The LO chain in the PISSARRO instrument [6]. 

Dealing with RF instruments with frontends or carriers operating at millimeter-wave (mmW) 

frequencies (30- to 300-GHz) and beyond, local oscillator (LO) generation was the second 

recurring design scenario where a CMOS implementation would dramatically improve the system 

efficiency [6]. In a typical frequency multiplication chain as indicated in Fig. 1.1, the first stage can 

be replaced with a CMOS-based mmW phase-locked loop (PLL). Our group has demonstrated 

several LC-VCO-based PLLs with fundamental output up to 180GHz [7-9], but they were still 

lacking in frequency coverage, as LC-based approaches are inherently narrow-band. On the other 

hand, frequencies of interest for radiometer and spectrometers vary widely depending on the 

observation target. If the PLL range remained small, it would be impossible to find the common 

denominator during frequency planning and therefore would require a new design for a different 

mission. It was only logical to develop an efficient and ultra-wide range mmW frequency 

synthesizer as the versatile first stage in the LO chain. Such a wideband synthesizer would also 

benefit other applications, such as biomedical sensing, with one example shown in Fig. 1.2, or 

more pervasively, mmW communication, as cellular communication enters its fifth generation and 
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supports mmW frequencies for the first time [10]. As shown in Fig. 1.3, even though bands around 

28-, 39-, and 67-GHz are allocated for mmW 5G by the FCC in the United States, the international 

assignments are much more diverse. A compact and scalable continuous ultra-wide frequency 

synthesis technique prove invaluable in the global adoption of mmW 5G. 

 

Fig 1.2. Noninvasive glucose monitoring using millimeter-wave transmission [11] 

 

Fig 1.3. Globally allocated and targeted bands for 5G communication as of mid-2019 [12]. 
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1.2 Dissertation Organization 

The remaining chapters are organized as follows. Chapter 2 introduces the scientific principles 

behind RF spectroscopy and derives the specification for each component. Special attention is 

given to compare and assess whether a CMOS-based block-level implementation is viable or not 

for an optimal system-on-chip (SoC) design. Chapter 3 gives the detailed treatment of the design, 

implementation, and measurement of three generations of spectrometers with a focus on the 

digital side of the mixed-signal SoCs. Chapter 4 transitions to mmW LO generation by first looking 

at two, one well perceived and the other well neglected, challenges to ultra-wide mmW frequency 

synthesis. The proposed inverter-based mmW VCO-and-multi-ratio-divider subsystem with a 

simple co-design methodology is then introduced. After discussing current design trends and 

comparing three common cascaded mmW LO generation architectures, the design, analysis, and 

measurement of the proposed cascaded PLL architecture and its prototypes are presented. 

Chapter 5 concludes the dissertation and outlines future directions. 
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CHAPTER 2  

Spectroscopy and Spectrometer 

2.1 Overview 

Sub-mmW or terahertz (THz) spectroscopy is an essential passive remote sensing technique 

for scientific study. Not only does it help with astrophysics missions with large land-based or 

space-borne radio telescopes such as ALMA [13] and Herschel [14], it also provides invaluable 

insights for Earth and planetary explorations on compact platforms such as probes and CubeSats. 

For example, the MIRO radiometer/spectrometer [15] onboard the Rosetta spacecraft measured 

seven gas species (CO, CH3OH, NH3, H2O, as well as three oxygen-related isotopes of water, 

H2
16O, H2

17O, and H2
18O) near 190 GHz and 562 GHz to study the evolution of outgassing water 

and other molecules on Comet 67P/Churyumov-Gerasimenko. The regular to heavy water ratio 

(D/H isotope ratio) collected in this way has raised new questions in our understanding of how 

the solar system first formed [16]. A map of the spectral diagrams superimposed on the picture of 

the planetary body is shown in Fig. 2.1. 

 

Fig 2.1. Spectral lines on Comet 67P taken by the MIRO radiometer/spectrometer. 



  
 

6 

 

Fig 2.2. Conceptual diagram of spectroscopic sensing on a THz telescope. 

As depicted in the conceptual diagram in Fig. 2.2, spectroscopic sensing starts at the THz 

front end with a large aperture antenna. The presumably white noise in the background gets 

shaped by the absorption or emission from the resonating molecules in the observation path, 

producing characteristic spectra lines. As molecules only exhibit discernable features in the gas 

phase at low pressure, typical targets of the investigations are distant interstellar clouds as well 

as atmospheres of Earth and other planetary bodies whose surface emit gasses and other 

volatiles. The spectra are captured by the antenna and then coherently downconverted by a mixer 

and a local oscillator (LO) to a frequency convenient for information extraction and display. The 

back-end processor that follows and resolves the frequency features is defined as the 

spectrometer. In our case, frequency resolution is performed digitally through analog-to-digital 

conversion and Fourier transformation. 

The combined construct of the THz receiver and the spectrometer bears unwavering 

topological resemblance to a heterodyne RF receiver for wireless communication. We make the 

distinctions in the later sections, but it is important to note that while digital signal processing (DSP) 

is ubiquitous in the world of cellular communication, it is relatively new in spectroscopy. Major 
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missions to date have relied on analog spectrometers such as the filter-bank spectrometer (FBS), 

the chirp transform spectrometer (CTS), the analog autocorrelator spectrometer (AACS), and the 

acousto-optical spectrometer (AOS) [17]. FBS, CTS and AACS all have roots in the Fourier 

transform and their implementations involve analog generation of variable-frequency tones (for 

filtering and chirping) and delays that are sensitive to changes in operating conditions such as 

temperature and supply. AOS works by mapping the RF spectra to angular dispersion of diffracted 

light modulated by the input-induced ultrasound waves [18] and thus requires bulky light source 

and lens combos. Special care is also needed to address the mechanical and temperature 

instability of AOS as well as the nonlinearity presented in the mapping process. Ironically, all the 

analog spectrometers would still eventually need a digital computer to process and display the 

spectra information. Fig. 2.3 gives a rough idea on the bandwidth and resolution requirement for 

different observation targets and those achievable using analog spectrometers. To give a few 

quantitative examples and to set up for the ensuing discussions, detailed performance metrics for 

the Herschel-HIFI, the ROSETTA-MIRO, and the microwave limb sounder (MLS) spectroscopic 

instruments are listed in Table 1-3. 

 

Fig 2.3. Astronomical requirement on spectral resolution and bandwidth [17]. 
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Table 1. HIFI Heterodyne Spectrometer for Astrophysics 

Receiver Tech. Receiver Freq. (GHz) Receiver Noise Temp. (K) 

SIS 480-1250 40-1000 

HEB 1410-1910 40-1000 

Spectrometer Tech. IF Bandwidth (MHz) Resolution (MHz) 

AACS/AOS 4000 0.125-1 

 

Table 2. MIRO Heterodyne Spectrometer for Planetary Science 

Receiver Tech. Receiver Freq. (GHz) Receiver Noise Temp. (K) 

Schottky Diode 190 800 

Schottky Diode 562 3600 

Spectrometer Tech. IF Bandwidth (MHz) Resolution (MHz) 

CTS 180 0.044 

	

 

Table 3. MLS Heterodyne Spectrometer for Earth Science 

Receiver Tech. Receiver Freq. (GHz) Receiver Noise Temp. (K) 

InP/Schottky 118 1200 

Schottky Diode 190-2500 1000-13000 

Spectrometer Tech. IF Bandwidth (MHz) Resolution 

FBS 1300 6-96 

AACS 10 0.15 
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Fig 2.4. A commercial FFT spectrometer from Omnisys Instruments. 

The slow adoption of digital techniques for spectral analysis is partially due to the extended 

development cycle of space missions and scientific instruments in general. Nonetheless, their 

advantages are overwhelming and the effort to adopt them has been consistent. Well-designed 

digital circuits are inherently stable, immune to noise, and robust against supply and temperature 

variations. Run-time parameters such as bandwidth (channel count and resolution) and 

integration time can easily be reconfigured, especially for FPGA-based solution. Fig. 2.4 shows a 

commercial FFT spectrometer from Omnisys Instrument. Built with discrete (10-bit) ADCs and 

FPGAs, it takes up the size of a bench-top instrument and consumes 20 watts per channel. In 

comparison, a typical non-solar power source, such as the radioisotope thermal generators (RTG) 

on the Voyager spacecraft or the Curiosity rover, can provide a total power of less than 200 watts 

[19]. In addition, the payload cost today is $10,000 per pound to Earth orbit [20] and much more 

into outer space. Towards a low-SPaW instrument, the true power of digital spectrometer lies in 

its potential for integration, especially with ultra-scaled CMOS technology. Most importantly, such 

integration must go beyond just the digital processor unlike in [21] as the overhead to ensure 

signal integrity among different blocks at multi-GHz speed quickly adds up. A deep understanding 

of each block, both in terms of how they fit into an efficient spectroscopy system and their own 

design tradeoffs, is required to proceed. 
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Fig 2.5. Transition between spectroscopy and radiometry sharing the same frontend receiver. 

 

Fig 2.6. Illustration of measurement resolution with input brightness 𝑇௦௬௦ and output voltage 𝑣. 

2.2 The Radiometer Receiver 

Spectroscopy is a wideband sensing technique where multiple features can be resolved in the 

frequency domain across a certain range. If the input signal power at only one frequency point is 

of interest, that is, replacing the spectrometer by a power detector as indicted in Fig. 2.5, then it 

becomes a radiometer. We start with the analysis of a simple direct-detection radiometer receiver 

in order to rationalize the design choices in the subsequent sections. As noise and changes in 

noise are of concern here, we adopt the term “noise temperature”, which is defined as 𝑇 ൌ
ே


, 

where 𝑁 is the noise power within bandwidth 𝐵, and 𝑘 = 1.38 × 10-23 JꞏK-1 is the Boltzmann 

constant. 
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Functionally, a radiometer receiver outputs an average power or voltage value, �̅�, according 

to the input signal level, 𝑇௦௬௦. Both input and output are stochastic processes and therefore, 

�̅�൫𝑇௦௬௦൯ ൌ 𝐸ሼ𝑣ሺ𝑡ሻሽ|
ೞ்ೞ

ሺ2.1ሻ 

where the ensemble average includes all possible outputs, 𝑣ሺ𝑡ሻ, that corresponds to the input 

level 𝑇௦௬௦ [22]. For real measurements, we care about the change at the output, 𝛥𝑣, in response 

to the change at the input, 𝛥𝑇, as depicted in Fig. 2.6. The condition for such resolvability is, 

𝛥𝑆

𝑁
 1 ሺ2.2ሻ 

where 𝛥𝑆 is the power in the signal change and 𝑁 is the signal noise power at the output [23]. 

The minimal 𝛥𝑇  that can be resolved at the output is defined as the receiver resolution or 

sensitivity, or sometimes the noise equivalent temperature difference (NEΔT). Skipping the middle 

steps, the NEΔT for an ideal direct-detection radiometer can be approximated as, 

𝛥𝑇 ≅
𝑇௦௬௦

√𝐵𝜏
ሺ2.3ሻ 

where 𝐵 is the bandwidth of the detector and 𝜏 is the post-detection integration time constant. To 

achieve a low NEΔT, a lower 𝑇௦௬௦, a wider detection bandwidth, and a long integration time are 

desired. The receiver noise, 𝑇 , directly contributes to 𝑇௦௬௦ , on top of the contribution from 

receiver background, 𝑇.  

For Earth and planetary targets, 𝑇  is relatively high and therefore the measurements are 

limited by the background noise. 𝑇 becomes less critical and is only required to be comparable 

to 𝑇 in the typical range of several hundred Kelvin. For space-borne missions with limited payload 

and available power, non-cryogenic receivers are preferred. The primary technology of choice is 

NASA’s GaAs Schottky mixer operating up to 1.2THz with noise level between 800- to 4000-K at 

room temperature [24-26]. The emerging InP technology is also a viable option with low noise 

amplifier (LNA) demonstrated up to 850GHz [27]. Astrophysics observations, on the other hand, 

are only limited by the cosmic microwave background (CMB) at around 3K and hence a much 
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higher sensitivity is needed for the receiver. Ground- and space-station-based telescopes are the 

platforms of choice where size and weight requirements are much relaxed. Cryogenic systems 

such as hot-electron bolometer receivers (HEB) and superconductor-insulator-superconductor 

receivers (SIS) are used to achieve noise temperature down to the 50- to 60-K range at around 

500GHz when cooled to 15K [28].  

CMOS devices, with the maximal transit frequency ( 𝑓 ) around 300GHz in modern 

generations, is intrinsically unfit for THz radiometer receiver. Even at more modest mmW 

frequencies such as 180GHz, InP-based MMIC receivers can readily deliver a noise temperature 

as low as 200K [29], which is equivalent to a noise figure of 2.3dB and is at the same level as the 

best CMOS receiver can achieve at low GHz range [30]. The only possibility to incorporate CMOS 

for its integration advantage is to exploit Friis’ formulas for noise and rely on non-CMOS initial 

stages to suppress the higher noise in the trailing CMOS components including mixers and IF 

amplifiers. A 183GHz fully integrated CMOS heterodyne receiver with an external InP LNA is 

reported in [31] with noise temperature less than 1000K. Table 4 summarizes the key receiver 

technologies for THz remote sensing.  

Table 4. Receiver Technologies for THz Remote Sensing 

Tech.	 Freq.	Range	(THz)	 Min.	Trec	(K)	 Cryogenic	 Remote	Sensing	Application	

HEB < 5.0 40 Yes Astrophysics 

SIS < 1.5 40 Yes Astrophysics 

GaAs < 1.5 800 Optional Planetary and Earth Science 

InP < 1.0 1000 Optional Planetary and Earth Science 

SiGe < 0.5 4000 Optional TBD 

CMOS < 0.5 90000 No TBD 
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2.3 The LO Chain 

Spectroscopy down-converts the incident radiation to lower frequencies for power spectral 

density (PSD) calculation. Since mixing is multiplication in the time domain and convolution in the 

frequency domain, an ideal LO would preserve the THz spectrum while moving it to IF without 

changing its shape or the signal-to-noise ratio (SNR) as defined in (2.2). A realistic LO, however, 

suffers from random disturbances in phase due to various noise sources at the circuit and system 

level. Such a clock signal can be represented by, 

𝑥ሺ𝑡ሻ ൌ 𝐴cosሺ2𝜋𝑓𝑡  𝜙ሺ𝑡ሻሻ ሺ2.4ሻ 

where 𝜙ሺ𝑡ሻ represents the phase noise. Under the “narrowband FM” assumption, the one-sided 

PSD of 𝑥ሺ𝑡ሻ can be derived as, 

𝑆௫
ሺଵሻሺ𝑓ሻ ൌ 𝐴ଶ𝜋𝛿ሺ2𝜋𝑓 െ 2𝜋𝑓ሻ 

𝐴ଶ

2
𝑆థ

ሺଶሻሺ𝑓 െ 𝑓ሻ ሺ2.5ሻ 

where 𝛿ሺሻ is the Dirac delta function and 𝑆థ
ሺଶሻis the two-sided PSD of phase noise. In an oscillator 

such as a voltage-controlled oscillator (VCO), the phase noise PSD assumes the skirt-resembling 

shape typically of the form, 

𝑆థሺ𝛥𝑓ሻ ൌ 𝑛 ൬
1

𝛥𝑓ଶ 
𝑓

𝛥𝑓ଷ൰ ሺ2.6ሻ 

where 𝑛 is a constant of proportionality representing the portion of 𝑆థ due to white noise sources 

at 𝛥𝑓 = 1 Hz and 𝑓 is the flicker noise corner frequency [32]. As oscillators by themselves are 

autonomous circuits with open-loop responses to operation conditions and therefore exhibit 

frequency drift, typical THz LO chains for spectroscopy employ phase-locked sources starting at 

microwave frequencies (3 - 30GHz) followed by wideband multipliers. At the output of a phase-

locked loop (PLL), the VCO spectrum is shaped with a more apparent pedestal. [33] estimates 

the final output PSD after frequency multiplication as, 

𝑆ைሺ𝑓ሻ ൌ exp൫െ𝜙൯ 𝛿ሺ𝑓ሻ 
1 െ exp൫െ𝜙൯

ሺ𝜋𝐵 2⁄ ሻ ቈ1  ൬
𝑓

𝐵 2⁄ ൰
ଶ


ሺ2.7ሻ
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where 𝜙  is the mean-square value of the phase fluctuations and 𝐵  is the 3-dB pedestal 

bandwidth that can be further approximated as, 

𝐵 ൌ 𝑏
𝜙

1 െ exp൫െ𝜙൯
ሺ2.8ሻ 

(2.7) can be interpreted as power in carrier and pedestal are given by exp൫െ𝜙൯  and 1 െ

exp൫െ𝜙൯ respectively. Again, due to the mixing process as illustrated in Fig. 2.7, the THz spectral 

lines get shaped by the LO spectrum during down-conversion. With 𝑆 and 𝑆ை representing the 

two-sided power spectrum at the input and output, and 𝐻 the single-bin frequency response, their 

relationship can be formulated as, 

𝑆ሺ𝑓ሻ ൌ |𝐻ሺ𝑓ሻ|ଶ න 𝑆ைሺ𝑓 െ 𝑓ᇱሻ𝑆ሺ𝑓ᇱሻ
ஶ

ିஶ
𝑑𝑓ᇱ ሺ2.9ሻ 

Mathematically from (2.9), a realistic LO spectrum effectively broadens the single-bin frequency 

response and reduces resolution of spectroscopy. The pedestal, if wide enough, encroaches onto 

adjacent channels and thus its width must be minimized. Such a simple conclusion remains true 

in general, but the consideration on resolution and its tolerance is much more complicated. For 

example, if the lines are already strong enough and much broader than the designed resolution, 

the degradation from LO nonidealities will not matter. Furthermore, if the pedestal is due to white 

noise sources, its impact can be mitigated with more averaging. More discussion on resolution is 

given in the next section, but it is reasonable to say that SNR consideration alone does not 

exclude a well-designed CMOS-based synthesizer as the locked frequency source. 

 With noise being less of a concern, device and circuit capabilities ultimately determine what 

components go in the LO chain. The traditional approach adopted mechanically tuned cascaded 

Schottky diode frequency multipliers at sub-mmW wavelengths that are driven by phased-locked 

Gunn oscillators at microwave frequencies. Above 1THz, massive far-infrared (FIR) laser-based 

sources might be required, where changing frequencies implies changing the gas in the laser.  

Breakthroughs in device fabrication technology beyond integrated CMOS has enabled solid-state-
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based replacement along the entire chain. A 200- to 1500-GHz all-solid-state broad-band 

frequency multiplier chain was reported in [34] with planar Schottky-barrier varactor diode 

frequency doublers in GaAs-based substrate-less membrane technology. CMOS-based 

frequency synthesizers and frequency multipliers can reliably cover up to around 500GHz but 

suffer from small and narrowband output power. Thanks to the development in monolithic 

microwave integrated circuit (MMIC) power amplifiers (PA) in the Ka- and W-band [35-37], the 

trend has moved towards pairing ultra-wide-range CMOS sources with external MMIC PAs as the 

frequency-agile initial stages in the LO chain.  

 

Fig 2.7. Illustration of impact of phase noise on spectral resolution. 

2.4 Spectrometer Considerations 

Unlike the frontend components discussed so far, the design considerations at IF and 

baseband are less concerned with noise and raw device capability as we adopt digital processing. 

Rather, practical sensing scenarios and implementation constraints guide the design process. 
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2.4.1 Quantization Depth 

At IF, the down-converted analog spectra first go through the ADCs where errors between the 

analog values and the digitized outputs are introduced as the quantization noise. With proper 

rounding and sufficient levels, it can be approximated to be uniformly distributed with a zero mean 

and a constant variance (Fig. 2.8). The term signal-to-quantization-noise-ratio (SQNR) is often 

used to characterize the relationship between the maximum nominal signal strength and the 

quantization error in an ideal ADC. It is directly related to the ADC resolution by, 

SQNR ሺdBሻ ൌ 20 logଵ 2 ൎ 6.02  𝐷 ሺ2.10ሻ 

where 𝐷 is the number of quantization bits. A similar concept is the spurious-free dynamic range 

(SFDR), also shown in Fig. 2.8, that measures the ratio between the fundamental signal strength 

to the strongest spurious tone at the output. It is typically limited by the nonlinearity and 

deterministic mismatch in the system and represents the smallest power signal that can be 

distinguished from a large interfering signal [38]. 

 

Fig 2.8. ADC quantization noise, SQNR, and SFDR. 

Both SQNR and SFDR are important metrics to measure ADC sensitivity. For many 

applications where information is deterministically embedded in small signal changes, it also sets 

the system sensitivity. Spectroscopy, on the other hand, detects the relative change in noise 

power and is fundamentally immune to quantization noise. Rewrite the SNR definition in (2.2) as, 

SQNR
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𝑆𝑁𝑅 ൌ
𝜎ଶ

�̅�ଶ ሺ2.11ሻ 

where 𝜎ଶ is the variance of the analog noise spectra and �̅�ଶ is the total noise power. With enough 

averaging, �̅�ଶ remains constant as quantization noise has a zero mean. The added “randomness” 

due to digitization does not impact 𝜎ଶ directly but rather raises the floor when a narrow-band 

spectral feature is to be extracted, resulting in an equivalent SNR loss.  The ratio between the 

variance of the analog noise voltage and that of the digitized version is defined as quantization 

efficiency (inverse of SNR degradation in dB) and is exhaustively studied in [39] with both closed-

form expressions and numerical lookup tables. Fig. 2.9 is a replot of such data to represent the 

equivalent SNR degradation. Intuitively speaking, the larger degradation can be attributed to the 

breaking down of the well-behaving assumptions of quantization noise at small bit depth.  

 

Fig 2.9. SNR degradation vs. quantization depth in a spectrometer system. 

Fig. 2.10 illustrates the detection process using a simple comparator (two levels). Averaging 

is the essence here but another underlying assumption has been that the common-mode level 

across the detection bandwidth stays constant relative to the thresholds, which are also typically 

assumed to be constant, so that no bias is introduced to the quantization noise distribution. In 

other words, gain flatness at IF needs to be budgeted in the SNR degradation as if it is due to 
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quantization. For astrophysics applications where measurements are extremely SNR limited and 

the averaging time ranges from weeks to months, their IF response are well controlled with 1-2dB 

gain fluctuation across several GHz and so a very modest bit count is required. For planetary and 

Earth science studies where IF passband ripple could be as high as 6-7dB [40], a higher bit-depth 

is required to ensure the changes in common mode are also well digitized and the non-biased 

noise variance is extracted in the end.  In this work, a simple 3-bit ADC is adopted for two of the 

three spectrometers and a 4-bit ADC is used for the third design at a more advanced technology 

node. 

 

Fig 2.10. Detection of added brightness with two-level digitization and failure to do so with an 
incorrect common-mode voltage or equivalently the comparator threshold. 

2.4.2 Bandwidth and Resolution 

Intuitively, a wider IF passband allows more spectral features to be simultaneously processed 

by the FFT engine along a continuous frequency range and thus has a direct impact on the 

scientific value of the spectrometer system. As evidenced by the MIRO example in Section 2.1, 

concurrent observation of multiple features is important because the ratio of two or more 

quantities (water isotopes in the MIRO example) may bear equal or greater value to an 
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investigation than individual abundance. For a heterodyne receiver, a wide IF passband can be 

achieved by either a sliding LO or a fixed LO at a larger frequency offset from RF. In the latter 

case, the ADC and the subsequent stages takes the full blunt of the bandwidth requirement as 

the sampling speed and digital throughput must both keep up. The seemingly smart approach 

with the sliding LO, however, is not suited for concurrent observation. As the orbiting or fly-by 

spacecrafts often have high velocity relative to their sensing targets and LO switching takes time 

to settle, by the time the instrument has sensed the first line and the LO switched to the second, 

the spacecraft will be at a different location with little to be inferred about the substance ratios in 

either location. For this reason, only the fixed-LO approach is considered in this work and as a 

result, the desire for faster ADCs and FFTs goes unabated. Shown in Fig. 2.11 is the emission 

spectrum for the Earth’s limb around 340GHz. It was compiled for the compact-and-adaptable 

microwave limb sounder (CAMLS) project [41] highlighting molecules of interest to both pollution 

and climate change. The line marker at 341GHz is the center LO location where both lower-side-

band (LSB) and upper-side-band (USB) can be covered with a sampling bandwidth of 20GHz.  

One thing worth noting here is that since the line locations are all known in-prior, they can be 

recovered even with frequency folding, or aliasing, which helps to alleviate the speed requirement 

of the spectrometer system. 

Besides bandwidth, the achievable spectral resolution also impacts the applicability of an 

instrument. Referring back to Fig. 2.3, the resolution requirement for spectroscopy ranges from 

tens of kHz to nearly 100MHz depending on the observation target. The scientific justifications of 

these requirements, whether it is any of the various pressure broadening scenarios or the need 

for velocity resolution due to Doppler shift, are fascinating yet quite irrelevant to the hardware 

treatment here. What does matter is that the number of FFT channels, 𝑁, grows linearly as the 

bandwidth expands and resolution refines, which in turn more than linearly increase the hardware 

cost according to the 𝑂ሺ𝑁  𝑙𝑜𝑔𝑁ሻ complexity of FFT.  This work sets its eye on the sliver of 

bandwidth where water resides in Fig. 2.11, which is about 6GHz. As multi-GHz ADCs are not 
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trivial to design, the development actually started with 3GS/s ADCs (1.5GHz Nyquist bandwidth) 

and worked its way up. A minimal resolution of around 1MHz is maintained throughout the 

generations even as the speed and numbers of points double. 

As an interesting aside, Fig. 2.11 illustrates more than just the location of spectral lines. The 

conical shape of the actual features, coupled with uneven peak heights, visually indicates a 

varying degree of detectability and possibly a changing resolution requirement. Indeed, a figure-

of-merit (FoM) can be defined to gauge how difficult it is to observe a certain molecule using 

spectroscopy. The expression is given as, 

𝐹𝑜𝑀 ൌ
𝑎𝜇ଶ

𝑄
ሺ2.12ሻ 

where 𝑎 is the volume mixing ratio, or abundance, 𝜇 the molecule’s permanent dipole moment, 

and 𝑄 the approximate number of molecular states over which the total abundance is distributed 

[42]. Such a self-explanator FoM can be collaborated by the strong H2O, O2, and SO2 lines in Fig. 

2.11, whose abundances are understandably higher in the Earth atmosphere.  Molecules with 

lower FoM’s are can be detected with extra effort to improve the SNR, such as longer averaging 

or with a higher-sensitivity instrument. Outside of these options, the only way to improve the FoM 

is to enhance the abundance, as both u and Q are intrinsic molecular properties. For lab testing 

to verify the performance of our spectrometer design, measurements are done with artificially 

controlled abundance of H2O and CH3CN molecules. 

 

Fig 2.11. Spectral continuum around 340GHz reported in [41]. 
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2.4.3 Averaging Duration and Efficiency 

Taking a few steps back, one may question the necessity of dedicated FFT hardware when 

there is no apparent need for real-time processing. The math involved, which will be detailed in 

Chapter 3, also appears complicated enough to warrant a software implementation. However, all 

software routines run on a microprocessor, or CPU, which is naturally inferior in terms of 

computation throughput when compared to FPGA- and ASIC-based designs. In order to bridge 

the speed differential with respect to data acquisition without having to discard any, a massive 

amount of memory is required to serve as the reservoir for the fast-incoming data while the CPU 

slowly processes them. For the “entry-level” 3-bit 3GS/s ADC, 9Gb of storage accumulates every 

second. As spectroscopic observation can last from seconds to several months long, the sheer 

volume of storage needed to accommodate the software solution renders it an impractical option. 

The underlying condition for requiring the massive storage above is that no sampled data is 

discarded. To discard any data is equivalent to not observing for some interval within certain time 

continuum, which would potentially degrade the SNR. The fundamental principle behind this is 

that the convergence of mean and variance using averaging assumes a stationary input, or wide-

sense stationary (WSS) within a certain time frame. It is highly desirable to maximize data points 

within a continuous period rather than taking them in intervals over which the distribution of the 

process itself might have changed significantly. From this perspective, the spectrometer is an 

implicit real-time system in that data must be processed as they come in without incurring large 

buffer and long delays. The real-time constraint is another way to explain why a fixed LO is 

preferred over a sliding LO for the receiver design, in that the spacecraft movement typically 

dictates a short WSS window and tolerates no LO settling. 

 For real hardware implementations, some processing latency and downtime for resetting 

internal states are expected within a “reset-and-run” cycle. Averaging efficiency can then be 

defined as the maximal continuous run time over that the total cycle time, 
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𝜂 ൌ
𝑇௨

𝑇௨  𝑇௦௧
ሺ2.13ሻ 

For a well-thought architecture, 𝑇௨ is largely set by the maximal average count and 𝑇௦௧ by 

the reset time, which usually masks out the latency. In this work, averaging is implemented as 

accumulation with normalization done in software. The maximal accumulation count with full 

scaled input is about 100 million (227) while the reset time is kept under 300 cycles to keep 𝜂 as 

close to unity as possible. The corresponding accumulation duration is about 180 seconds. 

Beyond this duration, a combination of hardware and software averaging can be adopted – a 

modern CPU should be able to handle a 64-bit addition every three minutes.      

2.4.4 Robustness and Reconfigurability 

A spaceborne instrument experiences extreme operating conditions such as wide 

temperature variations due to entering and exiting direct sunlight, secondary radiation effects, and 

even vapor condensation for certain Earth science missions. The spectrometer in this work, with 

analog and digital blocks integrated on the same die, tends to be more vulnerable to timing 

uncertainties and random disturbances. To safeguard the robustness of the system, monitoring 

and actuating circuits are included at numerous places to allow real time calibration of each block. 

For example, replica biasing scheme [43] is used for the ADC where an exact copy of the active 

ADC is placed in close vicinity for common-mode and DC bias control. Coarse and fine 

programmable delay elements are inserted at the mixed-signal interface to guarantee a positive 

setup time. For the FFT processor, a few self-test sequences are included, at negligible hardware 

cost, to rapidly detect internal random errors at the normal output without involving additional 

scan-chain interface, which is slower and more costly considering the size of our designs. 

 Despite not having the full programmability of an FPGA, our custom silicon incorporates 

reconfigurable architectures wherever it can in order to satisfy extended mission requirements. It 

is also interesting that many of these knobs and switches come for free with the reliability 

safeguards. For example, the common-mode levels and comparator thresholds of the ADC are 
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all fully programmable. The system supports both external and internal clocks for different 

bandwidth requirement, with the internal clock frequency selectable through the programmable 

divider in an integrated PLL. Even the FFT size can be made reconfigurable, which is indeed the 

case for the first design in Chapter 3. But this feature is quickly dropped in subsequent iterations 

as the scientists would simply like to keep the maximal channel count for the best resolution. The 

next chapter exams these architectures and their implementations in detail. 
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CHAPTER 3  

Integrated CMOS Spectrometers for Wideband Remote Sensing 

3.1 System Overview 

With the understanding developed in Chapter 2, a system level block diagram can be defined 

as in Fig. 3.1. For the main signal path, the ADC first digitizes the IF output into thermometer 

codes. The binary translation is done after a two-way de-multiplexor (DEMUX2) so that the 

decoder can be synthesized using library standard cells with relaxed timing requirement at half 

the sampling speed. A 16-way de-multiplexor (DEMUX16) immediately follows and further splits 

the data into a total of 32 parallel streams. The DSP core thus runs at a much lower speed (1/32 

of the sampling speed) which opens up the design space for better energy-delay optimization. 

The two-stage de-multiplexor design, with the DEMUX2 implemented in the analog flow and the 

DEMUX16 digital, is deliberate. First, the decoder has the logic complexity of a single-bit full adder 

and therefore can operate at a much higher speed without consuming too much power. More 

importantly, the DEMUX2 output marks the mixed-signal interface that is the starting point for 

digital timing constraint. However, the input delay, defined as the time the input becomes stable 

after the clock transition which is equivalent to the output latency of preceding stages (analog 

comparators or buffers in this case), can vary significantly given their analog nature and their 

sensitivity to operating conditions. For this reason, extensive edge tuning is applied at this 

interface and it is only sensible to keep the number of edges to be matched to a minimum. Outside 

of the main path, the integrated PLL and frequency dividers at various locations complete the 

clock management system of the SoC. The replica ADC helps to provide important DC and 

common-mode information for main ADC calibration. All the monitoring and calibration relies on 

the communication between the chip and the external host, which is accomplished through the 

standard Serial-Parallel Interface (SPI). 
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Fig 3.1. System level block diagram of proposed spectrometer SoCs. 

The above architecture is shared by the three generations of spectrometer SoCs developed 

as part of this dissertation. Codenamed S-VI, S-VII, and S-VIII after a series of trial-and-errors, 

the S-VI is the proof-of-concept in 65nm CMOS featuring a programmable FFT with up to 1024 

channels, a full-fledged four-tap polyphase filter bank (PFB4) with sinc weights, and a designed 

bandwidth of 1.5GHz. The S-VII doubles the sampling speed and system bandwidth by two-way 

interleaving the same ADC. The worst-case resolution is still improved as the size of the FFT, 

now fixed, is quadrupled to 4096. To offset the prohibitive cost of multi-tap implementation in the 

absence of smaller storage macros, the PFB is substituted with a conventional Hann window. The 

wider (in terms of bit width) accumulator, on the other hand, readily adopts the available SRAM 

macros and ends up saving quite a bit of area over the D flip-flop (DFF)-based implementation in 

the SVI. Propositioned to be the “endgame” for FFT spectrometers, the S-VIII keeps the same 

architecture but advances from the 65nm node to 28nm. The redesigned ADC reaches 12GS/s 
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and the channel count doubles again to 8192. For this third installment, several types of foundry 

memory IPs were made available to us and as a result, the high-performing PFB is reinstated with 

a more efficient design. At the time of this writing, both the S-VI and the S-VII have been field 

tested in real flight applications whereas the S-VIII is still in laboratory validation. For the ensuing 

discussions where it is easier to apply numerical values, the S-VII design will serve as the default 

subject unless otherwise indicated. Table 5 lists the main specifications for the three SoCs.  

Table 5. System Specifications for Proposed Spectrometer SoCs 

Parameter S-VI S-VII S-VIII 

Designed Bandwidth (GHz) 1.5 3.0 6.0 

ADC Sampling Speed (GS/s) 3.0 6.0 12.0 

ADC Quantization Depth 3 3 4 

FFT Input Bit Width 9 9 10 

FFT Channel Count (including DC) 1024 4096 8192 

Windowing Function PFB4 Hann PFB4 

Worst-case Resolution (MHz) 1.46 0.73 0.73 

 

Before delving into block-level discussions, it is imperative to simulate at the system level to 

verify and visualize the spectroscopic sensing process, which has so far only been presented with 

intuitions and equations. Fig. 3.2. presents a signal flow view of the system level block diagram. 

The input is a superposition of three streams of uncorrelated white noise, with two undergone 

bandpass filtering as the way to model the noise shaping effect of two imaginary molecules. The 

corresponding output at each stage is simulated and plotted using MATLAB and it is clear that 

the shaped noise gets extracted and the SNR improved with more averaging. Note that the output 

has spectral even-order symmetry thanks to the real-only input to the FFT. 
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Fig 3.2. The simulation view of the system level diagram and outputs at labelled locations. 

The remaining of the chapter is organized as follows. Since the flash ADC and the charge-

pump PLL use rather conventional designs, we do not further repeat here what is already covered 

in the existing publications [31][44]. Instead, we start in Section 3.2 with an in-depth treatment of 

the potential timing problem at the mixed-signal interface and the extend this work goes to for 

ADC FFT ACCHann PSD

Re2ሼሽIm2ሼሽ ∑ሼPSDሽ

(1) (2) (3) (4) (5)(6)
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mitigating such a risk. The baseband techniques that are crucial to the success of the 

spectrometer SoCs are covered in Section 3.3. Considerations for algorithm selection and 

architectural-level optimization are discussed extensively. One of the key motivations is to be able 

to integrate, with ease, a large digital core with limited number of routing layers in RF-oriented 

processes. Laboratory measurement results are presented in Section 3.4 along with a comparison 

to other reported spectrometer works as well as high performance FFT processors.  

3.2 The Mixed-Signal Interface and Clock Management 

To enable better energy-delay tradeoff for the digital blocks downstream, the ADC 

thermometer output at full speed is slowed down and initially split into two parallel data streams. 

Such a serial-to-parallel conversion can be easily achieved with DFFs clocked at lower speeds, 

but some offset typically remains between the instants at which the parallel outputs become 

available. As illustrated in Fig. 3.3, the ADC clock runs at 3GHz and the DEMUX clock (CK A and 

B) at 1.5GHz. The split data streams, DATA A and B, are offset by one full-rate cycle at 333.33ps 

and must be realigned for the subsequent synchronous decoder. It is clear that the retime edge 

must land within the full-rate cycle immediately after DATA B becomes available in order to yield 

the correct output sequence. The situation is considerably more complicated when the ADC 

adopts interleaving and already runs on complementary clocks. Depicted in Fig. 3.4 is the case 

for S-VII, which interleaves the 3GHz ADC by a factor of two. As the result of interleaving, the two 

sub-ADC outputs are already offset by half a full-rate cycle at 166.67ps. The DEMUX DFFs split 

them further into four streams but the smallest offset between any two remains the same. If the 

same logic in the non-interleaving case is followed here, the retiming edge must land in the 

indicated 166.66ps window, which is difficult to enforce as the shortest clock period in the system 

is now twice as long. Instead, a two-step retiming process is adopted as the solution. In the first 

step, the DEMUX CK D signal samples DATA A/B/C meanwhile DATA D is passed through a 
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fixed delay that matches the first retime operation. In the second step, the DEMUX CK C signal 

resamples DATA A/B/C as well as the past-through DATA D to complete retiming. 

 

 

Fig 3.3. Single-channel ADC (S-VI) output DEMUX2 and its timing diagram. 



  
 

30 

 

Fig 3.4. Interleaved ADC (S-VII) output DEMUX2 and its timing diagram. 

The discussion on data realignment so far has only considered ideal clock waveforms. In 

reality, clock uncertainty such as skew and jitter, as well as propagation delays and their mismatch, 

which can be data and operation condition dependent, all eat into the sampling window. To 
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guarantee proper realignment under all conditions, the retiming clocks are designed to be 

programmable with coarse- and fine-tune delay elements covering the entire 360° range at full 

rate. In fact, since clock mismatch impacts the signal-to-noise-and-distortion ratio (SNDR) in an 

interleaved ADC, extensive phase tuning is a standard part of the overall clock management 

strategy in our SoCs and it starts with the sub-ADC clocks using 8-bit coarse and 6-bit fine controls. 

Estimation of phase mismatches, based on which the external host asserts control, is obtained 

from XOR-based phase detectors (PD) at both the ADC and the DEMUX tuner outputs. Fig. 3.5. 

presents a simplified diagram of the CMU. One detail worth mentioning is the potential phase 

ambiguity at the outputs of the asynchronous dividers. The DEMUX CK A/B/C/D are generated 

but their order can be either A-C-B-D or A-D-B-C when the chip is first powered up. A simple 

phase arbitration unit is built with a DFF and MUX and its operation is illustrated in Fig. 3.6. 

Fig. 3.7 presents the delay cell design and their simulation. The coarse delay unit cell consists 

of inverter chains, transmission gates (TGs) and capacitors. When the TGs are turned on, the 

extra capacitive loading appears and adds additional delay. The smaller cross-coupled inverters 

form weak latches to minimize the timing skew between the pseudo-differential edges even if a 

large number of these cells are cascaded. The fine delay unit cell is designed as current-controlled 

buffers with bias controlled by an 8-bit R-2R DAC. The simulation shows a step of 8ps for the 

coarse delay cell and 600fs for the fine delay cell. According to the SNDR expression [45], 

𝑆𝑁𝐷𝑅 ൌ

𝑉
ଶ

2
1

12 ቀ
2𝑉
2ெ ቁ

ଶ
 𝜋ଶ𝛥𝑇ଶ𝑓ଶ

ሺ3.1ሻ 

where 𝑉 is the input signal amplitude (300mV by design), 𝑀 the number of bits (𝑀 = 3 for S-VII 

and 𝑀 = 4 for S-VIII), and 𝑓 the input frequency (1.5GHz used in our calculation), a timing skew 

of less than 600ps confines the SNDR penalty of our interleaved ADC within 1dB. 
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Fig 3.5. A simplified block diagram of the clock management unit (CMU). 
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Fig 3.6. (a) Divide-by-2 (b) Phase ambiguity (c) DFF-based arbitration (d) Corrected output 

 

Fig 3.7. Coarse- (top) and fine-delay unit cell schematics and their resolution simulations. 
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3.3 Area- and Energy-Efficient Digital Design 

As previously mentioned in Chapter 1 and further justified in Chapter 2, the size and speed 

requirement of FFT hardware for spectroscopy far exceeds that for other applications. For most 

architectures, a higher channel count naturally involves more logic gates and silicon real estate. 

The increased loading from the extra fanout and interconnect, more so in a sub-optimal design, 

severely impedes speed unless more power is consumed. Although there is no set power budget 

for the spectrometers, the interconnect parasitic eventually dominates the delay and at the same 

time the available silicon area is ultimately limited by cost. The digital core was considered a 

“tougher nut to crack” given our relative longer heritage in RF and mixed-signal design. 

3.3.1 FFT Hardware and Architectural Optimization based on Radix-2K Factorization 

The FFT algorithm efficiently computes the 𝑁-point discrete Fourier transform (DFT) of an 

input sequence, 

𝑋ሾ𝑘ሿ ൌ  𝑥ሾ𝑛ሿ𝑊ே


ேିଵ

ୀ

ሺ3.2ሻ 

where 𝑘 ൌ  0, 1, 2, … , 𝑁 –  1 and 𝑊ே ൌ 𝑒ି
ೕమഏ

ಿ  known as the twiddle factor, by decomposing it into 

smaller-size DFTs. Such a divide-and-conquer approach can be applied recursively, as in the 

Cooley-Tukey algorithm [46], to partition a DFT of size 𝑁 ൌ  𝑀 ൈ 𝐿 into many smaller DFT of sizes 

𝑀 and 𝐿. For 𝑁 ൌ  𝑀 ൈ 𝐿 and 𝑘 ൌ  𝑀𝑝  𝑞, where 0  𝑝  𝐿 െ 1 and 0  𝑞  𝑀 െ 1, the 𝑁-point 

FFT can be represented in a two-dimensional form as [4], 

𝑋ሾ𝑘ሿ ൌ  ൭  𝑥ሾ𝑙, 𝑚ሿ𝑊ெ


ெିଵ

ୀ

 𝑊ே
൱ 𝑊


ିଵ

ୀ

 ሺ3.3ሻ 

where 𝑊ே
 is the inter-stage twiddle factor to compute the final 𝐿-point DFT from the 𝑀-point DFT 

inside the bracket. Due to decomposition, the number of complex multiplications is reduced from 

𝑁ଶ to 𝑁ሺ𝑀  𝐿  1ሻ and the number of additions is reduced from 𝑁ሺ𝑁 െ 1ሻ to 𝑁ሺ𝑀  𝐿 െ 2ሻ. 
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The most common adaptation of the Cooley-Turley algorithm is to recursively divide the 

transform into two half-sized operations until it is a simple 2-point DFT (hence the term “Radix-2 

factorization”). By limiting N to power-of-two numbers, the radix-2 algorithm not only explores the 

symmetry (𝑊ே
ାே/ଶ ൌ െ𝑊ே

) and periodicity (𝑊ே
ାே ൌ 𝑊ே

ሻ of the twiddle factors, it also has the 

most regular signal flow structure. These advantages, along with other important details, can be 

better visualized through the simple example of an 8-point FFT. As shown in Fig. 3.8, the 8-point 

FFT is first decomposed to two 4-point FFTs (𝑀 ൌ  4, 𝐿 ൌ  2) with the inter-stage twiddle factor 

𝑊 (𝑙 ൌ 0, 1 and 𝑞 ൌ 0, 1, 2, 3, the cases with 𝑙 ൌ 0 are the trivial multiply-by-unity and not shown 

but the 𝑞 ൌ 0 case is). The 4-point FFT can be either computed with the indicated Radix-4 butterfly 

or be further decomposed into two 2-point FFTs with additional inter-stage twiddle factors 𝑊ସ
 

(𝑙 ൌ 0, 1 and 𝑞 ൌ 0, 1). In the latter case, the entire signal flow graph (SFG) consists of only Radix-

2 butterflies. As an interesting detail, the output order differs for the two cases. The mixed-radix 

decomposition produces partially bit-reversed output index when the input is naturally ordered. 

Exactly which two of the three bits (for indexing from 0 to 7) are reversed further depends on 

whether the 8-point is decomposed into two 4-point FFTs or four 2-point FFTs. In comparison, 

the output index in the Radix-2 case is fully bit-reversed with no ambiguity. Such regularity is 

much appreciated for efficient hardware design and control.  

Generally, a Radix- 𝑟  FFT undergoes log 𝑁  stages of decomposition with 𝑁/𝑟  Radix- 𝑟 

butterflies per stage. Each butterfly requires 𝑟 complex additions (subtraction counts as addition) 

and 𝑟 െ 1 complex multiplications. In the case of the example above, only eight, instead of ሺ8/2ሻ 

logଶ 8 ൌ 12, multiplications are needed because the twiddle factors of the last stages are always 

equal to one thanks to 𝑟 ൌ 2. The SFG can be directly translated into hardware as the direct-

mapped (DM) fully parallel architecture, which has the lowest execution time, or latency if each 

stage is pipelined. However, it requires all butterflies to be physically implemented and therefore 

demands the most area for logic and interconnect. Opposite to this approach is to reuse one 
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single butterfly unit and rely on memory devices, such as RAM and ROM, to carefully schedule 

the inputs, the intermediate outputs, and the twiddle factors to be in the right place at the right 

time. Since RAMs and ROMs are typically very area-efficient, the memory-based time-multiplexed 

architecture, as shown in Fig. 3.9 (a), has the smallest area but suffers the longest execution time. 

It is ill-suited for our application considering the high channel count and the high accumulation 

efficiency requirement. A good middle ground between the two extremes is the single-path delay 

feedback (SDF) architecture. As illustrated in Fig. 3.9 (b) for the 8-point FFT, the architecture 

retains the three stages visible in the direct-mapped architecture but collapses each stage into 

one butterfly. Storage hardware is used for pipelining the input and output of each stage. By 

limiting time-multiplexing to only within a stage, not only is the latency improved from the 𝑂ሺ𝑁ଶሻ 

dependence to 𝑂ሺ𝑁ሻ, the scheduling is also greatly simplified such that only clocked delays are 

needed. The interconnect gets further streamlined and localized as a result.  

 

Fig 3.8. Two ways to decompose an 8-point FFT using Radix-4 and Radix-2 butterflies. 
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Fig 3.9. Diagram of (a) memory-based time-multiplexed architecture; (b) the SDF architecture 
and general tradeoffs between time-multiplexed and parallel implementations. 

Despite its simplicity, the Radix-2 SDF architecture still requires ሺlogଶ 𝑁 െ 1ሻ  complex 

multipliers, which are resource-heavy especially for multi-bit operands. Following the design 

methodology in [4], it is recognized that the twiddle factors for small 𝑁 contain only a handful of 

recurring numerical values that can be estimated using the canonical signed digit (CSD) 

representation. Multiplication with any of these values are implemented instead with constant 

multipliers that involve only shift-and-add operations. As indicated in Table 6, three such repeating 

values exist for 𝑁 ൌ 16 and none requires more than four adders. For 𝑁 ൌ 32, not only is the 

number of repeating values more than doubled but the representation of four new values 

necessitates more adders and deeper scaling. Since the twiddle factors are sets of 𝑁 equally 

distributed points on the complex plane unit circle, it makes sense that more arithmetical 

operations are needed to differentiate between any two points for a larger 𝑁. In this work, the 

CSD-based constant multiplier technique is applied to FFT with 𝑁  32. 
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Table 6. CSD Representation of Recurring Values for Select Twiddle Factors 

Recurring Value CSD Representation Adders Associated Twiddle Factors 

-j - 0 𝑾𝟏𝟔
ସ , 𝑾𝟑𝟐

଼  

0.7071 2-1+2-3+2-4+2-6+2-8 4 𝑾𝟏𝟔
ଶ , 𝑾𝟏𝟔

 , 𝑾𝟑𝟐
ସ , 𝑾𝟑𝟐

ଵଶ  

0.9238 20+2-3+2-5+2-6+2-9 4 𝑾𝟏𝟔
ଵ , 𝑾𝟏𝟔

ଷ , 𝑾𝟏𝟔
ହ , 𝑾𝟏𝟔

  

𝑾𝟑𝟐
ଶ , 𝑾𝟑𝟐

 , 𝑾𝟑𝟐
ଵ , 𝑾𝟑𝟐

ଵଶ  0.3828 2-3+2-3+2-7 2 

0.9807 20-2-6-2-8+2-12 3 
𝑾𝟑𝟐

ଵ , 𝑾𝟑𝟐
𝟕 , 𝑾𝟑𝟐

ଽ , 𝑾𝟑𝟐
ଵହ  

0.1951 2-3+2-4+2-7-2-12 3 

0.8315 20-2-3-2-5-2-6+2-8-2-11 5 
𝑾𝟑𝟐

ଷ , 𝑾𝟑𝟐
𝟓 , 𝑾𝟑𝟐

𝟏𝟏, 𝑾𝟑𝟐
ଵଷ  

0.5556 2-1+2-4-2-7+2-10 3 

 

To minimize the number of complex multipliers for larger 𝑁, the CSD must be combined with 

a larger 𝑟 so that the number of twiddle multiplications due to factorization is inherently smaller 

whereas the internal 𝑟-point FFTs can rely solely on constant multipliers. The Radix-2K algorithm 

[47] provides a convenient way to scale 𝑟 from 2 to 2K while retaining the structural regularity and 

wiring simplicity of the basic Radix-2 algorithm. Going from Radix-2 to Radix-2K is straightforward. 

Reusing the previous 8-point FFT example, the SFG to the left of Fig. 3.10 uses the regular Radix-

2 factorization. The twiddle factors are represented by the single-digit short-hand notation 

representing 𝑘 . By the associative property of multiplication (addition in the exponent) and 

decimation-in-frequency (DIF), partial factors in the first stage twiddle factors can be shifted to the 

second stage following the butterfly arithmetic to form the Radix-22-based (identical to Radix-23 

in this case) SFG to the right. The first stage twiddle factors then become trivial (𝑊଼
 ൌ 1, 𝑊଼

ଶ ൌ

െ𝑗) and reduces the number of arithmetical operations for many architectures. The twiddle factors 

are also regrouped, which is better illustrated with color in Fig. 3.11 for the 16-point Radix-24 case. 
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Not only is the added regularity easily explored for supporting reconfigurable input sizes [4][5], it 

also simplifies the multiplexor control governing all the constant multipliers at each stage in the 

SDF architecture. This point is illustrated with the Radix-24 SDF chain and its control timing 

diagram in Fig. 3.12. 

 

Fig 3.10. Example Radix-2 to Radix-22 transformation in an 8-point DIF FFT. 

 

Fig 3.11. Radix-2K (K = 1, 2, 3, 4) factorization with regrouped twiddle factors. 
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Fig 3.12. Multiplier controls in the Radix-24 SDF coincide better with an incrementing counter 

The FFT in this work is naturally partitioned to 32 parallel sub-FFTs and a 32-point pipelined 

stage. While 32 is a high number for parallelism and may not yield the best area, it is necessary, 

except for S-VI, to slow down the clock enough to accommodate the wide accumulator. Each sub-

FFT adopts the Radix-2K SDF architecture. The choices of radices are set to minimize the number 

of stages which makes the square root of the sub-FFT size a good starting point. Overall, only 

two full multipliers are needed per parallel stream, one for the intra-stage twiddle-factor 

multiplication within the SDF and the other for the inter-stage multiplication at the interface 

between parallel and pipeline stages, as shown in Fig. 3.13. The 32-point pipeline FFT employs 

Radix-22 factorization but the direct-mapped architecture benefits little in terms of hardware saving. 

Instead, the regrouping of trivial and non-trivial twiddle factors is exploited to balance the 

propagation delay between different pipeline stages. The non-trivial twiddle-factor multiplications, 

all implemented using constant multipliers and thus take a few adder delays to complete, are each 

a pipeline stage. The two butterflies before and after trivial twiddle-factors are grouped together 

for a minimum of two adder delays. Fig. 3.14 presents the SFG of the 32-point FFT and Table 7 

summaries the FFT design specifications for each generation of spectrometer. 
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Fig 3.13. The FFT architecture in this work highlighting the parallel SDF stages. 

 

Fig 3.14. The SFG and pipeline partition of the 32-point Radix-22 FFT. 
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Table 7. FFT Specifications for the Proposed Spectrometer SoCs 

Design FFT Size Architecture and Partition fCLK-ADC fCLK-DSP 

S-VI 2048 32-way 64-pt (8-by-8) SDF + 32-pt DM 3GHz 93.75MHz 

S-VII 8192 32-way 256-pt (16-by-16) SDF + 32-pt DM 6GHz 187.5MHz 

S-VIII 16384 32-way 512-pt (32-by 16) SDF + 32-pt DM 12GHz 375MHz 

 

3.3.2 Accumulation-Aware Real-Data FFT Algorithm 

Most real-world spectrum analysis problems involve real-valued data. It is more so for 

spectroscopy due to the complexity of the THz frontend. Many algorithms are available to directly 

exploit the spectral symmetry of real inputs in an attempt to reduce hardware cost by half. The 

ideal saving is always compromised by degradation in regularity compared to the complex FFT 

(CFFT) algorithm. However, it is the post-FFT steps inherent in the real FFT (RFFT) algorithms 

that deems them unfit for our application. 

One of the more commonly adopted approach for RFFT is the real-from-complex strategy. 

Given a 2𝑁-point real signal 𝑥ሾ𝑚ሿ, 𝑚 ൌ 0, 1, … , 2𝑁 െ 1, it is possible to compute the RFFT using 

an 𝑁-point CFFT. This technique is sometimes called the packing algorithm [49] because it takes 

the odd and even indexed input of 𝑥ሾ𝑚ሿ and pack them into a new complex signal 𝑦ሾ𝑛ሿ ൌ 𝑥ሾ2𝑛ሿ 

𝑗  𝑥ሾ2𝑛  1ሿ, 𝑛 ൌ  0, 1, … , 𝑁 െ 1. Then the 𝑁-point CFFT is applied to obtain 𝑌ሾ𝑘ሿ, 𝑘 ൌ  0, 1, … , 𝑁 െ

1. Up to this point, all the optimization techniques discussed in the previous section apply and the 

hardware saving is exactly 50%. In order to go from 𝑌ሾ𝑘ሿ to 𝑋ሾ𝑘ሿ, an additional unpacking step is 

required according to the following equations, 
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If all the 𝑌ሾ𝑘ሿ  become available at once, such as in the direct-mapped architecture, the 

unpacking process looks to be no more than another butterfly stage with base-𝑁 twiddle factor 

rotation. For any other pipelined implementation, especially those with parallelism applied for 

power efficiency, 𝑌ሾ𝑘ሿ must wait for 𝑌ሾ𝑁 െ 𝑘ሿ in order to compute 𝑋ሾ𝑘ሿ. Unfortunately, there is no 

guarantee how many cycles they are apart as the output order of FFT is inherently scrambled. 

The waiting in this case necessitates practically unbounded hardware resource for buffering, 

which takes either one DFF bank or memory block per cycle. Note that the unpacking arithmetic 

(including buffering) occurs at the end of the 𝑁-point CFFT, which is much more expensive than 

if it is done at the input for a system with tapered bit-width per step of calculation. 

A dedicated RFFT algorithm does not escape this problem. Fig. 3.15 shows the SFG of the 

16-point DIF RFFT proposed in [49]. The algorithm starts with a CFFT but removes redundancy 

based on zero cancellation and conjugate symmetry. Although no unpacking is needed at the 

output, the real and imaginary part of each output point are still separated unless the exact 4-

point grouping is adopted. Since averaging or accumulation is applied on the power of the signal 

that is the sum of real and imaginary part squared, not having them together entails again 

buffering with storage devices. In comparison, the regular pipelined CFFT always outputs the 

complete complex pair regardless of partitioning and therefore requires no buffering for 

subsequent operations. The accumulation can be done in place with single block of memory and 

without any disturbance to the pipeline flow. For the 2𝑁-point RFFT, this work simply pads zero 

to all the imaginary part of the input signal. The redundant 𝑁-point output is left unconnected and 

the accumulation is only performed on the remaining 𝑁 channels. From a strictly RTL point of 

view, the redundancy is confined to the low-bit-width (9- to 21-bit) FFT portion of the design 

whereas the wide-bit-width (48-bit) PSD calculation and accumulation is spared. In addition, 

modern synthesis tool is smart enough to identify and remove redundant hardware such as 

multiply-by-zero and unconnected output, alleviating the penalty of redundancy even more.  
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Fig 3.15. The SFG of the 16-point DIF RFFT in [49]. 

3.3.3 High Speed Accumulator with 48-bit Output 

It is rather interesting that the simple act of addition not only holds the key to system SNR 

improvement but also drives the choice of FFT algorithm including parallel-pipeline partition. To 

maximize both the averaging count and efficiency as defined in Section 2.4.3, the bit-width of the 

accumulator is set to 48, the maximum we can assign to data given the 64-bit external host and 

the header/address bits reserved for bus communication. Each addition must also complete within 

one clock cycle to avoid pipeline stall. In terms of design, the S-VI uses gated DFFs to implement 

the unit accumulator. Although it has the shortest clock-to-output delay (tC2Q), each DFF bank 

occupies about 5X the area of a 48-bit-by-128-word single-port (SP) SRAM. With the channel 

count quadrupled in the S-VII and further doubled in the S-VIII, the DFF bank is replaced by two 

single-port SRAMs in a ping-pong configuration. The additional timing margin allocated for 

memory access does worsen the timing closure of this inherent feedback path, which forbids extra 
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pipeline stages unless more SRAMs are cascaded for buffering. This is in contrast to places with 

no feedback, where long arithmetic operations can be broken down into multiple pipeline stages. 

One such example is the inter-stage twiddle-factor multiplication. Fig. 3.16. illustrates both the 

DFF-based and the SRAM-based unit accumulator design. In the latter case, the pipelining 

register in the actual implementation is placed within the 48-bit adder, that is, the adder is 

manually and asymmetrically broken down into to two shorter adders to better align with the often-

unequal memory write and read time.   

 

Fig 3.16. Unit accumulators and the critical path in the SRAM-based design. 

3.3.4 Efficient Windowing with On-the-Fly Coefficient Generation 

The direct application of FFT, which implies a rectangular window on a finite set of data, has 

two apparent drawbacks, namely spectrum leakage and scalloping loss. The former can be 

attributed to the strong sidelobes of the sinc function and the latter to the non-flat nature of the 

single-bin frequency response. A conventional window, such as the raised cosine function, has 

smaller sidelobes and therefore less leakage, but its broadened main lobe compromises 

frequency resolution. The polyphase filter bank (PFB) technique [51], on the other hand, not only 

provides excellent suppression of out-of-band signals with its passband filtering characteristics, 

but also produces a flat response across the entire passband for a sinc-weighted implementation. 
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Fig. 3.17 plots and compares the frequency responses of the rectangular window, the Hann 

window, the Hann window with 4X input data, the 4-tap PFB, and as well as the 8-tap PFB. As 

the number of taps goes up, the response increasingly resembles a brick wall, which is expected 

as a more complete sinc sequence in the time domain corresponds to a better pulse in the 

frequency domain. 

 

Fig 3.17. frequency responses of different windowing techniques around center bin. 

For an 𝑁-point FFT, a 𝑃-tap PFB works by applying a sinc window of length 𝑃 ൈ 𝑁 on data 𝑃 

times the FFT sizes and then superimposing each 𝑁-point segment together. Such an operation 

is also known as “weighted overlap-add (WOLA)” or “window per-sum-FFT” [51]. To implement 

this technique, at least ሺ𝑃 െ 1ሻ ൈ 𝑁 data points must be stored for the weighting process, which 

can be expensive in hardware terms even for a moderate number of taps. The 4-tap PFB is 

considered to give the best tradeoff between performance and cost. The S-VI is designed without 

memory macros and as a result large amounts of DFF-based delay buffers are cramped into a 

pre-allocated 2mm × 2mm floorplan. The minimal supported configuration for the SRAM in the 

65nm process is 2-bit by 128-word, which is about the size needed for the unit PFB buffer in S-

VII (using two half-sized, 3-bit-by-128-word, SP SRAMs to realize the function of a single 3-bit-
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by-256-word dual-port SRAM). However, the area efficiency of memory macro decreases for 

smaller capacity as the memory controller and peripheral circuits take more proportion compared 

to the bit cells. For the 32-way parallel implementation with unit SRAM macros that each occupies 

0.1mm × 0.1mm, the 4-tap PFB then demands a total area of 0.01 × 3 × 32 = 0.96mm2. Assuming 

a larger floorplan of 2.5mm × 2.5mm and a routing efficiency of 60%, which is optimistic with three 

routing layers, the memory macros alone take up more than 25% of the active floorplan (0.96 / 

(2.5 × 2.5 × 0.6) = 0.256). The S-VII instead adopts the conventional Hann window. With 4X 

channel count, the loss in resolution is tolerable as indicted in Fig. 3.17 but the channel flatness 

suffers compared to the S-VI. The PFB makes its comeback in the S-VIII with a compact, SRAM-

based design in the 28nm technology.  

An integral part of the windowing process is the generation of the weighting coefficients. In 

the case of the 4-tap PFB, the sinc weights span 32768 points and are simultaneously applied at 

4 × 32 = 128 locations in our parallel architecture. Rather than resorting to 128 pieces of ROM, 

the coefficients are generated on-the-fly with adders and multiplexers through mathematical 

simplification. Based on the equation, 

𝜔ሾ𝑛ሿ ൌ sinc ቀ
𝑛

𝑁ᇱ െ 1
ቁ ൌ

sin ቀ 𝜋𝑛
𝑁ᇱ െ 1ቁ
𝜋𝑛

𝑁ᇱ െ 1
, 𝑛 ൌ 0, 1, 2, … , 𝑁ᇱ, 𝑁ᇱ ൌ 𝑃 ൈ 𝑁 

a sinc function can be expressed as the division between a sine and a linear function. The sine 

function can be well estimated with ease using the first-order approximation detailed in [4] 

whereas the division can be implemented using the CORDIC algorithm with simple combinational 

logic. Symmetry in both the trigonometric function and the sinc function are further exploited to 

reduce design effort. As illustrated in Fig. 3.18, to generate sine and cosine values across 2𝜋, 

only the argument in ሾ0, 𝜋/4ሻ is needed; all the relevant values in other seven quadrants can be 

derived based on a permutation of the signs and/or the real and imaginary parts . The sinc function 

by itself has even symmetry but can be partitioned into four sections as a result of trigonometric 
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symmetry. Only a quarter of the arithmetic operations need to be designed with the rest simply 

involving a change of order on the control bits. The same technique is also applied to generate 

the raised cosine weights (the Hann window) as well as the intra- and inter-stage twiddle factors 

in the FFT, for both are derived from trigonometric functions as shown below. 

𝜔ுሾ𝑛ሿ ൌ
1
2

1 െ cos ൬
2𝜋𝑛

𝑁 െ 1
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 ൌ 𝑒ି

ଶగ
ே ൌ cos ൬

2𝜋𝑛𝑘
𝑁

൰ െ 𝑗sinሺ
2𝜋𝑛𝑘

𝑁
ሻ 

Lastly, the impact of coefficient quantization on the passband frequency response is studied. 

Fig. 3.19 compares the frequency responses with the ideal (double precision floating point) 

coefficients, the ideally quantized (fixed-point truncation in MATLAB) coefficients, and the 

hardware generated coefficients for the case of 6-bit fractional precision. Negligible difference can 

be observed within the center bin. The reason that 6-bit is considered first is because the number 

of CORDIC stages that can fit within one clock cycle without upsizing the logic is six. A smaller 

bit-width also helps to reduce hardware cost for the full multipliers in the PFB. In addition, the 6-

bit fractional precision serves as the baseline for the FFT computation, whose data path maintains 

an 8-bit fractional precision in the SDF stages, gradually tapers down in the pipeline stage, and 

eventually turns full integer in the accumulator. The combined integer and fraction bit-width in the 

pipelined stage and before PSD 20. Unlike the windowing coefficients or the input data, it is 

possible for the truncation errors in the twiddle factors to get amplified at the output, higher 

fractional precisions,11-bit and 15-bit respectively, are therefore assigned to the intra- and inter-

stage twiddle factors. These values are in good agreement with the FFT SNR study in [5]. 
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Fig 3.18. Illustration of the symmetry in the trigonometric and sinc functions and the 6-stage 
CORDIC divider (bottom). 

 

Fig 3.19. Frequency responses with difference coefficient digitization schemes. 



  
 

50 

3.4 Laboratory Testing and Field Application  

To validate our designs for spectroscopic observations, careful laboratory measurements 

were conducted first. For a size and weight comparison, the S-VI is wire-bonded to a PCB module 

with supporting peripherals such as supply regulators and USB controllers. The 3-D printed casing 

for the PCB measures 10 × 6 × 2 cm3 and weighs about 120 grams. The module is then connected 

to a 500- to 600-GHz receiver developed at JPL. Fig. 3.20 shows the entire setup. The receiver 

output is coupled to a gas cell containing 1.0mTorr of water. The background of the gas cell is 

provided by a liquid nitrogen (L-N2) soaked absorber that emulates the cold background of space 

necessary to enhance the detection contrast. The receiver LO is tuned to 555.900GHz in order to 

observe the well-known H2O rotational response at 556.935GHz. Two measurements, one with 

water and the other without, were conducted in the so-called hot-and-cold configuration where 

the difference is the final output. Such a correlated double sampling technique is widely adopted 

for scientific measurement to remove instrument artifacts and other slow-changing fluctuations.  

Fig. 3.21 plots the spectrometer output which well aligned against the expected line shape based 

on target abundance and temperature.   

 

Fig 3.20. Laboratory measurement setup for the S-VI. 
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Fig 3.21. Measured and expected spectral feature of H2O at 556.935 GHz. 

The S-VII measurements shown in Fig. 3.22 were performed with the 183GHz InP-CMOS 

hybrid receiver developed in house. Samples flow through the 2.5m-long flow cell at a reduced 

pressure of around 10mTorr again with liquid nitrogen in the background. The LO frequency is 

set to 183.43GHz and 182.81-GHz respectively for methyl-cyanide (CH3CN) and water with the 

IF at 500MHz. Unlike the hot-and-cold measurement with the S-VI, the frequency switching 

routing [16][52][53] is used here as the alternative correlated double sampling method to calibrate 

for receiver gain variation and other artifacts. A small dithering, around 2MHz, is applied to the 

LO frequency and the difference spectra is taken as the output. The subtraction results in the 

distinctive up-and-down spikes where spectral features are expected. They are clearly observed 

in the measurement results in Fig. 3.22 (b) and (c). Spurious signals marked with “X” are 

interference from facility wireless and nearby cell towers.  
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Fig 3.22. (a) Diagram of measurement setup for the S-VII with the 180GHz receive; (b) and (c) 
spectral features for CH3CN and H2O respectively with the frequency dithering technique. 

Table 8 compares the integrated spectrometer SoCs developed in this work to a few reported 

prior attempts as well as one instance of high performance FFT processor [54]. Just as they are 

intended to, our designs enjoy the highest level of integration. In terms of efficiency, a simple 

Figure-of-Merit that considers only the FFT size, Nyquist bandwidth, and power consumption is 
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proposed. Note that such a simplified FoM should put our work at a disadvantage because the 

reported power consumption includes the integrated ADC, PLL, and accumulator. Even so, the 

S-VI achieves a comparable efficiency to [21] which contains only the PFB and the FFT. The 

lower FoM of both designs adopting the 4-tap PFB reflects just how expensive the technique is. 

Without this technique, the S-VII achieves an FoM that is even higher than the FFT processor 

alone. The huge difference in performance and efficiency between the S-VII and the S-II is a 

manifestation of the effectiveness of our optimization, from conception to implementation. The S-

VII has been baselined for NASA’s spectroscopic missions and has been included in various 

missions such as the SLS and the CAMLS. A picture of it flying in space during a balloon mission 

is included in Fig. 3.23.  

Table 8. Comparison with Prior Arts 

Parameter S-VII S-VI S-II [1] [54] [21] 

Bandwidth (GHz) 3.0 1.3 1.1 1.2 0.78 

CMOS Technology 65nm 65nm 65nm 90nm 90nm 

Metal Stack 1P6M (3X) 1P6M (3X) 1P6M (3X) 1P9M 1P7M 

SRAM Usage Yes No No Yes Yes 

Windowing Hann PFB4 Hann N/A PFB4 

FFT Size 8192 2048 512 2048 4096 

Integrated ACC Yes Yes Yes No No 

Integrated ADC Yes (3-bit) Yes (3-bit) Yes (7-bit) No No 

Integrated PLL Yes Yes No No No 

Total Power (mW) 1500 650 188 159 710 

FoM = (SizeꞏBW)/Power 16.38 4.10 2.95 15.46 4.50 
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Fig 3.23. The S-VII-based spectroscopy instrument onboard the RECTANGLE flight. 
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CHAPTER 4  

Low-Noise Inverter-Ring-based Wideband Millimeter-Wave Synthesis 

4.1 Introduction 

As mmW applications continue to proliferate, the notion of a wideband mmW system is also 

evolving. On the communication front, wireless transceivers [2, 55-57] built for standards such as 

the old IEEE 802.15.3c and the present IEEE 802.11ad/ay are well recognized wideband systems. 

They require LOs with roughly 15% tuning range (9 / 60 = 0.15) in order to capture the 9GHz 

unlicensed spectrum around 60GHz. In comparison, as previously indicated in Fig. 1.3, the more 

recent mmW 5G standard inspires high-purity signal sources with tuning range greater than 50% 

for the support of multi-band wireless and backhaul communication from 24GHz to well above 

40GHz. 

The pursuit of signal bandwidth tends to be more aggressive for sensing applications, and 

with good reason. The bandwidth, or equivalently the tuning range, usually translates to 

something more meaningful than just data rate. For example, modulation bandwidth, 𝛥𝑓/𝑓 , 

determines the range resolution of an FMCW radar and an automotive system that can distinguish 

pedestrians from cars is undoubtedly more valuable than ones that cannot. In THz spectroscopy, 

an ultra-wideband CMOS source bridges the coverage gap between such a low-SPaW alternative 

against the conventional Dielectric-Resonator-Oscillator-based solutions [6]. The added range at 

the beginning of the LO chain greatly simplifies frequency planning, which would otherwise involve 

multiple narrow band LO chips. Fig. 4.1 illustrates how a 24-40GHz first stage can be repurposed 

for sensing in the 75-110GHz (the full W-band), 180GHz, 340GHz, and 560GHz bands with 

module-based wideband frequency multipliers. In addition, having access to an affordable and 

flexible mmW source helps to bring mmW sensing technology closer to our everyday life, with 

examples such as medical diagnosis [11] and microscopic detection [58][59]. 
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Fig 4.1. Frequency planning with a 24-40GHz source 

Of course, affordable high performance mmW circuits are only possible with improved 

integration and better-performing devices in super-scaled CMOS processes. However, as feature 

size continues to shrink towards single-digit nanometers, the improvement of device 𝑓  starts to 

level off while numerous factors, including lower breakdown voltage, thinning backend, higher 

device noise factor, and tightened design rules, all tend to adversely impact conventional RF and 

mmW designs. It is with this observation in mind that we embarked on this search for a scalable 

and digital-friendly architecture that better exploits technology scaling.  

In terms of organization, Section 4.2 starts with a brief background on PLL-based frequency 

synthesizers, followed by discussions on recent design trends at a broader scope in Section 4.3 

in an effort to fully justify our design choices at the architectural level. The design and analysis of 

the proposed inverter-ring-based multi-ratio VCO-and-divider pairing technique is given in Section 

4.4. The technique is adopted in a cascaded PLL. Two prototypes, one with an additional 

reconfigurable frequency extender and the other without, are implemented and Section 4.5 

presents the details. Section 4.6 concludes this chapter with measurement results and 

comparison with prior arts. 

4.2 PLL-based Frequency Synthesizers 

The phase-locked loop is a feedback system that, in its simplest form, consists of a stable 

frequency reference, a phase detector (PD), a loop filter (LF), and a VCO. The phase difference 

between the VCO and the reference, which implies negative feedback, is extracted by the phase 

detector, averaged and converted by the loop filter, to a control voltage, 𝑉்ோ, so that, on average, 
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𝑓ை ൌ 𝑓ோாி in the locked state. In real-world applications, a piezoelectric resonator, commonly 

known as the crystal and available from a few kHz to several hundred MHz, is used as the 

frequency-setting component. To stabilize VCOs above this range, a frequency divider can be 

inserted in the feedback path to obtain 𝑓ை ൌ 𝑁  𝑓ோாி. Fig. 4.2 gives the block diagram of a basic 

PLL and its phase and noise SFG. The loop gain with the divider can then be calculated is, 

𝐺ሺ𝑠ሻ ൌ 𝐾𝐻ሺ𝑠ሻ ൬
𝐾ை

𝑠
൰ ൬

1
𝑁

൰ ሺ4.1ሻ 

where 𝐾 is the phase detector gain, 𝐻ሺ𝑠ሻ the loop filter transfer function, and 𝐾ை the VCO 

sensitivity in rad/s/V. 

 

Fig 4.2. Simplified PLL and its phase and noise transfer model 

The closed loop bandwidth, 𝑓ௐ, as an indication of how fast the feedback responds, is an 

important parameter for both the loop filter design and the PLL performance [60]. Within this 

bandwidth, the VCO phase fluctuation, or noise, can be corrected by the clean reference through 

the feedback mechanism and results in a high-pass noise transfer characteristic from the VCO to 

the PLL output. On the other hand, the input-referred noises from the crystal, phase detector, loop 

filter, and frequency divider show up at the PLL output low-passed but with a gain of 𝑁. The 

closed-loop noise transfer functions for the VCO and the input-referred noises assumes the typical 

feedback-associated forms in Eq. 4.2 and 4.3, respectively. 
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The total output phase noise, commonly referred to as the integrated phase noise or jitter, is 

now a convex function of the loop bandwidth. A clear minimum can be achieved when the in-band 

and out-of-band noises contribute equally [61]. The optimal bandwidth for a generic PLL, 𝑓ை், is 

derived in [62] and re-written here for convenience in Eq. 4.5 and 4.6. The derivation assumes a 

white input referred phase noise, 𝑃𝑁, and a VCO with phase noise, 

ℒሺ𝛥𝑓ሻ ൌ
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2ሺ𝑄𝛥𝑓ሻଶ ሺ4.4ሻ 
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ஶ
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𝑓ை் ൌ ඨ
𝐾ఠ

2𝑄ଶ𝑁ଶ  𝑃𝑁
ሺ4.6ሻ 

where 𝐾ఠ is the noise coefficient determined by the device and 𝑄 is the oscillator quality factor. 

Note that Eq. 4.4 agrees with Eq. 2.6 but considers white noise sources only and breaks down 𝑛 

into physical parameters. 

The two equations offer much insight into common design practices. For example, most 

commercial PLL products adopt relatively smaller loop bandwidths partially because a faster and 

lower-noise crystal is a lot more expensive. To maintain an overall low-jitter performance, a 

smaller 𝑓ௐ calls for a better-performing VCO, whose noise is now less filtered. For PLLs with 

output frequency at mmW, the increased 𝑁, as a result of higher output frequency, also shrinks 

𝑓ை். Unfortunately, improving oscillator 𝑄 is much harder at higher frequencies due to several 

physical limitations. For LC-VCOs, which are the default choice for low-noise RF applications, the 

capacitor 𝑄 naturally scales down with increasing frequency while the upscaling of inductor 𝑄 is 

hampered by more pronounced skin effect and substrate loss. Any tuning element, such as 



  
 

59 

switches and varactors, contributes additional degradation and can easily dominate tank loss if 

not meticulously designed. Thus, the VCO becomes the first and the rather fundamental challenge 

to the efficient design of high-performance mmW PLLs, even with modest tuning range that is just 

enough to cover process variations. 

Before any 𝑓ை் can be adopted, there are more practical constraints to setting the bandwidth. 

Intuition should first establish that 𝑓ௐ cannot exceed 𝑓ோாி. In fact, for type-II topologies, where 

the loop contains two integrators including the VCO, the generally accepted 𝑓ௐ for loop stability 

is around 𝑓ோாி/10 [63]. A type-I PLL, in comparison, has only one integrator and a maximal phase 

shift of 90° around the loop. It can tolerate a larger bandwidth, with up to 𝑓ோாி/2 reported [64], but 

exhibits a flatter, 1st-order filtering characteristic than the 2nd-order response with a type-II loop, 

as shown in Fig. 4.3. The stability-derived loop bandwidth is still generous before additional 

requirements such as spur suppression, spot noise mask, and frequency multiplexing are even 

considered. For integer- 𝑁  frequency synthesizers where 𝑁  is a programmable integer, a 

reference divider must precede the phase detector if the required step size is smaller than the 

crystal frequency. The equivalent reference frequency is now 𝑓ோாி/𝑅 , a possibly very small 

number that severely limits 𝑓ௐ . The fractional-𝑁  synthesizer circumvents this limitation by 

creating an effectively non-integer divider ratio through weighted averaging among several integer 

values. A delta-sigma modulator (DSM) is used to breaks up the periodicity in the weighting 

process in order to reduce output spurious tones. The tradeoff, however, is the additional 

quantization noise introduced by the DSM that has the same noise transfer function as the input-

referred sources. A higher 𝑃𝑁 again suggests a smaller 𝑓ை் which leads us right back to the 

quest for a higher 𝑄  and smaller 𝑁  (or equivalently a higher 𝑓ோாி ). Practical optimization of 

frequency synthesizers involves complex and clever compromises and more so at mmW. 
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Fig 4.3. Example type-I and type-II PLLs and their VCO noise suppression characteristic. 

 

Fig 4.4. (a) Switched-capacitor and (b) LC-VCO performance swept against frequency.   

4.3 Architectural Considerations for Low Noise and Ultra-Wide Frequency 
Synthesis 

In Fig. 4.4 (a), the simulated capacitance and quality factor for a switched-capacitor coarse-

tune element in 28nm CMOS technology is plotted against frequency. The switch dimension is 

sized so that 𝐶ைே/𝐶ைிி ൎ 2. Fig. 4.4 (b) presents a survey of phase noise and Figure-of-Merit 

(FoM) of the state-of-the-art VCOs across a wide frequency range. The VCO FoM is defined as 

FoM ൌ 20 logଵ ൬
𝑓ை்

𝛥𝑓
൰ െ 10 logଵ ൬

𝑃

1mW
൰ െ ℒሼ𝛥𝑓ሽ ሺ4.7ሻ 

It is evident that VCOs at lower frequencies are both better-performing and easier-to-design. 

Combined with the fact that a programmable divider, or a multi-modulus one that is often required 
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for fractional division, is much more viable at lower frequencies as well, two-stage architectures 

centered around a lower-frequency PLL have become popular remedies for the degrading 𝑄 at 

mmW. Depicted in Fig. 4.5, 4.6, and 4.7 are the three major cascaded topologies. The static 

frequency multiplier (Fig. 4.5) extracts higher-order harmonics of the lower-frequency PLL output 

through either device nonlinearity or harmonic mixing. In terms of noise, the 𝑀th-order harmonic 

simply scales up the phase noise of the fundamental by a factor of 𝑀, effectively retaining the 

low-frequency VCO Q for the harmonic output. The multiplier, being a driven circuit unlike the 

VCO, does not integrate noise and therefore contributes one copy of wideband noise that is less 

dependent on passive quality. Frequency multipliers have seen wide adoption with compound 

semiconductor devices thanks to their higher 𝑓  and more pronounced nonlinearity [69]. For 

CMOS adaptations, the scaling down in device 𝑓  and nonlinearity, as well as overall passive self-

resonance-frequency (SRF) and quality, results in lower conversion gain and higher power 

consumption. The latest reincarnation of the technique embeds harmonic enhancement into the 

VCO, which is a nonlinear circuit by design, followed by a narrow-band buffer at the desired 

harmonic frequency [70-73]. Regardless of implementation, the diminishing harmonic power at 

higher frequencies and the limited intrinsic nonlinearity confine the single-stage multiplication 

factor to small numbers, with doublers (𝑀 ൌ 2) and triplers (𝑀 ൌ 3) being the most common. 

 

Fig 4.5. Cascaded LO generation with a static frequency multiplier. 

÷N

Low Freq. 
PLL

×M

Freq.

dB

M ≤ 4

f0

fREF

f0 2f0 3f0

cos(ωt) 

sin(ωt) 

sin(2ωt) 

Mixer-based Device-Nonlinearity-
based

f0

2f0
2f0

f0



  
 

62 

 

Fig 4.6. Cascaded LO generation with an ILFM with an example floorplan in [77] 

The injection-locked frequency multiplier (ILFM) in Fig. 4.6 improves upon the previous 

topology by eliminating the laborious harmonic extraction process. By injecting energy at 𝑀  𝑓 

into a VCO already free running in the vicinity, synchronization ensues where the VCO “locks 

onto” the injecting signal. The VCO phase noise in the locked state follows that of the injecting 

signal up to a certain offset frequency, 𝛥𝑓. If the free-running frequency is really close to the 

target frequency, a small injecting power would suffice and an injection at 𝑓, with its harmonics, 

can lock the VCO to 𝑀  𝑓, and thereby realize frequency multiplication. Within 𝛥𝑓′ (different from 

𝛥𝑓), the output phase noise is again scaled up from the lower-frequency PLL which enjoys a 

VCO with higher Q. Compared to the static multiplier, the single-stage multiplication factor can 

now take on larger values, with 𝑀 ൌ 114  reported in [74] but generally below 30 for mmW 

applications [75-78]. The larger selection in 𝑀 allows more flexibility for frequency planning. For 

the purpose of minimizing jitter and power, a lower frequency is preferred for the first stage. Indeed, 

frequency synthesizers adopting this topology for single-band mmW 5G [76-78] have dominated 

the performance chart in recent years. It is worth noting that, as 𝑀 grows larger, the diminishing 

harmonic power makes the “really close” requirement more exacting and any disturbance that 

pulls the free-running frequency away may interrupt the locking. As a result, some form of 

frequency tracking, such as a frequency locking loop (FLL), must be included. A quantitative 

review of the injection locking mechanism will be given in Section 4.4. 
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Fig 4.7. The cascaded PLL architecture and its phase noise improvement. 

The ILFM evolves from the cascaded PLL topology in Fig. 4.7, which is the original 

architecture proposed for high frequency clock generation in response to the larger 𝑁 and the 

lower 𝑄 [79]. Assuming that the quality of VCO1 is higher than that of VCO2, and that the loop 

bandwidth of PLL2 is larger than that of PLL1, the overall integrated output noise or jitter improves 

over that of the single-stage PLL with VCO2. Compared with the frequency-multiplier-based 

topologies, the cascaded PLL offers unparalleled flexibility in terms of 𝑁 and 𝑀 values and as well 

as each loop and oscillator types. However, in terms of best jitter performance for single-band 

applications, where both VCOs are likely LC-based designs as in the ILFM, the cascade is at a 

disadvantage due to the additional noises from the PLL2 loop components. These components, 

especially the feedback divider, also consumes additional power and further degrades the overall 

FoM. As a counterexample, the cascaded synthesizer for the 28GHz 5G band in [80] intentionally 

avoids the high-frequency feedback divider by adopting the sub-sampling technique [61] in PLL2. 

The PLL jitter FoM is defined as 

FoM ൌ 20 logሺjitterሻ  10 log ൬
𝑃

1mW
൰ ሺ4.8ሻ 

Given a practical crystal reference, the two-stage topologies achieve lower jitter and power 

consumption but require larger footprints. Not only are the lower-frequency LC tanks much bigger 
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than their mmW counterparts, enough physical distance must also be maintained among inductive 

components to minimize magnetic coupling. Such calculated sacrifice on the precious silicon real 

estate is another indicator of the challenge and cost involved to obtain high-purity single-band 

mmW signal sources. To cover multiple bands or a continuous ultra-wide range, additional 

narrow-band second stages can be attached in parallel in the three cascaded topologies but at a 

greater abuse of chip area. A multiplexor is also needed for single-LO-port interface and FET 

switches at mmW frequencies exhibit significant loss and poor isolation. On the other hand, recent 

works on ultra-wide frequency multipliers and LC-VCOs for mmW 5G [81-83] do offer some 

promises for single-path implementation. By exploiting different modes in higher-order LC 

networks, switch loss can be mitigated for a better 𝑄, compared to large switched-capacitor banks 

or switched-inductors. Since magnetic coupling is an integral part of mode switching, “coils” are 

placed closer together which results in a smaller area than multiple separated LC tanks. 

Despite relaxed tradeoff between range and performance, a higher-order LC network still 

occupies a large area and is more susceptible to the aforementioned physical limitations on 

integrated passive design. In terms of energy storage, the maximally achievable 𝑄 for a multi-

mode tank in each mode also cannot exceed that in a single-mode tank and thus more current is 

needed to achieve a comparable noise performance. At a higher level, having only the ultra-wide 

multiplier or VCO at mmW is inadequate for a PLL-based frequency synthesizer. Without a 

programmable feedback divider, any single-loop architecture will not work with a fixed crystal 

frequency. In the cascade topologies presented so far, the fixed 𝑀 merely shifts the ultra-wide 

tuning requirement to the first stage VCO yet the tuning range of a single-mode LC VCO is limited 

to around 30%, even at RF frequencies. More importantly, mmW technology is often reserved as 

an add-on option to traditional RF bands for particular line-of-slight scenarios. For example, the 

60GHz 802.11ad/ay standards are meant to supplement the 2.4/5GHz standards for Wi-Fi and 

the mmW bands are envisioned to complement the sub-6GHz bands for 5G cellular. While a 
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higher power consumption may be acceptable for something that is only used occasionally, any 

additional chip area is permanent and should ideally be minimized. 

By adopting a wide-tuning ring oscillator in the second stage of a cascaded PLL while 

assuming the availability of a mmW programmable feedback divider, the proposed architecture, 

shown in Fig. 4.8, addresses the many downsides of the conventional passive-reliant design 

approach. Compared to an LC-VCO, the frequency of a ring oscillator is associated with the 

charging and discharging of a capacitor (𝑓ோை ∝ 𝐼/𝐶) rather than the inductor and capacitor sizes 

(𝑓 ∝ 1/√𝐿𝐶). As scaling current is much more convenient than changing L or C, tuning range 

spanning even decades can be easily achieved in a ring oscillator without entailing the area, 

coupling, and 𝑄  degradation of multi-order passives. Active devices also get to play a more 

prominent role in setting the overall performance, which allows this new mmW design 

methodology to better benefit from technology scaling. Similar to many prior arts exploiting ring 

oscillators for RF applications [64, 84], a large loop bandwidth is needed (in PLL2) to filter out the 

phase noise of the ring oscillator, which is orders of magnitude higher than that of an LC-VCO. 

The beauty of having the programmable feedback divider, then, is to be able to shrink the tuning 

range requirement for the first-stage LC-VCO, which is naturally geared towards a high-purity 

narrow-band output. The optimized noise performance of PLL1, serving as the reference to PLL2, 

also makes room for the in-band noise sources and eventually improves the output jitter across 

the entire range. The success of the proposed architecture hinges upon the design of a compact 

and efficient programmable feedback divider range-compatible with the mmW ring oscillator. 

 

Fig 4.8. Proposed Cascaded PLL with mmW ring oscillator and programmable dividers 
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Fig 4.9. Logic implementation of basic programmable digital dividers 

4.4 Wideband Ring-Based VCO-ILFD Co-Design with Multi-Ratio Pairing 

Unfortunately, the divider we desire goes beyond the existing arsenal for frequency division. 

As shown in Fig. 4.9, a conventional programmable divider requires a cascade of digital flip-flops 

and logic gates. At above 20GHz, current mode logic (CML) is the only viable option but requires 

a hefty power budget. Compared with a programmable design, a simple cascade of divide-by-two 

involves much smaller fanout at each stage while eliminating the combinational gate delays. Many 

mmW PLLs [7-8, 85] then proceeds to adopt a fast CML-based fixed-ratio divider, also known as 

a prescaler, followed by a low-frequency programmable divider built with efficient static or 

dynamic CMOS logic styles. In [86], it is recognized that the limitation on power and maximum 

frequency of operation of digital frequency dividers is associated with their wide-band nature, that 

is, these dividers are supposed to work from DC to a certain frequency. Since traditional RF and 

mmW synthesizers all assume a narrow-band output, the wide-band characteristic is not needed 

and the injection-locked frequency divider (ILFD) emerges as the energy-efficient narrow-band 

alternative for prescaler design. Despite its many incarnations and the tremendous effort to widen 

the locking range for a specific division ratio, an ILFD has never been envisioned to be 

programmable. In this section, after reviewing injection locking and ILFDs in general, a calibration-

free wide-locking ring-based VCO-ILFD co-design methodology is first proposed and then scaled 

to realize programmable division through a minimum-overhead multi-pairing technique. 
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4.4.1 Injection-Locking and the Superharmonic ILFDs 

The synchronization of a free-running oscillator under the impression of an external signal is 

a well-studied phenomenon that applies to both LC- and ring-based oscillators [87-89].  

Conceptually speaking, the external injection signal introduces an additional phase shift, 𝜙, in the 

positive-feedback loop. To compensate for 𝜙 while still satisfying the Barkhausen criterion for 

sustained oscillation, an LC oscillator shifts its resonance frequency away from 1/ሺ2𝜋√𝐿𝐶ሻ while 

each stage in a ring oscillator changes their phase shift (delay) so that, in both cases, 𝑓ைௌ ൌ 𝑓ூே. 

The locking range, defined as the maximal deviation, 𝛥𝑓, from the free-running frequency, 𝑓, to 

𝑓ூே , is thus predetermined by the maximal phase shift the injection signal can impart. For a 

common 𝑁-stage (𝑁 being an odd number) inverter ring with transistors modelled as ideal 𝐺 

stages for enough loop gain, as shown in Fig. 4.10, each stage contributes a phase shift of 𝜋/𝑁. 

The oscillation current in each stage can be visualized through the phasor diagram in Fig. 4.11. 

With the additional phase shift from the injection signal, the per-stage phase shift deviates by 𝜃, 

with the constraint that [89], 

ቀπ 
𝜋
𝑁

 𝜃ቁ ൈ 𝑁  𝜙 ൌ 2𝑘𝜋 ሺ4.9ሻ 

where k is an integer. Fig. 4.11(b) gives the phasor diagram under injection and we have, 

𝜃 ൌ െ
1
𝑁

𝜙 ሺ4.10ሻ 

sin 𝜙 ൌ ฬ
𝐼ூே

𝐼ைௌ
ฬ sinሺ𝛼 െ 𝜙ሻ ൌ ฬ

𝐼ூே

𝐼ைௌ
ฬ ሺsin 𝛼  cos 𝜙 െ cos 𝛼  sin 𝜙ሻ ሺ4.11ሻ 

Assuming a small 𝐼ூே compared to 𝐼ைௌ and therefore a likely small 𝜙 so that sin 𝜙 ൎ 𝜙, Eq. 4.11 

can be reduced to, 

𝜙 ൌ
ห𝐼ூேห sin 𝛼

ห𝐼ூேห cos 𝛼  |𝐼ைௌ|
ሺ4.12ሻ 
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Fig 4.10. Model for analyzing injection-locked ring oscillator with the effect of injection in red. 

 

Fig 4.11. Phasor diagrams for a free-running (left) and an injection-locked ring oscillator. 

And the maximally achievable phase shift for a given injection can be found by setting, 

𝜕𝜙
𝜕𝛼

ൌ 0 ሺ4.13ሻ 

which gives, 

𝜙ெ ൌ
ห𝐼ூேห

ට|𝐼ைௌ|ଶ െ ห𝐼ூேห
ଶ

ሺ4.14ሻ
 

The phase shift contributed by the per-stage RC load near the free-running frequency is, 

tan ቀ
𝜋
𝑁

 𝜃ቁ ൌ
𝛥𝑓
𝑓

ሺ4.15ሻ 

Using Taylor series expansion in the vicinity of 𝑓, 𝜃 can be approximated from Eq. 4.14 as, 
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𝜃 ൎ
tan

𝜋
𝑁

1  tanଶ 𝜋
𝑁


𝛥𝑓
𝑓

ሺ4.16ሻ 

By substituting Eq. 4.13 and 4.15 into 4.10, the one-sided locking range can be obtained as, 

𝛥𝑓
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1
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1  tanଶ ቀ𝜋
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ฬ  ቆ1 െ ฬ

𝐼ூே
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ฬ

ଶ

ቇ
ି

ଵ
ଶ

ሺ4.17ሻ 

For an LC oscillator under injection, the analysis is similar with the main difference being the 

responding phase shift is given by the tank, instead of the 𝑁-stage RC cascade, 

tanሺ𝜙ሻ ൌ 2𝑄 
𝛥𝑓
𝑓

ሺ4.18ሻ 

And the one-sided locking range for an LC oscillator is, 

𝛥𝑓
𝑓


1

2𝑄
 ฬ

𝐼ூே

𝐼ைௌ
ฬ  ቆ1 െ ฬ

𝐼ூே

𝐼ைௌ
ฬ

ଶ

ቇ
ି

ଵ
ଶ

ሺ4.19ሻ 

It is worth noting that in both LC and ring cases, the maximum achievable phase shift based on 

Eq. 4.13 happens when 𝐼ூே becomes orthogonal (𝛼 െ 𝜙 ൌ 𝜋/2) to 𝐼ை, which is the incident 

current at the point of injection and the vector sum of 𝐼ூே and 𝐼ைௌ. At this threshold point, the 

injection signal has no effect on the phase of the resultant oscillation and no phase noise 

correction is observed. Conversely, the phase noise reduction reaches a maximum for 𝑓ூே ൌ 𝑓, 

with the locked and free-running phase noise profiles meeting at the edges of the locking range 

[79]. 

Functionally and literally opposing the subharmonic ILFM, the superharmonic ILFD receives 

an injection signal at 𝑓 but outputs a tone at 𝑓/𝑁, with 𝑁 being the division ratio. The injection-

locked oscillator (ILO) in the ILFD is expected to have a free-running frequency around 𝑓/𝑁 and 

the exact injecting frequency is guaranteed through a negative feedback loop. As depicted in Fig. 

4.12, assuming the ILO is already locked at 𝑓/𝑁, the (𝑁 െ 1)th harmonic of the ILO can be 
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extracted and then mixed with 𝑓 to produce, with the help of some band-pass filtering, the actual 

injection signal at, 

𝑓 െ
𝑁 െ 1

𝑁
 𝑓 ൌ

𝑓

𝑁
ሺ4.20ሻ 

The actual implementation of a simple injection-locked divide-by-2 (ILFD-2) with (a) an LC-based 

ILO and (b) a CML-ring-based ILO are given in Fig. 4.13. For 𝑁 ൌ 2, only the fundamental (𝑁 െ

1 ൌ 1) of the ILO frequency is needed in the feedback path and the mixing is conveniently 

embedded in the differential pair virtual ground node presented in both topologies. In terms of the 

locking range for the ILFD, the conversion gain of the harmonic extraction and mixing process 

matters now as it determines the final injection strength at 𝑓/𝑁. For the divide-by-2 stage in Fig. 

4.13(a). The locking range can be approximated as [88], 

𝛥𝑓
𝑓


1

2𝑄
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𝜋

 ฬ
𝐼ூே

𝐼ைௌ
ฬ ሺ4.21ሻ 

with 2/𝜋 being the mixer conversion gain and the squared-root term in Eq. 4.19 rounded to unity 

for 𝐼ூே ≪ 𝐼ைௌ. 

 

 

Fig 4.12. Behavior model for a superharmonic ILFD. 
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Fig 4.13. Example LC-VCO- and CML-ring-based ILFD-2 with embedded mixer. 

 At the risk of repetition, any LC-based circuit technique is inherently narrow-band. With the 

locking range inversely proportional to 𝑄  as derived in Eq. 4.19, injection locking makes no 

exception. For the subharmonic ILFM technique where the injection power at fundamental is 

bound to be small, [76-78] report less than 1% locking range (200MHz at 30GHz). In an ILFD, on 

the other hand, the fundamental injection power is typically stronger but the working and locking 

range still rarely exceed 30% for single-tank implementations despite the use of techniques such 

as tanking tuning [8] and multi-path injection [90]. The ILO, now resonating at the divided-down 

frequency, also occupies a much larger area. Additionally, the minimalistic construct of an LC 

oscillator with embedded mixing restricts the design options for harmonic extraction and injection, 

making it very difficult to realize larger (𝑁  3) fixed division ratios - not to mention programmable 

ones. We therefore consider the ring ILFDs for our application. 

4.4.2 Optimal Ring-Based VCO-ILFD Co-Design 

Assuming a 5-stage ring oscillator, an LC oscillator with 𝑄 ൌ 10 (a modest value at multi-GHz 

range), and an identical injection efficiency, 𝐼ூே/𝐼ைௌ, the scaling factor in Eq. 4.17 evaluates to 

0.35 while the 1/2𝑄 in Eq. 4.19 yields 0.05. The much wider locking range in a ring ILO directly 

benefits a ring ILFD. In fact, Eq. 4.17 remains a rather pessimistic estimation as it is derived with 

single-path injection whereas the multi-phase construct of a ring oscillator invites range widening 
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techniques such as multi-phase and/or multi-path injection techniques [89, 91-93]. For example, 

[92] reports a CML-ring-based divide-by-4 with dual-path-four-phase injection that locks from 

1.2GHz to 20.7GHz. In a similar fashion, the wide tuning characteristic of a ring oscillator also 

trickles down to ring ILFDs with [93] reporting a load-modulated CML-ring-based divide-by-4 for 

an input frequency from 4GHz to 120GHz. 

 In some sense, the wider locking and tuning range for ring-based ILOs is as much a 

requirement as it is a blessing. As ring oscillator free-running frequency is much more susceptible 

to process, voltage, and temperature (PVT) variations than that of an LC oscillator, being easier 

to synchronize to the injection signal improves the functional robustness of the underlying 

application in the absence of a heavy-handed frequency calibration process. Using the same 

divider-by-4 in [92] as an example, the measured free-running frequency of the ILO is 3GHz, yet 

it is able to synchronize from 0.3GHz on the low side and up to more than 5GHz. The tolerated 

large deviation from the free-running frequency, however, implies that the optimal phase noise 

suppression, which happens when 𝑓 ൌ 𝑓ூே, cannot be guaranteed. The misalignment reduces 

the noise suppression bandwidth from several GHz in the ideal case to a much smaller value with 

the worst case being the ILFD as noisy as a free-running ring oscillator. Tuning the ILO, in an 

attempt to match 𝑓 to 𝑓ூே, is nearly impossible in the locked state as it requires access to the 

ILO phase noise profile. Referring back to Eq. 4.3, the divider phase noise shows up at the PLL 

output within the loop bandwidth. If the loop bandwidth is small, the lesser phase noise 

suppression bandwidth (hopefully still in the MHz range) may not degrade PLL output jitter much. 

However, since a large loop bandwidth is critical for cleaning up the noisy ring in our proposed 

architecture, the ILFD, as a result, not only has to be wide-tuning and wide-locking, it must also 

maintain a free-running frequency close to 𝑓/𝑁 for all supported 𝑁 values throughout the entire 

tuning range. In other words, frequency relationship between the main VCO and the ILO in the 

free-running state should already follow that in a frequency divider, as depicted in Fig. 4.14. 
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Fig 4.14. Desired frequency relationship for best noise suppression in ILFD. 

 

Fig 4.15. Ring oscillator scaling properties. 

As daunting as it appears, the answer is right under our nose: simple ring oscillators with 

scaled number of stages display linearly scaled free-running frequencies. With an ideal 𝑀-stage 

ring as the main VCO and an 𝑀 ൈ 𝑁-stage ring as the ILO, the relationship in Fig. 4.14 is satisfied.  

Since rings with even number of stages are adopted in this work, for their various advantages, 

Fig. 4.15 illustrates such a series scaling property using inverter rings with 𝑀 ൌ 4, 𝑁 ൌ 2, and 𝜏 

the unit inverter delay. To turn the 4-stage- and 8-stage rings into a robust ILFD-2, the only block 

that is still needed is the mixer. By intentionally not limiting the rings to conventional CML-based 

topologies and thereby getting rid of the implicit mixers, two advantages are discovered. Firstly, 

the proposed VCO-ILFD pair can be implemented with digital-friendly inverter rings for possibly 

lower noise and larger output power (depends on technology 𝑓  and targeted frequency range). 

Secondly, the entire feedback path from the ILO output (where harmonic extract starts), via the 

mixer, and to the injection nodes are now fully exposed. Considering that the embedded single-

ended active mixer available in the CML differential pair offers no additional filtering of harmonic 
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contents while incurring unnecessary tradeoff between gain and noise [86], a better mixer, in 

addition to dedicated harmonic filtering and amplification circuits, can be explicitly installed in the 

exposed feedback path. As a result, only the injection power at 𝑓/𝑁  is boosted while other 

harmonics are attenuated to alleviate both injection spur and the possibility for false locking. This 

point is illustrated in Fig. 4.16 with one ILFD-2 implemented with a differential passive mixer and 

the other with a differential active mixer with RC filtering followed by inverter buffers. Notice that 

differential injection is easily adopted here to further widen the locking range, thanks to the 

(pseudo-) differential nature of ring oscillators with even number of stages. Fig. 4.16 also plots 

the simulated locking range for the two ILFD-2s and a clear improvement is observed for the one 

with active mixer. 

 

Fig 4.16. ILFD-2 optimization with exposed feedback and simulated locking range increase. 
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4.4.3 Multi-Ratio Pairing with Oscillator Multiplexing 

To implement a different division ratio using the proposed co-design methodology, one can 

simply scale the number of stages in the ILO and opt for a different harmonic extractor in the 

feedback path. For example, a divide-by-3 can be implemented with a 12-stage ring with 2nd-order 

harmonic. Since 12 is an integer multiple of 4, quadrature phases will be available among the 12 

phases in the ring which make the inputs for a mixer-based frequency doubler. The ILFD-3 is 

shown as part of Fig. 4.17(b). According to Eq. 4.17, the increasing number of stages in the ILO, 

as 𝑁 grows, tends to reduce the locking range. To overcome this potential drawback, the parallel 

scaling property, shown also in Fig. 4.15 but never mentioned thus far, proves rather valuable. It 

is based on the observation that parallelizing two identical rings, which is equivalent to doubling 

the width of inverter transistors, does not affect the free-running frequency. This property is 

applied in reverse in the ILO to effectively scale down 𝐼ைௌ for a bigger 𝐼ூே/𝐼ைௌ. As a result, the 

locking range is recovered and possibly boosted while ideally maintaining the free-running 

frequency relationship with respect to the main VCO. 

It should be obvious that each VCO-ILFD pair optimizes both the locking range and the phase 

noise suppression bandwidth for a particular 𝑁 . In order to preserve these properties for 

programmable division, this work simply leverages the compact area of ring ILFDs and proposes 

a multi-ratio pairing arrangement, with one main VCO corresponding to multiple ILFDs, to support 

all desired 𝑁 values. However, instead of letting all ILOs run at the same time, an oscillator 

multiplexing technique unique to even-numbered-stage inverter rings is proposed to minimize 

power consumption overhead as well as the possibility for the ILOs to couple through supply and 

substrate. As indicated in Fig. 4.16 (a), an inverter ring with even number of stages need the 

cross-coupled inverters to prevent latch-up. By modifying these cross-coupled inverters to be tri-

stateable, the oscillation can then be stopped and resumed gracefully and rapidly. Compared to 

the common approach to turn on and off an oscillator using a supply head switch, the intentional 

latch-up proves to be more effective, as a ring may continue to oscillate at very low supply levels. 
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Fig. 4.17(b) shows such multiplexing between ILFD-2 and ILFD-3. Additional tri-stateable buffers 

and switches to ground are inserted between the ILFD outputs and the mixer input ports. Such 

precautions are necessary to guarantee a complete mixer shut-off with zero DC current as the 

ILFD outputs may be both high when latched up.     

 

Fig 4.17. (a) Latch-up in a 4-stage ring (b) multiplexing between ILFD-2 and ILFD-3 

Since the VCO and ILFDs are packed so closely together, device, temperature, and process 

mismatches play a less role in potential degradation of the scaled free-running frequency 

relationship. Rather, the down-sized and weaker inverters, combined with the larger loads from 

the tristate-able inverters, slow down the ILOs more in the presence of layout parasitics. Given 

the relatively larger division ratios (𝑁 ൌ 4 & 5) used in the final design, as well as the confidence 

in the all the measures to widen the locking range, the greater retardation in the ILO is 

conveniently compensated by shortening the inverter chain. The modified scaling factor for the 

number of stages is 𝑁 െ 1, instead of the division ratio, 𝑁. The ILFD-4 and ILFD-5 are designed 
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with 12- and 16-stage rings instead of 16 and 20 stages, respectively. In the ILFD-4 case, the 3rd-

order harmonic is easily extracted from buffer non-linearity. On the other hand, the 4th-order 

harmonic needed for the divide-by-5 is a bit tricky. Fortunately, the 16-stage ring not only improves 

frequency alignment, it also makes it easier to extract the 4th-order harmonic by providing the 

eight evenly spaced phases (16 is integer multiple of 8 while 20 is not) needed for a differential 

frequency quadrupler. Fig. 4.18 illustrates both designs. Fig. 4.19 plots the simulated locking 

behavior for the ILFD-4 among different process corners when the input frequency is swept from 

18GHz to 48GHz, as well as the simulated single-point locking range at the highest supply setting 

(1.1V) for the ILFD-5.   

 

Fig 4.18. Final functional design of (a) ILFD-4 and (b) ILFD-5. 
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Fig 4.19. Simulated input-output relationship under process variation for the ILFD-4 with main 
VCO (left) and the input-referred locking range for the ILFD-5 

4.5 Prototype Implementation 

4.5.1 Frequency Planning and Ring Oscillator Design 

 The cascaded PLL prototypes aim to first cover the versatile 24-40GHz spectrum. Only two 

division ratios, 8 and 10, are needed in the second loop (PLLHB) in order to seamlessly shrink the 

50% tuning range at mmW to less than 30% (3-4GHz, 28.6%) at RF. The dual ratio is implemented 

following the proposed methodology by having the ILFD-4 in parallel with the ILFD-5 with their 

multiplexed output going into a static divide-by-2. Only integer frequency step is considered. With 

a 50MHz crystal reference, the final output step size is 400MHz in the 8x mode and 500MHz in 

the 10x mode, which is acceptable for the target sensing applications. If a finer frequency 

resolution is desired, fractional-N support can be easily incorporated into PLLLB. A detailed block 

diagram is shown in Fig. 4.20. The proposed cascaded architecture with ring-based mmW stage 

minimizes design tradeoffs and amplifies the best features of each frequency component: the 

high-purity reference cleans up the narrow-band LC-VCO and then the wide-tuning ring-VCO, 

meanwhile the multi-pairing extends frequency coverage with negligible area penalty. Note that 

the labelled frequencies are slightly lower due to the exact reference being at 49.152MHz rather 

than 50MHz. 
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Fig 4.20. Top-level block diagram of the proposed cascaded PLL. 

To further exploit the convenience and area efficiency of ring oscillators, the main mmW VCO 

is designed to offer quadrature phases. With a simulated technology (NMOS) 𝑓  of just over 

250GHz, the 4-stage 8-inverter ring requires minimum-length ultra-low-threshold devices to reach 

99GHz under nominal conditions. The slim margin in speed aggravates the manifold challenge in 

frequency tuning. First off, any method that degrades the top oscillation speed, such as adding 

varactor or current starving, is automatically disqualified. The only remaining option seems to be 

adjusting the supply voltage, to which a ring is super sensitive. The resulting excessive 𝐾ை is 

undesirable as it typically leads to higher output noise and spur, as well as potentially a much 

bigger loop filter. On the other hand, a small (< 10GHz) 𝐾ை makes it impossible to cover more 

than 10GHz given the 0.9V core supply for the charge pump. The solution is to employ two-step 

tuning, much like in an LC-VCO with switched-capacitor array. As can be seen in Fig. 4.20, the 

supply to all the rings (main VCO and divider ILOs) is made programmable through a high-

resolution (8-bit) digital-to-analog converter (DAC), buffered with an LDO, to realize coarse tuning. 

For fine-tuning, it is reminded that an MOSFET is a 4-terminal device after all. Back-gate bias 

lightly modulates the series resistance of a transistor (Eq. 4.22), which is perfect for a smaller 

𝐾ை. Since NMOS body bias requires not only deep-N-well isolation but also negative control 

voltage, back-gate tuning is only applied on the naturally isolated PMOS devices in signal-path 
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inverters (not the cross-coupled ones) to keep the design clean and compact. Fortunately, both 

tuning knobs exert their influence on individual inverters and thus does not jeopardize either the 

series or parallel scaling properties of ring oscillators. The inverter sizes in the ILFDs are scaled 

to about one-tenth of those in the main VCO in order to maximize locking range while minimizing 

power consumption. Fig. 4.21 shows the detailed implementation of the 4-stage ring along with 

its simulated tuning characteristics. 
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Fig 4.21. Main ring VCO design and its simulated tuning with negative KVCO. 

4.5.2 Noise, Spur, and Power Considerations for the Cascaded PLL 

With a reference frequency centered around 3.5GHz, PLLHB can afford a loop bandwidth up 

to a few hundred MHz with a type-II implementation. The 40dB per decade noise suppression 

characteristic is better appreciated when the VCO has a high flicker noise corner, which is exactly 

the case for a ring oscillator built with short-channel devices. A standard charge pump PLL is 

adopted. Since all loop components now operate at 3GHz and above, dynamic CMOS logic, such 

as the C2MOS-based divide-by-2 and the TSPC-based D-flip-flops (DFFs), are used extensively 

to improve energy efficiency. A switched filter is inserted before the loop filter to better isolate the 
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VCO from charge pump settling and it is controlled by a synchronous 25% duty-cycle clock 

derived from the differential outputs of the ILFDs. Since the charge pump output centers around 

VDD/2 in PLLHB, a PMOS source follower is required to shift up the control voltage, meant for N-

well biasing, to around VDD. Fig. 4.22 illustrates these details. 

 

Fig 4.22. PLLLB implementation details. 

The larger loop bandwidth of PLLHB, on the other hand, also implies that the noise and spur 

of PLLLB will present themselves at the final output not only unfiltered but also scaled up by a 

factor of 8 or 10. With the proposed architecture, it turns out to be more cost-effective to allocate 

more design resources, such as power and area, to optimize PLLLB for a better overall FoM. As 

suggested in Section 4.2, minimization of integrated phase noise involves both in-band and out-

of-band components. As shown in Fig. 4.23, the sub-sampling technique is adopted here to 

reduce the noise contributions from many input-referred sources (PD/CP/LF) while eliminating the 

divider noise all-together [61]. However, the technique tends to introduce larger reference spurs 

due to VCO load modulation (BPSK effect) as well as charge sharing and injection from sampling 
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switches [94]. Despite several low power techniques reported so far [94-96], this work considers 

multi-stage buffering, with the second stage offering a low output impedance, the most effective 

at isolating the VCO in the presence of device mismatch and PVT variations. Simple dummy 

switches are included to compensate for the charge sharing and injection. For a low out-of-band 

noise, the LC-VCO design follows the classic NMOS cross-coupled topology but adopts the 

implicit common-mode resonance technique [98] is for best-possible noise performance without 

using a second inductor. PLLHB is an IO-voltage-based design except for the LC-VCO and its first 

stage CML buffer.  

 

Fig 4.23. Select PLLHB implementation details. 

4.5.3 Dual-Band Frequency Buffer for Tri-Band Extension 

The convenient quadrature or multiple phases offered by ring oscillators at mmW open up 

new possibilities for frequency multiplier design. To demonstrate this point, a single-path 

reconfigurable buffer/doubler is implemented as a compact and modular add-on to the cascaded 

PLL as a potential candidate for a single-path tri-band (28/39/60GHz) synthesizer. The design 

takes its inspiration from the conventional mixer-based frequency doubler. Shown in Fig. 4.24(a) 

is a tail-less Gilbert cell. In the doubler mode, Φଵ ൌ Φସ and Φଶ ൌ Φଷ. For differential signals Φହ 
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and Φ, although it is not necessary, it is easily proven [86] that being quadrature to Φଵ and Φଶ 

(or Φଷ and Φସ) minimizes DC imbalance for the differential output. By simply switching the polarity 

of Φଷ and Φସ (or Φଵ and Φଶ) so that  Φଵ ൌ Φଷ and Φଶ ൌ Φସ, the Gilbert cell can effectively be 

folded and turned into a CML buffer, with color-matched simulation result shown on the side. The 

simulation is run with single-band 30GHz load which leads to the diminishing output waveform in 

the doubler mode. To boost the conversion gain, a compact dual-band loading based on a 2nd-

order LC network is designed with the Gilbert cell core. As can be seen in Fig. 4.24(b), the Q in 

the buffer mode is intentionally lower in order to best preserve the original wideband output.  

 

Fig 4.24. Gilbert-cell-based buffer/doubler design and its dual-band load. 
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4.6 Measurement and Comparison 

The prototypes are fabricated in the TSMC 28nm CMOS process with ultra-thick top metal 

option. The cascaded PLL occupies an active area of 0.29mm2. PLLHB takes up less than 5% at 

0.012mm2 including the decoupling capacitor for the LDO. The frequency extension unit adds an 

additional active area of 0.06mm2 in a second chip. The maximal power consumption from both 

IO and core voltage domain, excluding frequency extension, is 35mW. Fig. 4.25 shows the chip 

micrographs along with the power consumption breakdown. 

 

Fig 4.25. Prototype chip micrographs and power consumption breakdown. 

The output of PLLLB is buffered out and measured with a Keysight 5052A signal source 

analyzer. Among the six chips measured, the worst-case locking range is from 2.95GHz to 

3.83GHz, about 3% below the planned coverage. Fig. 4.26 gives the spectrum and phase noise 

measurements at both frequencies. The implicit common-mode resonance frequency, ideally at 

2  𝑓ைௌ, heavily depends on the ratio of common-mode and differential mode capacitances in the 

tank. In [8], 1024 settings are swept to optimize the performance yet only 32 settings are included 

in this work. Comparing the out-of-band spot noise in Fig. 4.26 and the measurement in [97], 

further improvement of at least 6dB can be achieved through either finer adjustment or better 

electromagnetic simulation. The worst-case reference spur at the PLLLB output is -79dBc and is 

observed at the 2  𝑓ோாி offset.  
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Fig 4.26. Spectrum and phase noise measurement of PLLLB. 

 

Fig 4.27. High- and low-band phase noise measurement of PLLHB. 

The final mmW output is measured directly through a GSG probe. An Agilent 8565EC 

spectrum analyzer is used for the initial testing. With help from our colleagues at National Chiao 

Tung University, a much more capable Keysight N9041B signal analyzer is used later to repeat 

select measurements for verification and better presentation. With the two ILFDs in the prototype, 

PLLHB achieves a worst-case continuous locking range of 47.5% from 23.59 to 38.34GHz (23.59-

31.06GHz in the 8x mode and 29.50-38.34GHz in the 10x mode). Fig. 4.27 shows the phase 

noise measurements at both ends whereas Fig. 4.28 gives the detailed mid-band performance. 
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Comparing Fig. 4.27 and Fig. 4.26, PLLHB contributes an additional 1-2dB noise at 1MHz offset. 

The estimated mid-band jitter FoM is - 232dB when integrated from 1kHz to 100MHz.  

 

Fig 4.28. PLLHB mid-band output phase noise measurement at 31.46GHz. 

Table 9 compares this work against other reported wideband mmW frequency synthesizers 

that have tuning ranges above 20% and similar center frequencies. Both [7] and [8] adopt single-

loop topologies but with specialized mmW hardware in their LC-VCOs, the digitally controlled 

artificial dielectric (DiCAD) [x-y], to maintain a good 𝑄 across the tuning ranges. In fact, both works 

come out of our group with the former being the predecessor of this work and the latter developed 

for a 60GHz heterodyne transceiver. Our cascaded PLL prototype, with a single LC-VCO at RF, 

achieves a comparable noise performance but covers a much wider frequency range with less 

power and area. For completeness, [99] and [100] are included in the comparison which represent 

the two extremes in terms of trading area, power, and design complexity with performance. The 

proposed architecture and circuit techniques not only offers a much more practical middle ground 

but also allows mmW synthesizer design to evolve and benefit more from CMOS technology 

scaling.  
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Table 9. Wideband mmW PLL Comparison 

Parameter This Work [99] [7] [100] [8] 

CMOS Technology 28nm 28nm 65nm 65nm 65nm 

Architecture Cas. PLL Cas. PLL PLL PLL+ILFM PLL 

Frequency (GHz) 31.46 32 27.86 42 50.11 

Frequency Range (GHz) 

(Percentage %) 

23.6-38.3 

(47.6%) 

21-32* 

(41.5%) 

28-34 

(19.4%) 

20.6-48.2 

(80.2%) 

42.1-53 

(22%) 

Quadrature Yes Yes No No No 

𝒇𝑹𝑬𝑭 (MHz) 49 125 54 100 54 

PN @1MHz (dBc/Hz) -97.7 -91.2 -96.7 -108.1 -97.5 

Power (mW) 28.8 30 N/A 148 72 

“Coil” Count 1 0 1 8 3 

Active Area 0.29 0.015 N/A 2.1 0.37** 

PN FoM @1MHz 173 166 N/A 178 173 

Jitter FoM @1MHz -232 -222 N/A N/A N/A 

*fixed divider only, tuned by sweep 𝒇𝑹𝑬𝑭; **off-chip loop filter 
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CHAPTER 5  

Conclusion and Future Directions 

With spectroscopic remoting sensing as the entry point, this dissertation represents a more 

refined and systematic foray into custom CMOS design for high-frequency scientific 

instrumentation. The working principle of RF spectroscopy is introduced first, and each 

component is then analyzed for their speed and noise requirement. While modern ultra-scaled 

CMOS technology still falls short in terms of noise for THz front ends, their unparalleled level of 

integration and ever-increasing speed prompted this investigation into wideband spectrometer 

SoC and ring-based ultra-wide-range frequency synthesis for maximal improvement in instrument 

SWaP and overall operation efficiency. 

 The spectrometer SoCs integrate high-speed data conversion with bandwidth-compatible 

FFT-based backend processing. To ensure robust operation at the mixed-signal interface, on-

chip clocking with extensive tuning capability is included. The efficient design of the high-

throughput and high-channel-count FFT processors, including the costly PBF and the timing-

critical accumulators, is enabled through parallel-pipelined partitioning, the adoption and 

extension of the SDF-based Radix-2K factorization, and as well as linear approximation of 

trigonometric functions. Mathematical symmetry and bit-level hardware reduction is also exploited 

wherever possible. Three generations of deployable SoCs are developed as part of this work, 

with the latest achieving 6GHz Nyquist bandwidth with sub-MHz full-band resolution. Although 

area and routing efficiency is the intended goal for optimization, the SoCs, excluding the PFB, 

exhibits better energy efficiency than reported standalone design of high-performance FFT 

processors. 

The inverter-ring-based frequency synthesizer extends the benefit of CMOS technology 

scaling to mmW LO generation. The proposed VCO-ILFD co-design methodology marries the 

simple and elegant scaling properties of ring oscillators with optimal working conditions of ILFDs. 
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As a result, wide tuning and locking, as well as uncompromised noise suppression, are achieved 

simultaneously without excessive power consumption. Rings with even number of stages further 

facilitates oscillator multiplexing through controlled latch-up, making the multi-ratio VCO-ILFD 

pairing techniques ideal for expanding frequency coverage from a high-purity narrow-band source, 

such as an LC-VCO. A cascaded PLL prototype targeting 24-40GHz in 28nm CMOS verifies the 

proposed ideas by reporting comparable noise performance to that of its mmW-LC-VCO-based 

counterparts while more than doubling the tuning range. It is especially suited for power- and 

area-constrained sensing and instrumentation applications at Ka-band and beyond. 

The substantial reduction in instrument SPaW opens up new observation scenarios such as 

large-scale multi-pixel-array-based spectroscopic sensing. New algorithms can be developed on 

top of the existing design to account for phase relations between different pixels. Hardware 

reconfigurability should then be added to select among single-, dual-, and multi-channel sensing 

modes. On the frequency synthesis side, the small footprint of ring oscillators and the convenient 

oscillator multiplexing technique proves rather powerful. For example, multiple 2nd-stages similar 

to the existing one can be attached in parallel to cover more range below the maximally oscillation 

frequency ( 𝑓ைௌ ) allowed by the technology. Note that the proposed techniques are fully 

compatible with CML rings which is theoretically faster than inverter rings thanks to the smaller 

swing. To get rid of the remaining LC-VCO, existing research on ring-based PLLs in the sub-

10GHz rang can be leveraged. Applying measurement results in [x] to the cascaded PLL, a spot 

noise performance of -106dBc at 1MHz offset can be projected. In addition, reconfigurable 

frequency multipliers, with ratios beyond integer values (e.g. 1.5 and 2.5) can be developed with 

ease, given the large-swing multi-phase outputs, to seamlessly cover more range beyond 

maximum 𝑓ைௌ. 
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