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ABSTRACT OF THE DISSERTATION

l1I-V Multigate Non-Planar Channel Transistor

Simulations and Technologies

By

Kun-Huan Shih
Doctor of Philosophy in Electrical Engineering
University of California, Los Angeles. 2012

Professor Chi On Chui, Chair

As the relentless scaling of conventional Si CM@gistors continues, it becomes more
and more challenging to further increase devicgeddurrent and reduce leakage current and
power consumption. IlI-V multigate non-planar chahimansistors have emerged as a promising
contender in the post-Si era due to its high camebility and superior electrostatic control of
the non-planar structure. For device design, ctiffenhnology Computer Aided Design (TCAD)

modeling, however, fails to accurately predict devbehaviors in decananometer dimensions.



Further, for the analog/RF applications, parasigogineering plays a determining role in an

ultrathin body structure but the conventional syrtrimesource (S) / drain (D) architecture

restricts design and optimization versatility. Mowver, for IlI-V transistors fabrication, the

device-level co-integration capability is cruciaittstill not mature in current technology.

In this work, a systematic methodology is developedalibrate TCAD hydrodynamic

model against Monte Carlo (MC) simulation in theasgjballistic regime. Good fits of both

lpsVes and IpsVps curves have been demonstrated at various devioeendions. This

methodology facilitates an accurate and time-effitidevice simulation. Secondly, we explore a

GaAs accumulation mode vertical transistor for aswttic S/D design and optimization.

Separate control of S/D spacer thickness and wudength can be implemented and their

individual impact on analog performance is discdsdgevice design guidelines for different

analog/RF metrics improvement are presented. Thiwt develop a VLSI-compatible top down

process with co-integration capability in 11l-V ntiglate non-planar channel transistor fabrication.

Nanowires are patterned by photolithography anbiegcof a source substrate and transferred to

another receiving substrate by transfer stampingL&I cleanroom tool is used in the transfer

process to accurately position nanowires. Thisrigle yields large arrays of aligned GaAs

nanowires, and facilitates device-level co-integratof IlI-V multigate non-planar channel

transistors on the same substrate with close pilibxand overlay accuracy.
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Typical MC output with the band diagram depictedl particles visible inside the
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nm channel length and 30 nm body thickness. Diffecelors represent different
particle energy.

Simulated on-current of double-gate MOSFETs asation of gate length. Open
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curve.
Figure 2.11 7, vs. channel length_{;) of a calibrated GaAs HD model. The linear fit yices
an appropriate, selection for different dimensions with the fixed 0.3, and," =
0.6. The different shaded areas correspond terdiita, value.
Figure 2.12 IpsVescurve of GaAs MC and calibrated HD model of (a)n®0 body thickness
(b) 18 nm body thickness. The channel length rariggs 100 nm to 15 nm.
The fixedr,= 0.3, andf,™ = 0.6 and the correspondingas shown in Fig. 2.11
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Figure 2.13 (a) On-state current v&" of Ge MC and calibrated HD model with= 0.6 ps
andr,= 0.4 atVes = 1 V. f,"influences the on-state current. (B}Vss (C)
IbsVbs curve of MC and calibrated HD model of 50 hga with z,= 0.6 psy,=
0.4, andf," = 1. (d) IpsVsscurve of MC and calibrated HD model with the
channel length ranging from 50 nm to 15 nm. Theas fixed as 0.4, and
corresponding,™ andz, as shown in Fig. 2.14 are used.
Figure 2.14 7, andf,"" vs. channel length_{,) of a calibrated Ge HD model. The fit gfand
f."" provides an appropriate parameselection for different dimensions with the
fixedr,=0.4.

Figure 2.15 Modified flow chart of the calibration procedufer incorporating additional
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(a) Simulated baseline GaAs accumulation-mode DGSMET, (b) structure with
varying source side spacer and underlap length,(endtructure with varying
drain side spacer and underlap length.

The trend 0fmmax With spacer or underlap dimension (aNat= 5x10° cni® and
(b) atNp = 10" cm®, and the trend ofin/lps(under constant drain current) at (c)
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5x10® cm® and (b) alNp = 10" cm®, and the trend o¥sr(under constant drain
current) at (c) afNp = 5x13% cm® and (d) atNp = 10" cm®. The dashed line
indicates the baseline device value.

The trend ofr peakWith spacer or underlap dimension (aNat= 5x10° cmi® and

(b) atNp = 10" cm®, and the trend df- (under constant drain current) at (c)Nat

= 5x10°® cm® and (d) atNp = 10"’ cm®. The dashed line indicates the baseline
device value.

The trend Ofmaxpeak With spacer or underlap dimension (a)Nat= 5x13° cm?®
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underlap (a) 3nm (b) 7 nm (c) 10 nm and (d) 15 Nm= 10" cm®. The bands

extracted along the surface and middle of the cbleame shown. The dashed lines
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indicate sourca” edge and gate edge.

Figure 3.9 Conduction band diagram at tlggmax bias point of Structure DU with drain
underlap (a) 3nm (b) 15 nnNp = 10" cm®. The bands extracted along the
surface and middle of the channel are shown. Tkhethlines indicate sourcé
edge and gate edge.

Figure 3.10 IpsVgescurves aVps=0.05V and 0.5 V of (a) Structure DU, 3 nm dranderlap,
(b) Structure DU, 15 nm drain underlap, (c) Street8U, 3 nm source underlap,
(d) Structure SU, 15 nm source underlalp. = 10" cm®. DIBL is found not
significant with both drain and source underlapéase.

Figure 3.11 The trend of intrinsic gain (biased gtmax point) with spacer or underlap
dimension (a) aNp = 5x13% cm® and (b) atNp = 10" cm®, and the trend of
intrinsic gain(under constant drain current) (c)Ng = 5x13% cm® and (d) aNp
= 10"" cm®. The dashed line indicates the baseline deviageval

Figure 4.1  The illustration showing the aligned NWs on th®@ mimicked as an inter-layer
dielectric) with the wrapped gate electrode ondtsigles of the NWs.

Figure 4.2  The process flow of the stamping transfer tegphei

Figure 4.3  E-beam lithography NW pattern design. The whiset ps where the resultant

NWs are after PMMA development and GaAs etching.
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Images of E-beam lithography dose test after PMidvelopment (a) 700 pC/ém
is the optimized dose (b) 800 pCfcim over-dosed, vyielding the central part of
PMMA strips blurred.

The setup of the PDMS stamp, glass plate andettedving substrate on a contact
aligner in our transfer process.

Image of(a) PDMS stamp attached underneath the glass ébjetteiving wafer
loaded underneath the PDMS stamp in the aligner.

(@) 3 x 4 GaAs NW array is successfully transfercedo a SiQ substrate
concurrently using the aligner (b) Zoomed-in imagésome NW in the 3 x 4
array.

(a) A large array of GaAs NWs is successfully tfangd in close proximity to Si
NW arrays (b) zoomed-in image of the aligned GaAgd\to Si NWs (c) Si NWs
and GaAs NWs are in close proximity. The spacinggvben Si NWs and GaAs
NWs is around 20 um (d) The spacing between Si ldidésGaAs NWs is around
80 pum.

Process steps of a GaAs NW transistor fabrication

Image of the back-gate GaAs NW transistor.

Ibs-Vee curve of the back-gate GaAs NW transistor.
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Process flow of a graphene gate electrode veftled multigate transistor.
Graphene capacitor process flow.

The measured capacitance of (a) the grapheneitapand (b) control Si sample.
The capacitor network withCy in series with effective graphene
capacitance(:Q'. Effective graphene capacitan@g' is defined as the sum @l
andGC;,

The extractecCq curve, together with calculated curves with vasiati values,
based on Eq. (3* equal to 3.4 x 1§ cm? fits ourCq data.

Multiple layer graphene structure With.piane >> dout-of-plane.

Three contact scenarios: (a) both out-of-plarteexige (b) out-of-plane only, and
(c) edge only between graphene/metal interface.

Ratio of out-of-plane to edge area of a grapremgact hole reduces with respect
to future technology nodes.

Transmission line model (TLM) for standardizedestimation includindRs (sheet
resistance)y. (specific contact resistivity), arig (transfer length).

Current density profile of the baseline out-cdupe contact.

Current density profile of a novel contact scheff)ewith both the edge and

out-of-plane conductionof.edge< Pc-plang-
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Figure 4.23 Novel metal-to-graphene contact hole design ardmeters (the 32 nm and 22
nm node examples are shown).

Figure 4.24 The computedR:.eqgeaNd Repiane Of the novel contact scheme (I) to a monolayer
graphene for differenp. ratios. All the numbers are normalized to the elash
baseline scheme.

Figure 4.25 The simulated current components through the ncoweatacts to a monolayer
graphene. The “Case 1" & “Case 2" conditions arbulated and also for
subsequent uses.

Figure 4.26 Current conduction is preferentially through #ages (more red). The contact
transfer lengthl(y) is larger than the contact size so current crag/dé mitigated
compared with the baseline.

Figure 4.27 The simulated current components against ¥fagrection misalignment. The
variation of the out-of-plane conduction is lessnssiive than the edge
counterpart.

Figure 4.28 The impact of misalignment idirection on the total current and the percentage
of current fluctuation.

Figure 4.29 Current density profile of the novel contactestie (1) with both the edge and

out-of-plane.
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Figure 4.39

Novel self-aligned contact hole design scheme (Il

The process flow to fabricate the novel self+adid contact scheme (ll).

Scheme (Il) has no overlay limitation and outparfs scheme (I).

The simulated total current evaluating an expandedtact size to regain
performance with perhaps a slight density penalty.

A general metal contact scheme to a 4-layer gna@l{4LG) interconnect with a
larger edge conduction area.

A novel process flow to fabricate and integrat&sSlevice channel with MLG
interconnects.

Connection between the device SLG to M1 MLG tigiothe CT metal plug.
Connection between the M1 MLG to M2 MLG through tha #1 metal plug.

The computedR:.edge aNdRepianeOf the novel contact scheme (l1) from a 4LG (Fig.
4.36) for a differenp, ratios normalized to the baseline (Fig. 4.21).
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Chapter 1

Introduction

1.1 Scaling Limitations of Conventional Si MOSFETs

Si complementary Metal-Oxide-Semiconductor (CMO®pansistors have been
aggressively scaled over the past fifty years @otionuous pursuit of higher switching speed and
a larger density of devices on a chip [1]. On-sthige current, off-state leakage current and
power consumption, etc. are critical device paransetfor circuit applications, and there
normally involves a trade-off among these metncdgeévice design and optimization [2]-[4]. As
the relentless scaling continues, it becomes mder@ore challenging to further increase device
drive current and reduce leakage current and poamsumption.

In conventional planar Si transistors, high substrdoping is required to effectively
suppress short channel effect (SCE) and maintagouate electrostatic control. High doping,
however, reduces carrier mobility due to Coulombaattering. Although mobility is not a
well-defined quantity in a deeply-scaled devicesemhvelocity overshoot and quasi-ballistic

transport may dominate under high drain bias, ires/ed that the saturated region drive current



is related to low-field mobility [5]-[7]. The reasds as follows. The saturation current is given

by

lsat) Vs =V, ) )

1
I DS,sat — ZCothh(
1+r,

whereZ is device widthCo is oxide capacitancey, is thermal velocityV, is threshold voltage

andrs,is the channel backscattering coefficient in thiirssion regionrss: can be expressed as

[7]

I
r..= 2
sat | + /10 ) (

where 1o is the near-equilibrium mean-free-path for backscmg, andl a critical length for

backscattering under high drain bias. High lowefietarrier mobility yields a larger

mean-free-pathi) and therefore reduces the backscattering fronelth@nel back to the source.

Consequently, saturation current can be improvekligpyer low-field carrier mobility.

On the other hand, reducing device leakage cuamtipower consumption are paramount

in nowadays ultra-low power nanoelectronics apgbices. The overall device leakage comprises

the following main components.

(1) Subthreshold leakage: At gate voltages below thestiold voltage, no inversion

charge is formed at the device surface so driftesurconduction is zero. Carriers from

the source, however, are able to diffuse throughctimnnel and reach the drain. The

conduction mechanism is similar to that in a bipglaction transistor (BJT), and the

2



leakage current is called subthreshold leakageth&shold swing 9 is a metric
indicating the sharpness of the on-off switchingafevice and is given by

C, +C,

SS= 2.3%T L+ ) ®3)

where Cp and Ci represent depletion capacitance and interface ctapae,
respectively. Increasing doping in conventional MOSFETs increase<, and
therefore degradeSS Off-state leakage current and standby power copson are
both increased due to a worS8for a given threshold voltage of the device. Ay&ar
threshold voltage can be used to effectively suggpieakage current and standby
power consumption but degrades drive current aksiede the gate overdriv&/§r =
Vbp-V;i, WhereVpp is power supply voltage) is reduced. Increasifagg enhances the
gate overdrive but increases the dynamic (switghpayver consumption of CMOS
circuits.
Py =CVpp f 4)
whereC is the capacitance between the output node angrthmd;f is the frequency.
(2) Junction leakage: Junction leakage exists in arsevieiased PN junction. If substrate
doping is high, (e.g., heavily doped halo implamd & drain), band-to-band tunneling

(BTBT) increases rapidly and dominates the PN jondieakage current [8]-[9] under

high drain bias.



(3) Gate-induced drain leakage (GIDL): GIDL occurs fitstate when gate voltag®/ds
is zero and drain voltag&/{s) is at high bias. Under this circumstance, a labgttric
field exists between the gate and drain becausigeatflltrathin gate dielectric and field
crowding [10]-[11] and depletes the heavily dopédirain. Carriers are generated in
the depletion region by avalanche processes anstitide the drain leakage current.
Higher substrate doping enhances the field crowdGIDL is increased [10].

(4) Gate tunneling leakage: As the gate dielectricktiéss is aggressively scaled down,
electron tunneling current through an ultrathinegdtelectric (by Fowler-Nordheim
tunneling [12] or direct tunneling [13]) becomesoenously large. In advanced
transistors, high- material has replaced silicon dioxide as a gatelediric to
effectively suppress the gate leakage current.

As mentioned, higher doping to suppress SCE in eotional Si MOSFETs reduces
on-current, and increases subthreshold leakagectigun leakage and GIDL. Further,
ultra-shallow junction is normally implemented ionventional Si MOSFETSs to suppress SCE as
well. The resultant high source (S) / drain (D)gsdic series resistance, however, degrades the
drive current. Consequently, these scaling linotadi and trade-offs amongsr, drive current,
leakage current and power consumption renders otiowal planar Si CMOS transistors

guestionable in fulfilling the device requiremeimtshe coming generations.

4



In order to solve these fundamental issues andndxt®oore’s Law”, alternative

materials and novel transistor structures may tedsk employed. For example, advanced high

mobility channel materials, such as strained SGeSiGe and 1ll-V, have been extensively

explored for the past two decades to improve deditee current and overall performance

[14]-[18]. Also, ultrathin body or multigate nongplar structures are proposed to suppress SCE

and improve leakage current and power consumpti@mks to the excellent electrostatic control

offered by the geometry [19]-[21]. Channel dopisgherefore lowered and carrier mobility is

improved correspondingly. These material/structar®vations to improve device performance

and power consumption are illustrated in Fig. A%.now of year 2012, tri-gate Si FInNFET

structure has been commercialized by Intel in tBenth technology node. Non-planar IlI-V

MOSFET has been under active development by mamareh groups [22]-[24].

Metal
Gate-stack - —l- | Highk | >
material

2nd generation nth generatlun

Channel [ s 4 A D | >
material Si+ Stress |
( >
Possible
Bulk Pull-in
Multi-gate
Structure‘ _< (on bulk or SOI)
(electrostatic
control)
—_—— ﬁ
Possible
Delay
1 . _I | I 1 ] I | I I ] I I,
2011 ITWG Table Timing: 2007 zznm(_—-—_\ 15nm K2Q16 2019 2021 M’)rm
54nm 45nm 2009 32nm 2012 2015 2018 1inm 2021 2024
2011 ITRS DRAM M1 : 68nm 45nm £ 32nm< 22nnf 16nm < 11inm gnm.

\
Figure 1.1  Simplified transistor roadmap illustrating theaterial and structure
innovations to improve device performance and paeasumption [1].
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Based on the technological trend mentioned abdi#/ multigate non-planar channel
transistors have emerged as a promising contemdénel post-Si era due to its high carrier
mobility and superior electrostatic control of then-planar structure. In the present work, we
conduct IlI-V multigate non-planar channel trarmistesearch in the following aspects:
Technology Computer Aided Design (TCAD) simulatiomodeling, analog/RF performance

optimization, and experimental fabrication techmiqu

1.2 Demand for IlI-V Multigate Non-Planar Channel Transistor Research

Some of the main challenges of the IlI-V multigate-planar channel transistor lie in the
lack of an accurate and time-efficient TCAD modglof the device, parasitics engineering and
optimization, and fabrication technology with deadevel co-integration capability. This
section outlines these challenges.

1.2.1 Accurate and Time-Efficient TCAD Modeling

Device simulation has been used to study deviceabelrs for decades. An accurate

device simulation not only helps understand thesmgsybehind but also reduce time and cost of

conducting experimental studies.



To “unveil” device behaviors, equations regardirmghbelectrostatics and carrier transport
need to be solved in a simulator. Poisson equasidhe most fundamental equation describing
the electrostatics in a semiconductor. It is exgEdsas

V-eVV =—(p—-n+N; —-Ny) (5)
Correspondingly, Boltzmann transport equation (BTE)the most fundamental equation
governing the carrier transport in the semi-cladsiomain. It is given by

df

- - af - -
a——v.v?f—F.VEf+E|c0”+R(r,k,t) (6)

wheref is the carrier distribution function, depending tbe position z), momentum E) and

time (); vis velocity; F is force; 8f/8t|col, is the rate of change due to carrier collision

(scattering); R(r,k,t Js the particle generation/recombination rate. Otlae distribution

function is solved, various physical quantities barobtained, such that

n(?,t) :Vlz f (?,E,t), carrier density 7) (
k
- > 3 _ﬂ - - - - .
J(r,t)= v Zv(k)f(r,k,t), current density (8)
k
W (1) :vlz E(K) (rK,t), energy density ©)
k

The calculation of the distribution functioh(r, k,t , s not trivial. The most direct and

accurate solution to the BTE is based on MontedC@C) method [25]-[26]. It involves the
simulation of particle trajectories rather than theect solutions of partial differential equations

[27]. Its formidable computational cost, howevereajly limits its practical applications for

7



device design.
Other than MC method, solving the BTE directly idficllt. Several useful balance
equations, however, can be derived by weighingedfit moments to the BTE [27]-[28]. For

example, carrier density balance equation can bheedeas

v"]nZQR1et'i_q_ (10)

g on
ot

where Ryt IS the net recombination rate. Carrier density tedaequation is exactly the
Continuity equation, which describes charge coret@n. Momentum balance equation can be

derived by weighing momentum to the BTE and given b

03, —2-qV-W, N qan_i

11
ot m m T (11)

m
where W, is tensor of the kinetic energy density;is the momentum relaxation time. Similarly,

energy balance equation can be derived by weigineggy to the BTE and given by

%*V'§=1-VEC—W"‘W°

n

(12)
T
where$, is energy fluxze is the energy relaxation time.

The carrier density balance equation introducesvén@ble of current density (Eq. (10));
the momentum balance equation introduces kinettcggndensity (Eqg. (11)) and energy balance

equation introduces energy flux (Eqg. (12)). Therefaa new unknown variable exists in the

hierarchy of balance equations and the solutidhitinfinite set of balance equations is actually



the solution to the BTE itself [27]-[28].

Hence, it is necessary to truncate this infiniteration and make some simplifying
assumptions to the balance equations in order tairob closed form of equation. For instance,
one applies relaxation time approximation in themeatum balance equation and assumes the
carriers and lattices are in thermal equilibriund &ne electric field gradient is small. With all
these assumptions, momentum balance equation carsirbplified to the well-known
drift-diffusion (DD) equations,

J_,; =nqu,E+qD,Vn=-nqu, VO, (13)
J, = pqu,E-qD,Vp=—pqu, VO, (14)
whered,, and®, are electron and hole quasi-Fermi potentials, Kafdy.

In the presence of strong electric field, electrgyasn energy from the field and the
temperature of electrons are raised such thatretectmay not be in thermal equilibrium with the
surrounding semiconductor lattices. Under theseunistances, hydrodynamic (HD) model
adopts an additional driving force, namely, the gemature gradient, in the current equation to
describe the non-equilibrium electron temperatdiiece Current can therefore be written as [27]

J. =nqu,E+qD,Vn+qD; VT, (15)
J, = pau,E—qD,Vp—qD; VT, (16)

whereDr,, andDrp are the electron and hole thermal diffusivitypestively.

9



In Synopsy8” Sentaurus Device tool, considering Fermi stasséicd spatial variation of

carrier effective mass, the complete current equati HD model is expressed as [29]

J, = qu, (N"VE, + KT, Vn+ A, f9knvT, —nkT,VIny, —15nkT,VInm,) 17)
J, =qu,(PVE, —KT,Vp—2,f“kpVT, + pkT.VIny, —15pkT.Vinm,) (18)
EF n— Ec
where 4, =F,,,(n,)/F ., ) n, :’k—T (19)
n
Vn= _EXp(—Un) (20)
NC

Fi2 is Fermi integral of order %. For Boltzmann statss (y, =y, =4,=4,=1) and in the
absence of spatial variation of effective magsandm,, Eq. (17) reduces to Eqg. (15) and Eq. (18)
reduces to Eq. (16). More details about HD modé#llve discussed in Chapter 2.

In TCAD, macroscopic models, such as DD or HD mgdate solved to predict device
behaviors rather than directly solving the BTE,M& method does [29]. As devices size is
scaled to decananometer regime, DD and HD modél® fiaredict device characteristics in such
a small dimension. A model calibration is thus regketb yield an accurate and time-efficient
TCAD modeling. In this research work, we develogystematic approach to calibrate HD model
against MC simulation for different device dimemso The details of the HD model and the

model calibration methodology will be discusseimapter 2.
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1.2.2 Parasitics Optimization

Parasitics engineering plays a determining roléhenanalog/RF performance, especially

in an ultrathin body structure. To minimize anyuléent performance degradation, the S/D

structure designs need to be carefully optimizesdURing S/D overlap (or increasing underlap)

length reduces parasitic capacitance but inevitaldseases parasitic resistance, and vice versa.

Some research groups have discussed device designdlog/RF optimization in ultrathin body

FInFETs or Si/lll-V nanowire (NW) FETs. Solet al. discussed the FINFET design in terms of

fin height and fin space through the geometry-ddpah capacitive and resistive parasitics

optimization [30]. Zhuget al.discussed the impact of the parasitic capacitandaesistance at

different Si NW diameters and gate height, and dp&mization of NW transistors through

different S/D extension doping profiles [31]. Jamsst al. discussed the performance evaluation

and optimization of 11I-V NW transistors in term$ gpacer thickness, NW array size and array

aspect ratio [32]. All of these analyses are basedhe symmetric S/D architecture that has

limited optimization flexibility. An asymmetric S/@rchitecture, on the other hand, offers more

design versatility and has not been extensivelyrexed before. The parasitics optimization of

an asymmetric S/D structure will be discussed iafiér 3.

1.2.3 Accumulation Mode / Junctionless Device Struuare

In recent years, accumulation mode (AM) / junctemsl (JL) MOSFETs have been
11



proposed as an alternative structure to eliminhaée difficulty of fabricating an ultrashallow
junction in conventional Si MOSFETs [33]-[36]. Aroeentional ultrashallow junction involves
an abrupt doping transition from heavily dop€dregion (e.g., 18 cm source/drain extension)
to heavily doped p region (e.g.,"#@m? halo implant) within couples of nanometers range.
millisecond laser pulse annealing is typically regd to minimize dopant diffusion. The degree
of dopant activation, precise dopant profile coltamd junction abruptness, etc. become more
and more difficult as aggressive device scalingioomes.

On the other hand, AM/JL devices have the sameecaype in the channel and S/D
regions. In JL devices, the channel doping is thisehe same as S/D doping and there exists no
junction. Hence, all technological challenges rdgay forming an ultrashallow junction
formation are completely eliminated. The semicomoiudoping is typically high in AM/JL
devices in order to achieve high on-current. Asthin semiconductor body is required for a full
depletion of carriers in the body to turn off thevte. By implementing ultrathin body structure,
nowadays AM/JL devices vyield comparable or eventebeperformance compared with
conventional inversion-mode devices [33]-[36].

In brief, due to the simplified fabrication procesmsd promising electrical characteristics,
ultrathin body AM/JL devices have aroused widespredgtention as one of the potential

candidates in the future generations. Thereforghim work, we explore a IllI-V accumulation

12



mode multigate non-planar channel transistor frawiact modeling, parasitics engineering to

fabrication technology.

1.2.4 111-V Transistors Fabrication Technology with Co-Integration Capability

For ultrathin body transistors fabrication, two egarhes are commonly used: bottom-up

and top-down. In the first method, semiconductor NWAfe synthesized elsewhere by, for

example, vapor-liquid-solid (VLS) technique, in whia metal nanodroplet (L) preferentially

gathers and decomposes the growth precursors {uiviag them to precipitate in the form of

nanowires (S) [37]-[39]. The most commonly used ahettalyst is gold. It functions for the

VLS of many materials systems, from group IV ang\W semiconductors to oxides [40]-[42].

The grown NWs are then harvested and transferredtémget substrate. The major limitation is

that the transferred NWs are randomly distributeldich greatly limits this technique to be used

in large-scaled applications. Alternatively, topago method utilizes nanolithography-based

patterning of semiconductor material and anisotr@dching to create periodic NW arrays [43].

It enables precise control of NW location and alaéion and ultra large-scaled integration of

nanoelectronic devices.

Further, for IlI-V transistor fabrication, the cotégration capability with Si on the same

substrate is crucial but is still not mature inreat technology. The current co-integration

13



techniques include bonding (wafer-to-wafer and tdieie bonding [44]-[47]) and monolithic

epitaxial growth [48]-[50]. Wafer-to-wafer and die-die bonding suffer misalignment and low

throughout issues, while growing high-quality epigh layers on Si is challenging. In this

research work, we develop a VLSI-compatible top-dawethod to fabricate 1lI-V multigate

non-planar channel transistors. NWs are pattermed source wafer by photolithography and

etching and then picked up by a polydimethylsilex@DMS) stamp and transferred to another

target substrate. A VLSI cleanroom tool is usedhe transfer process to accurately position

NWs. This technique facilitates device-level ceegration of IlI-V multigate non-planar channel

transistors on the same substrate with close piibxiamd overlay accuracy. The details of the

experiment will be discussed in Chapter 4.

1.3 Thesis Outline

The thesis is composed of five chapters. Chaptedistusses the calibration of

hydrodynamic model in TCAD against Monte Carlo diamtion in the quasi-ballistic regime. A

systematic approach is proposed and the methoddblagyeen applied to two material systems:

a GaAs accumulation mode MOSFET and a Ge inversiotle MOSFET. Other physical effects,

14



such as surface roughness scattering, quantizataatel, etc., are discussed and can be further

included in our methodology.

Chapter 3 addresses the analog/RF performance ipgtion of a vertical IlI-V double

gate transistor. First of all, we assume vertiegllacement gate (VRG) process for a vertical

transistor fabrication. Parasitics engineering ofegtical transistor is then discussed. Through

separate control of source/drain spacer and urgestaimization of different analog/RF metrics

is analyzed in an asymmetric source/drain vertiezice.

In chapter 4, we introduce the process developroérioth lateral and vertical IlI-V

multigate non-planar channel transistors. For #televices, experimental design, such as

processing flow design, GaAs source epitaxial lalesign, E-beam lithography pattern design,

and nanowire stamping transfer and positioning riegle is presented. In addition, device

fabrication and electrical characteristics of ttansistor are discussed. For vertical devices, we

discuss the incorporation of graphene as the gkgtetrede in the transistor. Two critical

components, graphene-high-interface and graphene-metal contact, are explorEde

graphene-high- interface is characterized by a graphene capad#orther, a novel contact

scheme based on the VLSI-compatible contact cordtgun is proposed to reduce graphene

gate/metal contact resistance.

Chapter 5 concludes the thesis and summarizes aheiltion of this work. Future

15



research investigation in some areas is recommended
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Chapter 2
Hydrodynamic Model Calibration in the

Quasi-Ballistic Regime

2.1 Introduction

With the relentless, aggressive advancement ofcesmmuctor technology in the past
decades, device dimensions have been scaled dave tiecananometer regime. At such a short
gate length, many physical effects, such as velasiershoot and quasi-ballistic transport [1]-[4],
play a dominant role in device characteristicsaAssult, it is more challenging to predict device
performance through computer simulations sinceethmsysical models for velocity overshoot
and quasi-ballistic transport behaviors have toirfmrporated and described precisely in a
simulator.

An ensemble Monte Carlo (MC) simulation has beeedu® study device behavior for
decades [5]-[9]. In this method, particles are atpdly injected into the simulated device
structure and their trajectories are traced stediby, yielding a good approximation to the

average behavior of carriers in a real device [1Q]- A typical output of MC simulation is

17



illustrated in Fig. 2.1. The device is a GaAs acualation mode MOSFET with 50 nm channel
length and 30 nm body thickness. The band diageadepicted and particles are visible inside
the simulated structure with different colors reygmgting different particle energy. MC
simulation is capable of capturing velocity overshand quasi-ballistic transport by solving the

Poisson and Boltzmann transport equations (BTE)ceelsistently.

)
g
=
[nu]
=
=]
[
i)
=
]

Source Channel

013 0.30 045 0.60 0.75

DISTANCE (x10% nm)

Figure 2.1  Typical MC output of with the band diagram degitand particles visible
inside the simulated structure. The device is a $Sagécumulation mode

MOSFET with 50 nm channel length and 30 nm bodgkitess. Different
colors represent different particle energy.

In the semi-classical domain, MC method is congidethe most accurate simulation
approach. The major limitation of this approachwbweer, is the enormous computational cost

due to its repeated sampling nature. Consequén@ysimulation is not very practical for device

18



design application.

Alternatively, macroscopic transport models, likéet drift-diffusion (DD) and

hydrodynamic (HD) models, greatly reduce executiome by applying several simplifying

assumptions to the BTE. DD model has been consldbeesimplest, “local” transport model by

solving the linearized BTE under the relaxationdiapproximation and assuming small field

and temperature gradients. (That is, the currena gtarticular point depends only on the

instantaneous electric field and carrier conceimnagradient at that point). It yields a good

prediction of device performance in large dimensidon the order of microns). As the

dimension is scaled down, the electric field becesteonger and varies dramatically in a device

so carriers no longer remain in equilibrium witte tlattice. Thus, DD model fails to correctly

simulate the current because of its local transpssumption. To describe these non-stationary

effects, HD model incorporates an additional digviorce, carrier temperature gradient, in the

current equation, and to some extent, capturesvéhecity overshoot behavior. It, however,

cannot capture the “right” carrier distributiondoasi-ballistic regime, either. In other words, the

physical accuracy of the macroscopic transport @ggres (both DD and HD models) is not

satisfactory in small dimensions [12].

A well-calibrated DD or HD model serves as a compsg between computational

complexity and accuracy. So far, there has bedanga clear, promising calibration approach.

19



Normally, only carrier profiles or a fey so: values were matched in prior works [12]-[16]. For
example, Granznesat al. show the calibrated on-current values at diffegarterations using HD
simulations (Fig. 2.2) without showingV characteristics. Although a calibratkg-Vess curve
has been published using DD or HD model by somapgono successflibsVps characteristics
are reported [17]-[18]. For example, Nayfehal. demonstrate the calibratégs-Vgs curve but
fail to show the correspondinigsVps curve (Fig. 2.3). Further, it is unknown whethke t
demonstrated calibrated parameters are extendablethter device dimensions, rendering

predictive simulation highly questionable.

10

on-current ( mA/pm)

gate length (nm)

Figure 2.2  Simulated on-current of double-gate MOSFETs alsirection of gate
length. Open symbols — HD simulations (ATLAS) witiodified energy
relaxation timer,; full square: MC simulation [14].
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Figure 2.3 Drain current vs. gate voltage of a nanowireewHET. Shown is the
measured data, uncalibrated HD, and calibrated MOt is achieved

using energy relaxation timg= 0.1 ps, and energy flux coefficien{=
0.3 [17].

This work provides a systematic methodology tobrate HD model for accurate and
time-efficient simulations. The calibration proceelus demonstrated on two different material
systems as well as device structures (GaAs acctiomlanode and Ge inversion mode
MOSFET). ExcellentpsVess and IpsVps curves fittings are obtained. More importantlyy ou
approach is extendable to other device dimensiooit (Channel length and body thickness), and

its predictive capability is highly desirable inagirballistic device design and optimization.
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2.2 Hydrodynamic Model Calibration Procedure

2.2.1 Device Structure and Simulation Models

First of all, a double-gate accumulation mode GREISFET with flared-out source/drain
is used as a vehicle to illustrate the calibrapoocedure as shown in Fig. 2.4(a). This structure
represents a generic lll-R-type nanowire transistor, a highly promising paiggncontender in
the post-Si era. The doping istype 1x10’ cm® and 1x16° cm?® in the channel and
source/drain regions, respectively. The gate dietes 2 nm HfQ; the sidewall spacer is 3 hm
HfO,. The channel lengthL{, from n™ source ton™ drain) varies from 15 nm to 100 nm. The

body thicknessW) varies from 18 nm to 30 nm. The second structiaamined is a double-gate

I: LG :I P LG = I-ch _
Source  GaAs  Drain| £ Source Ge Drain
n* n 10t cms n* w n* D 107 o3 n* w
1 019 crrie »10%cmf ¢ 0% cm3 102 cnr
<+—> +—>
> Spacer —r 30 nm 30 nm
30 nm 30 nm
() (b)

Figure 2.4  (a) Simulated double-gate GaAs accumulation-modeSMET, and (b)
double-gate Ge inversion-mode MOSFET.
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inversion mode Ge MOSFET, shown in Fig. 2.4(b). Hoping isp-type 1x16" cm? in the
channel ana-type 1x16° cmi® in the source/drain regions. The gate dielec&i2 hm HfQ The
channel lengthl(,, fromn® source tan® drain) varies from 15 nm to 50 nm. The body thigee
(W) is 30 nm. The source/drain doping profile is gibin both devices.

Full-band DAMOCLES [19] and commercial Sentadtu®evice [20] were used for MC
and HD simulations, respectively. For consisterieg, Monte Carlo and hydrodynamic models
used in this work are based on the same set oigshgs follows. The device gate workfunction
was 4.118 eV and 4.0 eV in the GaAs and Ge deviespectively. No generation or
recombination was activated. No interface stateseve®nsidered in this work. Phonon and
ionized impurity scattering were included. Somesetf§, such as surface roughness, interface
states, highe related scattering (remote phonon scattering (RRShote coulomb scattering
(RCS), etc.), are not present in this work as theyexperimentally-dependent and hence, there
exist no universal quantitative parameters in MCdelmg. For computational efficiency,
guantum effects were not included as their imphotukl still be relatively small at the simulated
body thicknesses (thicker than 10 nm) in this wdf&r an ultra-thin device with body film
thinner than 10 nm, quantum effects may need tadwesidered [21]-[22]. The shift dfV
characteristics introduced by the quantum corractimwever, should be marginal, especially at

high drain biases [22]-[24].
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In brief, we would like to emphasize that not irthg those effects does not essentially
alter or nullify the theme of this work. The fitgnstrategy, in fact, can be extended in the
presence of those effects if appropriate experiaiedata are available. That part will be

discussed in Section 2.4.

2.2.2 Hydrodynamic Model

The GaAs device is addressed first for a detaitdith@tion flow demonstration, while the

Ge device is demonstrated afterwards. First oftladl, transfer characteristiclp{versusVgs) of

m L =100nm(MC)
0 L, =50nm(MC)
| 4 L_ =100nm (HD, default) ]
SO0F| 24 L =50nm (HD, default)
| O L, =50nm(HD, new mobility)
40+
= I
3 30f
g I
= 20t
—D §
10+

O . 1 1 . .
0.0 0.2 0.4 0.6 0.8 1.0
V. (V)

Figure 2.5 IpsVgs of GaAs MC and standard HD models with 30 nm btdgkness,
100 nm and 50 nm channel length. Also shown is H&deh with new
mobility values flcn= 1380 cm/V-s, pusp= 1500 cri/V-s) of 50 nm channel
length.
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GaAs MC and standard HD simulations are shown g Ei5 with 50 nm and 100 nm channel
length (¢n) atVps= 1 V. The body thickness is 30 nm. As is observ#d,greatly overestimates
the current compared with MC results. Also, thecipancy becomes larger as the device is
scaled down. The non-calibrated HD model cannotectly simulate the device behavior as it
fails to capture the effect of a near-ballistic riar distribution. A model calibration is thus
needed.

The hydrodynamic model used in Sentalffudevice is shown in Equation (1-3),

B W, —W,
8Wn+v_s :J VE . n n,0 (l)
ot : A ¢ T,
2 54 KT 2 K
31: X (7 'Jn+ fn 7nunTnVTn)
2 q q
-5r. 4, kKT, 2
T_Jn_'_Qheat (2)
_ 2
Qe £ v, ©)

whereW, is kinetic energy densitys, is energy flux;Qneat is heat flux;z, is energy relaxation
time; rn is energy flux coefficientt," is heat flux coefficientandEc is conduction band energy.
Here, heat fluxQneat (EQ. (3)) is approximate form and it originatesnfr the concept by the

Fraz-Wiedermann law,

Qheat =Kt vTn (4)
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wherex; is thermal conductivity. This description @hea: truncates the infinite hierarchy issue,
as mentioned in Chapter 1, and results in a clesedf equation.

Default values ofy, r,, andf,™ are 1 ps, 0.6 and 1, respectively, for GaAs. Trelable
parameters involved in our calibration methodologgiude low field mobility (1,), energy

relaxation time ), energy flux coefficienr,), and heat flux coefficier(,™).

2.2.3 Methodology

Our procedure features a systematic approach tpliggnthe problem withz, as the only
fitting parameter for GaAs. The flow chart of thetiee procedure is shown in Fig. 2.6 and the
detailed calibration procedure is explained a®fedl. The GaAs device is used as an example.
(i) Low field mobility selection

Nowadays, aggressively-scaled decananometer desfiegate in the quasi-ballistic regime.
Experimentally, however, the extracted mobility ts@es smaller as the gate length is reduced. It
seems counter-intuitive as carriers are expectexperience less scattering during the transport
in the channel.

This result was explained by Shur [25] with an ifaial” ballistic mobility, which is
dependent on the ballistic path distance (sourckdm distance). Egs. (5)-(7) show the apparent

mobility (un) incorporating doping-dependent mobility and sl mobility based on the

26



“Matthiessen rule”, wherglp is doping-dependent mobility, is ballistic lengthw,is thermal

velocity, andmis carrier effective massn(= 0.067, for GaAs).

Incorporateballisticity in low-
field mobility (1) (Table 2.1)
With defaultf =1

(Initially) selectr, andr, (Fig. 2.7)

l With (preliminarily)
selected,, andr,

GaAs

Selectf " based on channel
conductancel {-V,d) (Fig. 2.9)
| With selected "

Optimizer, andr,,

Obtain calibrated solutiory( , 7, ,
r., 1) (Keepf=1) (Fig. 2.13 — A :
)( pf; ) (Fig ) Obtain calibrated solution
¥ My, 7, 1y, £17) (Fig. 2.10)

Extend to other dimensions |

A4

l With selected, Extend to other dimensions with
Selectr, andf hf as the fitting parameter (Fig. 2.11)

A

A 4

Obtain calibrated solution
(l’ln ) Tn ) rn ) fnhf)

Figure 2.6  Flow chart of the calibration procedure. It feas a systematic selection of
Un, 7o, o, @andf,™. In addition, the method is extendable to otheviate
dimensions withz, (GaAs case), and, and f,"" (Ge case) as the fitting
parameter(s).
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1 1

Hy = (_ + )71
Ho  Hbaiistic )
_ 2qL,

Hpaliistic = amv, (6)
8kT \"?

Vin = [%j (7)

We propose to adopt this concept to calculate tbbility in the channel. Alternatively, in
the source/drain, carriers stay in near-equilibremnimpurity scattering dominates the mobility
[26]-[27]. The mobility values in the channel armlisce/drain are tabulated in Table 2.1 using
Lcn= 50 nm device as an example. We employ a dopipgstent and velocity saturation model
without negative differential mobility effects, ahe latter has been found to increase
computational complexity without qualitatively aiteg simulation results [28]Jsing these new
inputted mobility values, the accuracy of 1geVss curve improves yet still not satisfactory (Fig.

2.5). A ballistic-adjusted mobility, however, istfirst step towards a successful fitting.
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Table 2.1 THE CALCULATED GaAs MOBILITY VALUES IN THE CHANNEL
AND SOURCE/DRAIN REGION, RESPECTIVELY, BASED ON SHRS
MODEL

Channel mobility (U GaAs
Ho (CnP/V-s) [26] 4500
(Np= 10" cm’)

Upaliistic (CMF/V-S) 2000
(L =50 nm)
Uen (CP/V-S) 1380

=(1/ po + 1/ Ppaistic )+
Source/drain mobility (Hs/p) GaAs
Hs/= Ho (CmP/V-s) [26] 1500
( GaAs Np= 10"cm’)

(i) Energy relaxation timand energy flux coefficient selection

The remaining non-calibrated parameters are ensgtpxation time 4;), energy flux
coefficient(r,), and heat flux coefficientf,"). First of all, we use the defad}f’ value ¢." = 1)
and explore the relationship gf andr, since these two parameters both have significecte
on the on-current. As a larggycan be balanced by a smaligr and vice versa, in practice we
narrow down the best fits by calibrating againsttiple bias points. Two points in thesVes
curve (ps equals to 1.26xIDA/um atVes= 1 V and 7.21x18A/um atVes= 0.5 V, as shown in
Fig. 2.7 inset) are chosen as an initial fittingged. The combinations af, andr,, matching the

above currents are shown in Fig. 2.7. The inteizedf the two curves indicates~ 0.49 ps and
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rn~ 0.29, which are preliminarily selected. Note thtihough the current values at these two

points (ps atVes= 1 V and 0.5 V) have been fitted, the entise Vss andlpsVps curves have

not yet been examined.

—=—V_ =1V

_= 0.50 —a— V =05V

| 14 :
e 0.45} 121:§n@% izrfitiv&o.s v_--'G
9 i ElO' \\ . ™
O 040+ m A 21 8]
= | = 6+ Monte Carlo
) ~ 4} W =30 nm
O 035‘ 8 ol " L, =50nm
o Ly
5 030l 0.0 02 0.4 0.6 0.8 1.0
= T |{W=30nm Vo (V)
P [ _
o 0.25 _LCh =50 nm \}, ;
© - _
c _VDS =1V fn =1
W 0.20 : : : .

02 04 06 08 10
Energy relaxation time z (ps)

Figure 2.7  Relationship of, vs.z, to match the GaAs drain current\&is= 0.5 V and
1 V at defaultf," = 1. Largerr, can be balanced by a smallgrfor a
particular on-current and vice versa. The inteieacbf the two curves
yields a preliminary, = 0.49 ps and,= 0.29. The inset shows Migs-Vgs
data.
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(i) Heat flux coefficienselection

The next step is to explore the impact,8fbased on the preliminagi= 0.49 ps and,=
0.29. The on-state current\&s= 1 V and 0.5 V is plotted as a functionfgf, shown in Fig. 2.8.
At Vgs= 0.5V, the on-current remains almost invariamigl @&tVss= 1 V, the change of the
current is small as well. We conclude that the orrent is not sensitive Q" from 1 to 0.2. The
impact off,™ is then examined in thesVpbs plot with f,""equal to 1, 0.6 and 0.8 is found to
influence the current significantly at lowsks biases. Lowef," yields a higher current and

larger drain conductance in the linear regime hasve in Fig. 2.9.

14 -
b - - - == D ==
121 Ty -1y
~ 10} 6s
= o %=049ps, 1 =029
gy ) Sy
= - a NN, —
= O Gans V=05V
4rwW=30nm
o[L,=50nm| — = -Monte Carlo
'V =1V —A— Calibrated HD
0 DS I . T - T - 0 . T
00 02 04 06 08 1.0

Heat flux coefficient fnhf

Figure 2.8 On-state current v$," of GaAs MC and calibrated HD model with the
preliminaryz,= 0.49 ps and,= 0.29 atVgs= 0.5 V and 1 \f,™is found to
have little impact on the on-state current.
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Figure 2.9  lpsVpscurve of GaAs MC and calibrated HD model witHi value of 1, 0.6
and 0.2 atvgs= 0.5 V and 1 V with the preliminary,= 0.49 ps and, =
0.29. f," influences the current significantly in lowafs biases. The
selection of," lies in matching the conductance of theVps curve.

A too largef,™ tends to overestimates the current in the lineginte (lowVps biases) and
hence, results in a negative channel conductantieeisaturation region. The impactfg) can
be explained by the change of carrier velocWy Which consists of a driftvg) and thermal\()
contribution (Eg. 8). Note that the heat fll@Q{a) is taken to be proportional to the temperature
gradient through a heat flux coefficierit"() in the hydrodynamic model (Eq. 3) but essentially

originates from the thermal motion of carriers (B).
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V=V, +V, (8)
— 2 -
Qneat= 5%1“ f % nuTVT = % nrr<v§ vc> (9)

Under a high field (highVpg), the drift component of carriers dominates therall current
so differentf,” values do not significantly alter the on-staterent. At lowerVps, however, the
drift component becomes weaker and the thermakibomibon becomes more important. Hence,
f."" has a greater impact on the drain current inrggme. In brief, the key to thig" selection
lies in matching the conductance of thg-Vps curve, rather than matching only the on-state
current. The on-state current fitting requiresne-ftuning ofr, andr,. An appropriatd, is found

to be 0.6, which leads to the best fit of the cledueonductance.

(iv) Optimization of, and I,

With f,"" = 0.6,7, andr,, need to be optimized (based on the preliminary0.49 ps and,
= 0.29) by fitting the entiréysVes andlpsVps curves. The finalized, andr, are 0.52 ps and 0.3,
respectively. Excellent fits dbsVes andlpsVps curves are obtained (Figs. 2.10(a)-(c)). Note
that the number of MC data points in the subthriesihegion of thelpsVsscurve is limited
because we focus on the calibration of the on-stateent. Since subthreshold behavior is

determined primarily by electrostatic integrity,th@r than carrier mobility and transport
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parameters, it is not a major concern in this wamkfact, even a non-calibrated DD simulation

should yield a good fitting in the subthresholdineg[29].
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Figure 2.10 GaAs (a)lpsVss in linear scale (b)osVssin log scale (c)psVbs curve
of MC and calibrated HD model of 50 nm channel tenwith the
finalized parameters; = 0.52 psrn= 0.3, and,™ = 0.6. An excellent fit
is obtained for the entire curve.

2.2.4 Extension to Other Device Dimensions

Our calibration is extendable to different devidmehsions using identica), (or 0.3),f,"

(or 0.6), an appropriate mobility (dimension-depamy based on step (i), anglas the only
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fitting variable. As shown in Fig. 2.11, a lineat provides an appropriate, selection for

different channel length from 100 nm to 15 nm a#l a®different body thickness (30 nm, 24 nm,

and 18 nm). The trend of decreasingwith shorter dimensions illustrates the quasiibtad!

transport nature in small device dimensions. Tlaadit time should be shorter in smaller

dimensions as the electrons travel a shorter distdrom source to drain with few collision

events during the course of transport.

% 0.8
g
= 0.7
0.6}
0.5
0.4
0.3
0.2
0.1
0.0
0

Energy relaxation time

Figure 2.11 1, vs. channel lengthL(;) of a calibrated GaAs HD model. The linear fit
provides an appropriatg, selection for different dimensions with the
fixed ry= 0.3, andf," = 0.6. The different shaded areas correspond to
differenta, value [30].
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In a double gate device design, the body thickrsbesild be small relative to the gate
length to suppress short channel effects. Basdteacaling rule of a double gate device in [30],
az21s equal toLg/ 21, wherel;is the neutral length relevant to the permittivityickness of the
semiconductor and gate oxide, as described in Ehjand 11. lix,is equal to or greater than 3,

nearly ideal 60 mV/dec swing can be achieved.

LG
a, =—- 10
S (10)
/1 _ gsemi (1+ gox tsemi)t I 11
? 260)( 4gsemi ox semor ( )

The gate control decreases with smadierThe different shaded areas in Fig. 2.11 corregpon

differenta, values. For those data points without shagés smaller than 1.75.

The fitting of Ips-Vgsplots with L, ranging from 100 nm to 15 nm akd= 30 nm andV

= 18 nm are shown in Figs. 2.12(a) and (b), respsygt For those shaded dimensions in Fig.

2.11, the fitting is very good over the whole hiasge. For the other dimensions with worse gate

control (e.g., not in the shaded area), the fitahdpw Vssbiases (closer to subthreshold regime)

IS not as satisfactory. It may be caused by Semsaurability to properly handle the transition

between the subthreshold and accumulation regirhdbei gate control over the body is

inadequate, as pointed out in [31]. We, howeventwa emphasize again that this work focuses
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on the on-state current calibration and a sligtiny deviation close to the subthreshold regime

does not essentially negate the effectiveness o$yaiematic framework. More importantly, the

fitting works satisfactorily in “well-behaved” desgs with reasonable gate control.

Figure 2.12

181 ® Monte Carlo

16 |4 Calibrated HD
14} W =30 nm
S 12{r,=03,1" =06
3. 10} GaAs -
E 8 . =15nm
~, Or 25 nm
= 4} n 50 nm
2'_ _ 100 nm
O ] . |\/DS. - |l V. ] (.a)
00 02 04 06 08 10
V (V)
B Monte Carlo
124 4 Calibrated HD
101w = 18 nm
T gln=031"=08
2 T |GaAs me &
<éi 6r e L, =15nm
= i s, iy 25 nm
8 4r N L 50 nm
T . 100 nm
O : T 1 . \I/DS .: 1I V . 1 (.b)
00 02 04 06 08 10
Ves V)

IbsVsscurve of GaAs MC and calibrated HD model of (a)r30 body
thickness (b) 18 nm body thickness. The channgjtleranges from 100
nm to 15 nm. The fixed,= 0.3, and,"™ = 0.6 and the corresponding
as shown in Fig. 2.11 are used.

37



2.3 Different Material System

The same methodology is applied to a Ge inversiodeWMOSFET (Fig. 2.4(b)). We start

with the dimensiotW = 30 nm,L.,= 50 nm and the inputted mobility is shown in Tabl2.

Table 2.2 THE CALCULATED Ge MOBILITY VALUES IN THE CHANNELAND
SOURCE/DRAIN REGION, RESPECTIVELY, BASED ON SHUR’S

MODEL
Channel mobility (Hcp) Ge
Ho (cf/V-s) [27] 2100
(Np = 10" cm®)
Upaliistic (CM/V-S) 1350
(L =50 nm)
Heh (CMP/V-s) 820
=(1/ o + 1/ Ypaistic )
Source/drain mobility (Hs/p) Ge
Hs/o= Ho (CM/V-s) [27] 180
(Ge Np=10cm®)

We performr, vs. 7, matrix (fitting target:lpsat at Vos = 0.4 V and 1 V) withf," = 1
(similar to Fig. 2.7). The preliminarily selected andz, are 0.4 and 0.6, respectively. The
on-current value, however, is found to decreast ditcreasing,™ (Fig. 2.13(a)). Note that the
Ips Vs andlpsVps curves (Figs. 2.13(b) and (c)) actually fit weltmthe defaulf,” = 1, except
the low Vgsbiases in thdpsVgsplot. The fitting in this dimension is thus accomped. To
proceed to the calibration af,= 25 and 15 nm, is fixed as 0.4, and,andf," are served as

two fitting parameters (as shown in Fig. 2.6 flohat). The finalizedpsVgs plots with L¢p,
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ranging from 50 nm to 15 nm ansl = 30 nm are shown in Fig. 2.13(d). The fittgandf," for

different L¢n, is shown in Fig. 2.14. Sindg" influences on-currenf," needs to be individually

tuned for each dimension to obtain a good fitting.
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Figure 2.13  (a) On-state current V& of Ge MC and calibrated HD model with= 0.6
ps andr,= 0.4 atVgs = 1 V. f,"influences the on-state current. (53Vas
(c) IpsVps curve of MC and calibrated HD model of 50 hg with z,= 0.6
ps,rn= 0.4, and,™ = 1. (d)IpsVescurve of MC and calibrated HD model
with the channel length ranging from 50 nm to 15 nniiher, is fixed as
0.4, and correspondirfg" andz, as shown in Fig. 2.14 are used.
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Figure 2.14 7, andf," vs. channel length_{,) of a calibrated Ge HD model. The fit of
7, and f,"" provides an appropriate parameseiection for different
dimensions with the fixed,= 0.4.

The possible explanation to the fact thitimpactslp s in Ge but not in GaAs may be
due to the greater effective mass in Ge. The doiftponent of carriers may be reduced while the
thermal component is enhanced due to the greafectieB mass. Thereford,™ becomes
influential on the total current in GBlonetheless, we presently cannot completely ruteother
possibilities, such as different device structu@scumulation mode versus inversion mode) or

density of states, etc.

40



2.4 Incorporation of Other Physical Effects

The theme of this work is about a systematic cafibn framework. To facilitate the
development of this work, MC simulations are use@ar reference and hence, some effects that
may need appropriate experimental data to “caifstC are not currently considered. Further,
due to the relatively thick body thickness, quanteffects are not included. Our calibration
strategy, however, is extendable to incorporatseheffects. We briefly outline the strategy to
include these effects.

(a) Surface roughness: To include surface roughefésst in our methodology, we would
calibrate a mobility degradation model (such as bardi model) in Sentaurus. An experimental
mobility universal curve (mobility versus verticglectric field) is needed as a reference. We fit
against the experimental mobility data and extriet corresponding fitting parameters in
Lombardi model, similar to what has been done inCBice the mobility degradation factors
have been set, the rest of the calibration woutdtged similarly for our work, with the surface
degraded mobility substituted for the bulk mobility

The same procedure can be applied on MC to cadilagainst experimental mobility data.
In MC, the ratio of diffusive / reflective scattegiat interface can be adjusted to describe surface

roughness [32]. By fitting the experimental mopilitata, MC can be “calibrated” as well.
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(b) High« related scattering mechanisms: In this work, highelated scattering

mechanisms, such as RPS, RCS, are not included Gn IMthose scatterings need to be

considered, the procedure is similar to what hasnbeentioned above. In Sentaurus, for

example, an enhanced high-ombardi model is available which parameterizes ¢ffects of

RPS, RCS, etc. Experimental data are needed filratbn. In practice the fitting in Sentaurus

of the appropriate experimental inversion layer iybwill automatically include these

mechanisms.

(c) Interface states: To unveil a device’s “intr@idehavior, routinely interface states are

omitted in the device simulation. The key in thisriwis the systematic calibration procedure of

Sentaurus macroscopic models versus MC simulafiba.inclusion of interface states does not

change the calibration flow at all. Just ensurestéime amount of interface states are applied in

both Sentaurus and MC. Interface state scatteriag Ipe parameterized in a similar fashion to

the RPS/RCS effects above if solid data are aVailab

(d) Quantization effects: To model quantum effeatan ultra-thin body device, the most

rigorous approach is to include Schrodinger equatelf-consistently into the computation. Due

to its heavy computational burden and convergemobl@gms, however, its direct application to

simulation is limited. Various macroscopic modsisch as density gradient model [33]-[34], van

Dort model [35], modified local-density approxinati model [36], etc., have been proposed to
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incorporate quantum effects with a better compoitaii efficiency, but Schrédinger equation is

consistently used for the validation and calibmatxd these models [20].

Density-Gradient method is a common quantizatiordehd33]-[34]. In this model, a

fitting parametely is introduced to model quantum carrier confinemeithin a potential well.

To calibrate Density-Gradient model against Schrgeli equation, a MOS structure is used. By

tuningy, the electron concentration computed by using De&adient model is matched to the

electron concentration computed by using Schrodiegeation.

We want to emphasize again that incorporation e$eheffects is feasible and it does not

essentially alter our calibration framework. Thedified calibration flow chart is shown in Fig.

2.15 should these effects are considered.
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related scattering models, etc., if needed) in figd mobility (u,)
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Figure 2.15 Modified flow chart of the calibration procedufer incorporating
additional scattering mechanisms or quantum effects
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Here, we would like to demonstrate our calibratimethod with surface roughness effect

included. A Ge inversion mode device is used a ckehiFirst of all, we include surface

roughness scattering in MC simulation and extfaetiow-field mobility from a long-channel Ge

device. We then calibrate Lombardi model to fit M€ mobility versus surface field data by

adjusting the parameters in Lombardi model. Aftedsawe include the calibrated Lombardi

model in Sentaurus and perform calibration metlwfittl-V data of a short-channel Ge device

generated by MC (with surface roughness effecteion as well).

In DAMOCLES, surface roughness scattering is matlele follows. Carriers colliding

with the channel/dielectric interface are treatedspecular scattering events with probabuity

and diffuse scattering events with probability 5 F19],[37]. It is shown that experimental data

on Si nFETs are reconciled wish~ 0.85-0.90 [37]. In GaAs, however, there has baekihg

an experimental mobility data with respect to stefaoughness due to the process-sensitive

interface properies of IlI-V semiconductors. Theref in our MC simulatiors is set to be 0.85,

the same as Si value, to account for surface ragghscattering effect. A long channel Ge

device Lc=1 um) is used as a vehicle for mobility extracteaVps= 0.1 V.

In Lombardi model, surface scattering effect cassi$ two components [38]. The surface

contribution due to acoustic phonon is given by,
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_B, C((Nyo+Npg)/Ny)" (12)
ac — F, 1/3 k
F,'(T/300K)

and the contribution due to surface roughnessestagt has the form as

A* 3 -1
L (13)
sr 8 ,rl

According to Matthiessen’s rule, the surface cdmiibn to the mobility |(ac andps;) are

then combined with the bulk mobilityf)
=—t—t+— (14)

D=exp(-xl.it) is a damping factor, whepeis the distance from the interface dpd a fit
parameter, that damps the impact of surface rowgghaielocations far away from the interface.

Default values and calibrated values of all paramsein Lombardi model are shown in
Table 2.3. The -calibrated parameters of Lombardidehocorresponds to the fitted

mobility-surface field curve in Fig. 2.16.
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Table 2.3 THE DEFAULT AND CALIBRATED VALUES OF LOMBARDI MCDEL
Parameters Default Calibrated Unit
value value
B 4.75x10 5.75x10 cm/s
C 5.8x1¢ 1x10° cnrPv 23t
No 1 1 cm?
A 0.125 0.15 1
k 1 1 1
Fref 1 1 v/icm
A’ 2 2 1
5 5.82x10% 2.82x16° cmé/Vs
n 5.82x1G° 5.82x1G° Viem'st
lerit 1x10° 1x10° cm
1400
i —O— Monte Carlo
1200 L —A— Fitted Lombardi model
w I A
> 1000+ 2
N | \D
A
§ 800t \
> I &
3 e
= 400} TNy
200 L 1 1 1 1
0.0 0.5 1.0 1.5 2.0 2.5

Surface Field (MV/cm)

Figure 2.16 The calibrated mobility curve based on Lombandidel. The new set of
parameters of Lombardi model is shown in Table 2.3.
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With the new calibrated Lombardi model, the fittipg-Vss curve is shown in Fig. 2.17 of
a 50 nmL¢,, 15 nm width Ge inversion mode MOSFET. The pataemset is found to bg= 0.7
ps,rh= 0.4, and," = 1. The energy flux coefficient and heat flux fficéent are the same as the
case without surface roughness with a new enelgyaton time fitted. The good curve fitting
demonstrates that additional relevant physicalceffean be successfully incorporated into our

calibration methodology.

12
10} Ge
Lz =0.7ps, r =04
. 8rf"=1
%_ I W =15 nm
6 L
E _ L, =50nm
\-:n 4 | VDS = 1 V
_D |
2 B Monte Carlo
A Calibrated HD

0 . . I " I " I "
00 02 04 06 08 10
VesV)
Figure 2.17 IpsVgs of MC and calibrated HD model of 50 nig, , 15 nm width Ge

inversion mode MOSFET with,= 0.7 ps,r,= 0.4, andf," = 1. Surface
roughness effect is included in both MC and HD.
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2.5 Summary

For the first time, a systematic approach of HD slaadlibration against MC simulation is
presented. Through a step-by-step selection of hp@dtametersi, , rn, f."), the methodology
leads to an excellent fitting of entitesVss and IpsVps curves. Further, it is extendable to
different device dimensions (both channel lengtd Aody thickness). Two different material
systems and device structures are demonstrateldisnvork and the methodology should be
applicable to any other material systems. Here, $ulations are matched but the procedure
should be applicable to experimental data as Wéills work facilitates the extension of HD

simulations to the quasi-ballistic regime with st&tctory accuracy and time-efficiency.
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Chapter 3
Analog/RF Performance Optimization of a Vertical

l1I-V Double Gate Transistor

3.1 Introduction

Parasitics engineering in field-effect-transist6iET) plays a determining role in the
analog/RF performance. To minimize any resultamtop@mance degradation, the source (S) and
drain (D) structure designs need to be carefullynoiped. Reducing S/D overlap (or increasing
underlap) length reduces parasitic capacitanceanavitably increases parasitic resistance, and
vice versa. Conventional FETs, such as metal-ogataiconductor field effect transistors
(MOSFETSs) or high electron mobility transistors (MEs), have inherently symmetric S/D
design that has limited optimization flexibility.nAasymmetric S/D architecture, on the other
hand, offers more design versatility and has nehlextensively examined before.

As mentioned before, non-planar structures, suchwdsgate thin body or gate-all-around
nanowire (NW) transistors, emerge as promisingasvio improve short channel effect (SCE)

[1]-[5]. Although the SCE reduction can improve FBiialog/RF performance [6], the parasitic
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components pertinent to the ultrathin body architesccompromise the overall benefit. While

analog/RF characteristics of either Si or IlI-V tigéte or NW transistors with symmetric S/D

design have been previously reported [7]-[12], Emanalyses on asymmetric structure are
lacking.

In this chapter, we introduce the vertical replaeatrgate (VRG) [13] process flow and
discuss its advantages compared with the laterahtegparts. Secondly, we explore a GaAs
accumulation mode vertical DG transistor assumingRaG or equivalent fabrication process
flow for asymmetric S/D design and optimizationp&eate control of S/D spacer thickness and
underlap length can be implemented and their iddi&i impact on analog performance is

discussed. Device design guidelines for differerati@g/RF metrics improvement are presented.

3.2 Vertical Replacement Gate Process

A vertical transistor possesses several advantegepared with its lateral counterparts.
First of all, the critical dimension (e.g., gatadgh) control is through film deposition ratherha
through conventional photolithography and etchifige precise film control by deposition is not
as challenging as that by photolithography andietchFor examples, the thickness of film

deposited using Atomic Layer Deposition (ALD) teijue solely depends on the number of
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reaction cycles, which enables straightforward gnelcise thickness control. Secondly, the
vertical process facilitates the formation of arynasietric structure, including asymmetric
channel doping, asymmetric S/D overlap/underlapacer thickness, etc. These asymmetric
structures can be implemented by epitaxial growdh, implantation, film deposition and so
forth.

In this work, assuming a VRG fabrication process, inwestigate a GaAs accumulation
mode vertical double gate (DG) transistor for aswtrio S/D design and optimization. The
VRG process flow is shown as follows.

(a) Start with an” GaAs substrate (Fig. 3.1(a)).

(b) Deposit HfQ / SIN / HfO, sequentially. Hf@ and SiN deposition is by ALD and low

pressure chemical vapor deposition (LPCVD) procesgectively (Fig. 3.1(b)).

(c) Perform anisotropic etching to open a trench inHifi@, / SiN / HfG; film stack (Fig.
3.1(c)).

(d) Perform GaAs epitaxial growth to form channel andrse region of the device. The
doping concentration in the channel and sourcebmatuned individually during the
epitaxial process (Fig. 3.1(d)).

(e) Remove SiN by wet etching (Fig. 3.1(e)).

() Deposit HfQ gate dielectric using ALD process (Fig. 3.1(f)).
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(g) Deposit gate metal (Fig. 3.1(Q)).

LPCVD SIiN Si GaAs
(a) GaAsn® sub. (b) HfFQ'SIN/HfO, (c) dry etching  (d) GaAs epitaxial
deposition growth

(e) SIN wet etching  (f) ALD gate dielectric (Gpte metal
HfQ deposition

Figure 3.1 \ertical replacement gate process. It featuhes dontrol of gate length
through the deposited SiN thickness rather than ghetolithography
capability. Further, S/D underlap/spacer can béviddally tuned by ALD
dielectric thickness and epitaxial process.

In the above VRG process, the device gate lengtbnspletely controlled by the deposited

LPCVD SiN thickness rather than by photolithograglayability. Further, the S/D underlap and
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spacer are individually tuned by ALD HjfOthickness and epitaxial process. Therefore,

asymmetric S/D design can be readily implementetheywRG process.

3.3 Analog/RF Performance and Optimization

Based on the VRG process, the simulated devicetstes are shown in Fig. 3.2. Fig.
3.2(a) represents the baseline GaAs accumulaticsendss transistor. The gate dielectric is 2
nm HfO,; the sidewall spacer is 3 nm HfQhe gate lengthli) is 29 nm, and the body
thickness tgem) is 18 nm. Structures with varying source side drain side spacer and underlap
length are shown in Fig. 3.2(b) and Fig. 3.2(c¥pextively. Four different structures based on
Fig. 3.2(b) and (c) are discussed in this work [@&hl). Structure SS (“Source-side Spacer”)
has a fixed 3 nmource underlap and different source spacer thekrdrain side is the same as
the baseline device. Structure DS (“Drain-side $pads identical to Structure SS with the
source and drain switched. Further, Structure Skb(ffce-side Underlap”) has a fixed 15 nm
HfO, source spacer and different source underlap; thim ¢ide is the same as the baseline
device. Structure DU (“Drain-side Underlap”) is mdieal to Structure SU with source and drain

switched.
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Drain
spacer

(@) (b) (€)

(@) Simulated baseline GaAs accumulation-mode BMGSFET, (b)
structure with varying source side spacer and dapdength, and (c)
structure with varying drain side spacer and urageléngth.

Figure 3.2

TABLE 3.1

SPACER AND UNDERLAP DIMENSIONS OF SOURCE/DRAIN IN
BASELINE DEVICE AND STRUCTURE SS, DS, SU, DU

Source Drain
Structure| Spacer| Underlap| Spacer | Underlap
(hm) (hm) (hm) (hm)
Baseline 3 3 3 3
SS variable 3 3 3
DS 3 3 variable 3
SuU 15 variable 3 3
DU 3 3 15 variable
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Two different dopings in the channel are usetype 1x16’ cm® and 5x18° cm®, while
the doping in source/drain regionsnigype 1x10° cmi®. The S/D doping profile is abrupt. The
distance of channel edgerndS/D metal contact is kept at 30 nm for all devices.

Commercial Synopsy¥ Sentaurus Device was used for hydrodynamic sifomstin this
work. The HD models have been calibrated to fultbd& AMOCLES Monte Carlo (MC)
simulation [14], as discussed in Chapter 2. Phamwhionized impurity scattering were included
and the gate workfunction was 4.3 eV. No interfat&te, generation or recombination was
activated in either device. Surface roughness i$ paesent in this work as it is
experimentally-dependent and there exist no ur@easantitative parameters in MC modeling.
More importantly, at low gate overdrive and surfded (< 0.35 V and < 5x10V/cm,
respectively, in this work), the impact of surfacaghness is mitigated [15].

The metrics used in this work include maximum tcamsluctanC&mmax Omflps, cutoff
frequency fr), maximum oscillation frequencyfy), output resistanceRf,) and intrinsic gain
(gmxRout) as these are all important analog device metfibs. extraction was performed at two
different bias points. One is thgg max POiINt (corresponding to an almost constant gatedvive
for all different structures as shown below) and tther is at a constant bias currdpg= 2
mA/um, as constant current is a common biasing atetbr analog circuit applications. In most

devices, it corresponds to ~0.1 V gate overdriveoAstant drain voltagd/fs) equal to 0.5 V is
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applied for maximum output swing (half @fp = 1 V) [20].
3.3.1 Transconductance

With thicker spacers (Structures SS and DS), thasitic resistances af” source and
drain Rg(n") andRp(n"), respectively) increase as thé source and drain volume is reduced.
Similarly, with larger underlap (Structures SU abtll), the associated parasitic resistances
(Rgunderlap) andRp(underlap), respectively) increase as the disthet@eemn” source to gate
edge is increasedhese sources of increased parasitic resistaneenrnower thegmnmax values
of all four structures, as shown in Fig. 3.3(a) enehthe dashed line indicates the baseline device
value (Fig. 3.2(a)). Further, thgmax Values of Structures SS and DS are comparabléeto t
baseline as the dominant contributor to paraségistance is the underlap length, but not the
available source/drain volume, fghmaxdegradationgmmaxreduces more in Structure SU than in
DU as the source side parasitic resistance immagtsxmore significantly than the drain side

parasitic resistance gg is given by

— gm,int ~ gm,int
1+ gm,int RS + gd,int (RS + RD) 1+ gm,int RS

I 1)

wheregmnt andgqnt represent the intrinsigy, andgq (drain conductance), respectivaRg andRp
aresource and drain total parasitic resistance, reéisjeée (e.9.,Rs= Rgn") + Rg(underlap)Rp =

Ro(n") + Rp(underlap)). In a “well-tempered” device with gogate contral gqjn is much
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smaller thargmjnt S0Q4int(RstRp) can be neglected in Eq. (1). Also, comparing Big(a) to (b),

the gmmax degradation is more pronounced with lower chamtogling, especially for Structure

SU, since the associat&d increase due to a longer source underlap is larger

2.0 - — 20
1.8} No = 5x10°™em e Sty
N g —m—g === —— - —~ 18 \ B
(\ul 1.6 u EX'Q'Q‘ (D 16 L D\O
S 14} P | % —
- - 0 O 1.4+ o apl7 3
< \ — N, =10" cm
~ - X
% 1211w struct ss . < 1.2¢
€ 1.0} | —® Struct. DS é 10 —=— Struct. SS
G;E ' —0O— Struct. SU g r | —@— Struct. DS
0.8} | —o— Struct. DU o ggl | = Stuct SU o
(@) ' —O— Struct. DU (b)
0.6 : : : 0.6 . . .
0 5 10 15 0 5 10 15
Spacer or underlap dimensions (nm) Spacer or underlap dimension (nm)
6.0 8.0 —
551 —m— Struct. SS 7.5¢ N,=10"cm
) —e— Struct. DS —~ 70l . | o =2 MA/pm .
B 5.0} —0— Struct. SU - Ve - et —= -
\>/ ' —O— Struct. DU S 6.5} o 08— —¢
8 45} _‘3 6.0h \D
= —f ~_ 55l | —®—Struct. SS
of 407 o —e— Struct. DS
a5l N,=5x10°cm’ 5.07| o struct. sU
- D
' | =2 mA/pm © 4.5} | —O— Struct. DU L@
3.0 ! ! L 4.0 1 1 |
0 5 10 15 0 5 10 15
Spacer or underlap dimension (nm) Spacer or underlap dimension (nm)
Figure 3.3  The trend ofgmmax With spacer or underlap dimension (a)Ngt = 5x10°

cm® and (b) alNp = 10" cm?, and the trend af./Ips(under constant drain
current) at (c) alp = 5x13% cm and (d) atNp = 10" cmi®. The dashed line
indicates the baseline device value.
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On/lpsis an important analog metric indicating the batabetween power and efficiency.
In Fig. 3.3(c), gn/lps is similar for different structures under a constanrrent bias. The
explanation is as follows. For a short channelpeigy-saturated device witRs, the drain current
equation can be formulated as:
los/Z =Co(Vos — I osRs =Vi)Veu (2)
wherevs,iis saturated velocityZ is device width andipsRs represents the additional voltage drop

at the source due to the source parasitic resistggyocan be organized as:

— Cox (VGS _Vt )Vsat (3)
° 1/1Z+C, v R

ox " sat

Om is the derivative of drain current with respecgtde voltage (Eq. (4)d/1psis thus expressed
as Eq. (5).
_Olos _ GV _ CoVos =V )Veu(0Rs 1 0Vgs)

oXx "~ sat
gm -

Ny 1Z+C, VR 1/Z+C, V., Rs)?

(4)

gm — 1 _ Coxvsat(aRS /aVGS) (5)
l DS VGS _\/t 1Z+ CoxvsatRS

To the first ordefRscan be assumed to be independent of gate vol&y®HVss= 0) SOg/Ipsis

inversely proportional to the gate overdriwésf = Vss- Vi) according to Eq. (5). At th@mnmax

bias points,Vgris found to be relatively constant for various spathicknesses and underlap

lengths in different structures (Figs. 3.4(a)-()) the constant current bias, howew; varies

in different structures due to the constraint divéging the same drain current. As shown in Figs.

59



3.4(c)-(d), a large¥gT is indeed required for larger parasitic resistaamne the magnitude &fgt
increase is even larger with a lower channel dapiigs explains the almost constant or slight
On/lpsdecrease for all structures in Fig. 3.3(c) andrgelieg./lIpsdecrease in Structures SU, DS
and DU in Fig. 3.3(d). Thgn/Ipsdecrease is especially pronounced in Structure 8k lawer
channel doping (Fig. 3.3(d)) primarily due to thgnsficant increase Vgt (Fig. 3.4(d)).

Although gate overdrive qualitatively explains thecreasingy,/lps trends above, it does
not, however, clarifies the sliglgt/lpsincrease of Structure SS with low channel doping.(F
3.3(d)). When the second-order effect is consideReds no longer independent dss due to
gate modulation of the underlap region and sonfaegion across the spacer. Sidg/o0Ves<
0 at the bias points and its change in magnitudeeases with the spacer thickness, the resultant
On/lpsis thus slightly increased in Structure SS withéowhannel doping.

To summarizegmmax andgn/lpsin general decrease below the baseline due tantiredse

of parasitic resistance from thicker spacer or &snghderlap.
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Figure 3.4  The trend oVgr(at gm maxpoint) with spacer or underlap dimension (ajgt
= 5x10® cm® and (b) atNp = 10" cmi®, and the trend ot (under constant
drain current) at (c) aip = 5x10° cm™ and (d) atNp = 10" cm®. The
dashed line indicates the baseline device value.

3.3.2 Cutoff Frequency
Cutoff frequency ff) depends on transconductance and total gate tapeeiCcsc), as
expressed in Eqg. (6).

g g
fo = n = m 6
' 27Cqe 27 (CGG,int + CGG, para) (©)

where Cgg consists of intrinsic Gggint) and parasitic Gsgparg COmponents. (Note that the

parasitic fringing gate capacitance of an undestapcture has been modeled before [2ff]dan
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be improved in general through parasitic resistaara#or capacitance reduction. In Fig. 3.5(a),
for Structures SS and DS with thicker spacBisaxinitially increases above the baseline device
value due to the reduction of parasitic capacitamzkthen decreases due to the increaig(of)
and Rp(n"). For a device biased at the saturation regione-msource capacitanc&ds

dominate<Cgs. So the initial parasitic capacitance reductiom@e pronounced in Structure SS

and thus the highéf peax
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Figure 3.5  The trend ofr peaxWith spacer or underlap dimension (aNat= 5x10° cm®

and (b) alNp = 10" cm®, and the trend df (under constant drain current) at
(c) atNp = 5x10° cm® and (d) alNp = 10" cm®. The dashed line indicates

the baseline device value.
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For Structures SU and DUjpeak monotonically decreases due to the increase of
Rg(underlap) andRp(underlap), respectively. Thie peaktrend follows thegmmaxtrend and the
impact of Rsunderlap) is observed to be greater than thaRsg{tinderlap). Further, lower
channel doping leads to a higher underlap resistamzl therefore, a more significabeax
degradation, as shown in Fig. 3.5(b) compared ¢p &i5(a). When the source underlapis
nm, Structure SU has ifgpeakeven higher than the baseline in both Figs. 3-@(pjnostly due
to a bigCgsreduction (with a 15 nm source side spacer).

Alternatively, for the constant current biasifgshows a different trend. In Fig. 3.5(c),
Structures SS and DS have increalsetlie to the reduction of parasitic capacitanceesipfps
(the same trend a3, sincelps is constant) remains almost constant, as showfign3.3(c).
Structure SU shows a slighit decrease as itgq/lps reduces slightly with larger underlap.
Structure DU has a slighttr increase due to the slight reduction of parasititego-drain
capacitanceGgp para) as the distance betweeh extensions to the gate edge is increased. All
structures show afiy improvement compared with the baseline device.hi lbwer channel
doping case (Fig. 3.5(d)), the trend is similar Btructure SU has a significalidrop below the
baseline at larger underlap length due to the procedg./Ipsdrop.

In brief, fr can be improved with thickened source/drain spaoeler both bias schemes

mainly due to the reduction of parasitic capaciganc
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3.3.3 Maximum Oscillation Frequency

Maximum oscillation frequencyf{ay depends otfir, gate resistancer§) and drain side
capacitance(gp), as shown in Eq. 7. In this worksis assumed constant g is dependent

onfrandCgp and given by

fmax oo ~ (7)

In Fig. 3.6(a),fmaxpeax follows its frpeactrend in Structure SS. Structure DS has improved
fmaxpeak due to reduced parasitic drain side capacitafe®,fara). fmaxpeak degrades in Structure
SU due to increased series resistance (the sam asdr pea). fmaxpeak in Structure DU is high
and increases slightly also due to the reductio@dfpara With increased underlap although its
frpeak degrades due to increasBgunderlap). As channel doping is reduced (Fig. 8)6(the
intrinsic Cop (Cepjnt) is also reduced. Since the S/D doping is unchdynpe fraction ofCsp para
over the totalCgp gets higher in Structures DS and DU with lowerroied doping. As a result,
the fnaxpeaimprovement in Structures DS and DU over the basalievice becomes significant
(~ 33% in Fig. 3.6(b)).

For fmaxbiased at constant current, Structures SS, DS dndallow the fmaxpeax trend
(Figs. 3.6(c)-(d)). In Structure SU, there is l&ss degradation compared with iigaxpeaxtrend

owing to the less degradégby constant current) thdfpeax
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To summarize, increasing drain side spacer/undesfégrtively improvesfyaxover the

baseline device value.
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Figure 3.6  The trend Ofmaxpeak With spacer or underlap dimension (a)Nat= 5x10°
cm® and (b) atNp = 10t cm®, and the trend of,.x(under constant drain
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indicates the baseline device value.
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3.3.4 Output Resistance

Output resistance depends on the biasing curgate (overdrive), SCEand parasitic
resistance. As the gate overdrive increases, chnmgth modulation of a device would degrade

its Rout. Also, parasitic resistance increases the oveaithrough:

i: gd _ gd,int (8)
Rout 1+ gm,int RS + gd,int (RS + RD)
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Figure 3.7 The trend oRy(biased agmmax point) with spacer or underlap dimension
(@) atNp = 5x13% cm® and (b) atNp = 10" cm®, and the trend oRuy
(under constant drain current) (c)N = 5x10° cm® and (d) aiNp = 10"
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In Fig. 3.7(a), Structures SS and DS show sliBhkincrease due to the increase of
parasitic resistancBg(n’) and Rp(n*). For Structures SU and DU, the increase of soside
underlap improve&, : while the increase of drain side underlap doeschahgeR,,. The same
trend is observed in the lower channel doping ¢Bse 3.7(b)) as explained below. Based on the
charge sheet approximation, on-state current ipgtmnal to the charge density at the “virtual
source” (i.e., at the location of the top of theergy barrier between the source and channel),

given by [22]:
I os 1Z = QuVo %)

where Qo andvp are the charge density and carrier velocity, retspely, at the virtual source
point; Z is the device width. The output resistance carolit@ined as the derivative of drain

current with respect to drain voltage:

L g o Tos _ 0, o M

Ru  Vps Vps Nops

(10)

At the top of the barrier, the charge den€}yis almost independent of drain voltage when the

device is biased in the saturation region [22]-[88]the first term on the right hand side of Eq.

(10) can be neglected.

At the gmmax bias point, the band diagrams extracted alongsthtace and middle of the

channel in Structure SU are shown in Fig. 3.8(a)f¢dsource underlap equal to 3, 7, 10, 15 nm,

respectively. As observed, at 3 nm source undedkipough there is no barrier for the channel
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surface, the barrier position of the channel middberesponds to the gate edge, which is
considered as the virtual source point. The baafdhe channel surface starts to become more
pronounced (but somewhat compromised by resistiop oh the source) with the increase of the
source underlap and the peak position shifts away the gate edge. Further, the barrier peak
position of the channel surface also coincides ittt of the channel middle. As the barrier peak
shifts away, the resultad is found decreased due to the weaker gate couffqig extracted

by integrating electron concentration along the eclion perpendicular to the
semiconductor/dielectric interface. The extrac@gis equal to 6.5x16, 5.9x13% 4.5x16%
2.7x10%Clcnf for 3, 7, 10, 15 nm source underlap, respectiveédy) the other hand, the band
diagram of 3 nm and 15 nm drain underlap in StmectDU are shown in Fig. 3.9(a)-(b),
respectively. The band diagram near the sourcefeianterface in Fig. 3.9(a)-(b) are similar to
that in Fig. 3.8(a) as these three cases all hava 3ource underlap. In other words, the virtual
source position is at the gate edge regardlesheofltain underlap increase. The extrad@ad
does not change significantly with the drain unaieiihcrease@ equal to 4x18 and 3.7x1&
Clcnf for 3 nm and 15 nm drain underlap, respectivéidreover, any change ivo/dVps due

to larger source/drain underlap is found to be maii Therefore, to the first order, the output
resistance is determined by the charge densithieavirtual source. Intuitively, the increase of

drain underlap is expected to reduce SCE (e.g.inBbnaluced Barrier Lowering (DIBL)) and
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hence, improvéR,,. DIBL effect is confirmed by th&sVss curve withVps = 0.05 V and 0.5 V

at 3 nm and 15 nm drain underlap (Fig. 3.10(a)-(bje extracted DIBL values are 47 and 35

mV/V for 3 nm and 15 nm drain underlap, respectivéhe impact of DIBL is not significant

given the good gate control of the DG structure #ial high dielectric. (The impact of DIBL

is not significant with source underlap increastheg, as shown by thisVess curves of 3 nm

and 15 nm source underlap in Structure SU in Ei0(@®)-(d). The extracted DIBL values are 44

and 31 mV/V for 3 nm and 15 nm source underlapeesvely).
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Figure 3.8  Conduction band diagram at gmax bias point of Structure SU with source
underlap (a) 3nm (b) 7 nm (c) 10 nm and (d) 15 Ng= 10" cm®. The
bands extracted along the surface and middle othlenel are shown. The
dashed lines indicate sounseedge and gate edge.
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source underlap, (d) Structure SU, 15 nm sourcenapl N, = 10" cm’™.
DIBL is found not significant with both drain andwsce underlap increase.
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For Ryt (by constant current), the trend is similaiRg:(at gmmax €xcept for Structures SS
and DS (Figs. 3.7(c)-(d)), which show an invarianteduced=,: trend as/gr is increased for a
thicker spacer such thRt, is reduced.

To summarize,Ry,,t can be effectively increased by increasing thercownderlap

primarily attributed to the shift of the virtualw@e position away from the gate edge.

3.3.5 Intrinsic Gain

Intrinsic gain is obtained throughxRou. Notably, Structure SU has an improved gain
over the baseline device for both channel dopingcentrations and biasing points (Figs.
3.11(a)-(d)) due to its largB,,. Structures DS and DU alternatively show a reduogédhsic

gain (under constant drain current) in Figs. 3.t{dg¢ owing to their smalleRyy:.
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Figure 3.11 The trend of intrinsic gain (biased Gimax point) with spacer or underlap

dimension (a) aNp = 5x13®% cm® and (b) aNp = 10" cm®, and the trend
of intrinsic gain(under constant drain current) (c)Ng = 5x10® cm® and
(d) atNp = 10" cm®. The dashed line indicates the baseline deviageval

3.3.6 Design and Optimization Guidelines

Compared with the baseline device, different stmeg offer improvement in different
metrics. Note that the improvement is bias-dependsnbiasing at th@mmax point or at a

constant current may show different behaviors. Her@ summarize the improved metriics
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commonfor two biasing schemes that each structure miy,afs shown in Table 3.2. Both high

and low channel doping devices show similar behavistructures SS and DS have improfied

and/or fmax performance, primarily through the parasitic cag@ace reduction with thicker

spacer thickness. Structure SU shows incre&gdand gain as the top of the barrier is shifted

away from the gate edge with larger source undeB8apicture DU has improvegaxdue to the

reduced parasitic capacitan€p with larger drain underlap. In brief, by asymmet8/D

spacer/underlap design, optimization of differemlag/RF metrics can be achieved.

In addition, the analog/RF metrics that are moresgi@e to process variation in either the

source/drain spacer thickness or underlap lengtitra@locan also be identified,, Rou, intrinsic

gain, andt are found to be more sensitive to the sourcewidierlap variationfyax is also more

sensitive to both the drain side spacer and ungleraiation. These process variations should

thus be minimized if the respective analog/RF rastare the key design goals.
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TABLE 3.2

IMPROVED METRICS IN COMMON FOR TWO BIASING SCHEMESF
STRUCTURES SS, DS, SU, AND DU

COMPARED WITH THE BASELINE DEVICE

Channel Doping
Structure Mechanism 5x10° 10"/
(cm®) (cm®)
SS Thicker source spacer fr, fmax fr
ReducedCgs
DS Thicker drain spacer frnax fr, fmax
ReducedCsp
SuU Larger source underlap Ry, gain | Rou, gain
Shifted virtual source
DU Larger drain underlap frnax frmax
ReducedCsp

3.4 Summary

In this chapter, we introduce the VRG process feerical DG transistor fabrication. S/D
underlap and spacer can be individually tuned by AlfO, thickness and epitaxial process to
facilitate an asymmetric S/D design. Also, we pnéssource/drain parasitics engineering of a
GaAs vertical transistor for analog/RF performaapgmization. Four different structures, based
on various source side and drain side spacer tegskand underlap lengthave been analyzed
and optimized against different analog/RF metridse improved metrics in common for two
biasing schemes of different structures have besmated. Thicker source/drain spacer is
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effective forfr and faximprovement due to the reduction of parasitic capace. Increased

source side underlap improves output resistancegaimdthrough relocating the virtual source

point. Increased drain side underlap impro¥gs through a parasitic capacitance reduction.

These optimizations can be readily implemented utino asymmetric source/drain

spacer/underlap design in a vertical transistoncstire. Finally, the sensitivities of relevant

analog/RF metrics to the spacer/underlap processtiom have been discussed.
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Chapter 4
l1I-V Multigate Non-Planar Channel

Transistor Technology

4.1 Introduction

[1I-V multigate non-planar channel transistors dandivided into two categories, lateral
devices and vertical devices, and these two stresthave been reported by some research
groups. For lateral devices, Radosavljegical. demonstrate a tri-gate InGaAs quantum well
field effect transistor with higk-gate dielectric [1]. Due to the narrow fin widt80(nm) and
high quality highx gate dielectric interface on the InGaAs fin, thevide shows superior
electrostatic control (steep subthreshold swing lamd DIBL) compared with other ultra-thin
body planar counterparts. The results show thatlthé multigate architecture is a promising
candidate for future low power applications. Fortical devices, Thelandest al. report the
development of a vertical wrap-gated field-effe@nsistor based on epitaxially grown InAs
nanowires [2]-[3]. The vertical nanowire structimberently facilitates wrap-gate processing for

improved electrostatics. Further, a short gate tlermgin be readily implemented in a vertical
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device as the gate length controlled is by the diégd metal thickness rather than the

photolithography capability.

In this work, we develop a process technique taidate large arrays of lateral IlI-V

multigate non-planar transistors. In our procesaA$s nanowires (NWs) are lithographically

patterned and etched on a source epitaxial wafet, then transferred to another receiving

substrate. Although other research groups havertegpaimilar stamping transfer methods

before [4]-[9], their methods offer no control betprecise NWs locations and orientation on the

substrate surface. On the contrary, we developrahg transfer and positioning technique that

enables to transfer NWs onto a specific positiangua standard VLSI cleanroom tool, contact

aligner. This technique facilitates a device-les@lintegration of 11I-V NW transistors with close

proximity and overlay accuracy. The experimentaaide will be discussed in Section 4.2.

On the other hand, for a vertical IlI-V multigatersistor, we propose to incorporate

graphene as a gate electrode to implement an hittagate length and a low gate series

resistance. We explore the process flow for theicgevVabrication and discussvo critical

components in the structure, graphene-higimterface and metal-graphene gate contact

resistance. The details will be shown in Sectiéh 4.
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4.2 Lateral 111-V Multigate Non-Planar Transistor F abrication

Fig. 4.1 shows the structure of a lateral IlI-V tigdte non-planar channel transistor.
Aligned GaAs NWs are transferred to a Sidated substrate (mimicked as an inter-layer
dielectric) and wrapped by the gate electrode woretlsides. In this work, stamping transfer
technique is the key technology for the lateraiMlimultigate non-planar channel transistor
fabrication. This section discusses the NW stampiagsfer method, NW layout design and the

NW positioning technique, etc.

Figure 4.1  The illustration showing the aligned NWs on tB&, (mimicked as an
inter-layer dielectric) with the wrapped gate elede on three sides of the
NWs.

4.2.1 Motivation of developing stamping transfer tehnique

As mentioned in chapter 1, current chemical symshiehnology yields no control over
the precise assembly position of the epitaxiallgwgr NWs (bottom up methods). Alternatively,
our NW stamping transfer technique possesses dewmtaantages. First of all, by

nanolithographic patterning, NW arrays are pickpdoy a PDMS stamp and transferred onto a
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receiving substrate. Large arrays of aligned NWs ttaus be obtained. Secondly, stamping

transfer technique facilitates device-level co-gmédion with other materials. And more

importantly, the position of the transferred NWs1dae precisely controlled on the substrate

surface using a VLSI standard cleanroom tool.

4.2.2 Source Wafer Epitaxial Layer Design

Based on the stamping transfer technique, we pridficuss the epitaxial layer design in

the source wafer. The source material is GaAs V@clayer). Several issues need to be

considered regarding the choice of the sacrifitdgler (underneath the active layer) in the

epitaxial layer design. First, wet etching of treer#ficial layer is demanded in order to form

undercuts for the subsequent NW pickup. Also, taeriicial layer wet etching needs to be

selective to GaAs. Further, lattice constant matghietween GaAs and the sacrificial layer is

also a concern.

In this work, 80% aluminum composition AGa 2As layer is used as the sacrificial

layer due to it wet etching feasibility and thehétg selectivity against GaAs. Note that wet

etching of AlGaAs layer is aluminum-concentraticgpdndent. For aluminum composition less

than 50%, AlGaAs can be etched by a mixture oficciéicid and hydrogen peroxide, which

therefore has no selectivity over GaAs layer. Al&ively, for aluminum composition higher
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than 70%, the etching by citric acid and hydrogerogide stops but the film starts to be etched
by diluted BOE. BOE does not etch GaAs so the Al&a#kching is selective. Therefore, in this
work, we use AJsGayAs as the sacrificial layer for the etching seldtyi Also, AlGaAs is
lattice matched to GaAs regardless of aluminum ausition.

To summarize, the choice of the sacrificial layés éSa As in this work is based on the
high wet etching selectivity over GaAs. The mixtofecitric acid and hydrogen peroxide etches
GaAs but not AlGaAs for aluminum > 70%. On the otlhend, diluted BOE etches high

aluminum AlGaAs but not GaAs.

4.2.3 Process Flow of Stamping Transfer

Our starting material is a GaAs wafer with GaAdd é&a 2As alternating epitaxial layers
on the substrate. GaAs layers aré®tin n-type doped and 50 nm thick; &¥Gay,As layers are
undoped and 60 nm thick. The purpose of havingipialGaAs / AbsGa JAs epitaxial layers is
to facilitate the re-use of the wafer. The prod&ss is shown as follows.

(a) Start with a GaAs source wafer (Fig. 4.2(a)).

(b) Perform E-beam lithography followed by PMMA deveiognt in MIBK : IPA=1: 4

for 45 sec. Rinse the sample with IPA (Fig. 4.2.(b)

(c) Dip the sample in diluted HCI solution (HCI @ = 1 : 5) for 30 sec to remove GaAs
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native oxide before GaAs etching,. The removal @A& native oxide ensures a

subsequent uniform GaAs etching. Then etch GaAscibhyc acid mixed with

hydrogen peroxide (citric acid :,B, = 20 : 1) for 22 sec. The etching is selective to

the underlying Ad sGay 2As layer (Fig. 4.2 (c)).

(d) Remove PMMA by acetone (Fig. 4.2 (d)).

(e) Etch the AbgsGayAs layer by diluted BOE (BOE : 40 = 1 : 5) solution to create a

undercut. This wet etching step is critical forueaessful GaAs NW pickup as an

excessive undercut leads to NW bending while anfficgent undercut lowers the

yield of the pickup process. The wet etching tireeds to be optimized for different

GaAs dimensions (Fig. 4.2 (e)).

() Pick up GaAs NWs by a PDMS stamp (Fig. 4.2 (f)).

(g) Dip the PDMS stamp into diluted BOE (BOE ® = 1 : 5) solution to remove

Al sGay 2As residues on the backside of NWs. Then dip thmMBRtamp into diluted

hydrogen peroxide (4D, : H,O= 1 : 5) to form a thin GaAs native oxide layertba

GaAs NWs surfaces. This native oxide formation sse€found crucial to improve the

transfer yield as the hydrophilicity favors GaAs NWo be transferred onto a SiO

receiving substrate (Fig. 4.2 (Q)).

(h) Transfer NWs to the receiving wafer (Fig. 4.2 (h)).
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() Release the PDMS stamp (Fig. 4.2 (i)).

L

(a) GaAs source wafer (b) E-beam patterning (c) GaAs etching

(d) PMMA removal (e) AlsGay LAs etching (f) NW pickup by PDMS

(g) Diluted BOE and kD, dip (h) Transfer stamping (i) PDMS staralease

Figure 4.2  The process flow of the stamping transfer teghei
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4.2.4 11I-V Multigate Channel Layout Pattern Design

E-beam lithography was used to pattern NWs on dliece wafer for the transfer purposes.
E-beam lithography pattern design may be trickyaunsome circumstances as PMMA is a
“negative tone” resist. Our layout pattern desigrshown in Fig. 4.3. The filled part is where
electron beam writes so the resultant NWs afteelibgment and etching will be the empty part.
In our design, NW length is 40 um with differentdi¥i ranging from 200 nm to 400 nm. There
are around 11-14 NWs in each pattern bank. Thentides on both NW ends are anchors which
provide better mechanical support for NWs and redhe possibility of NW bending during the
pickup and transfer process. Since the E-beamngrdrea is small in our design (only the filled
part), it helps save GaAs real estate that needsetsemoved each time for NW pickup.

Therefore, the same GaAs source wafer can be erag#iple times.

Figure 4.3 E-beam lithography NW pattern design. The wpiet is where the resultant
NWs are after PMMA development and GaAs etching.
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4.2.5 E-Beam Lithography Dose Test

We perform E-beam writing dose split to optimize t&-beam dose. Fig. 4.4 (a)-(b) show
the E-bean pattern after PMMA development at twiedint E-beam dose, 700 pCfcamd 800
uClenf, respectively. 700 pC/cmappears to be the optimized dose while 800 p&ism

over-dosed as the central part of the patternuisdx.

Figure 4.4 Images of E-beam lithography dose test after PAVidévelopment (a) 700
nClent is the optimized dose (b) 800 pCreis over-dosed, yielding the
central part of PMMA strips blurred.

4.2.6 Transfer and Positioning Technique

Our transfer technique enables transfer and alighroé NWs onto a specific position
using a commercial contact aligner (Karl Suss). e Titocess is explained as follows. As
mentioned before, the patterned NWs are pickedamp the source substrate by a PDMS stamp.

The PDMS stamp (with to-be-transferred NWs on timéase) is then attached on a glass plate,
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which was then loaded onto the mask holder of dambraligner. The mask holder and the glass
plate were then loaded into a contact aligned withto-be-transferred NWs facing downward.
The receiving substrate is subsequently loadedtireaontact aligner on the aligner chuck. The

whole setup is shown in Fig. 4.5.

Mask Holder
ass

NWs to be — EDMS

transferred

Receiving Wafer
Aligner Chuck

Figure 4.5 The setup of the PDMS stamp, glass plate andetteiving substrate on a
contact aligner in our transfer process.

Fig. 4.6 (a) shows the image of attached PDMS stangerneath the glass plate in the
contact aligner. Fig. 4.6 (b) shows the image efrdreiving wafer loaded underneath the PDMS

stamp.
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PDMS (underneath glass)

(@)

Receiving wafer

Figure 4.6 Image of(a) PDMS stamp attached underneath the glass €yetteiving
wafer loaded underneath the PDMS stamp in thealign

The alignment proceeds in a fashion that we aligv &frays to the target position on the
receiving wafer by moving the receiving wafer. Otive alignment is complete, the wafer chuck
is raised and the receiving wafer will contact BIBMS to complete the NW transfer process.
Through this transfer and positioning technique, W transfer is no longer random; instead,
the NW position can be well controlled.
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The images of transferred GaAs NWs are shown in &ig (a)-(b). In Fig 4.7(a), a 3 x 4
GaAs array is concurrently transferred onto a bda$(Q substrate, which mimics the back end
of line (BEOL) dielectric surface, using the cortatigner. This technique demonstrates a high

yield, over large area stamping transfer capahitigt enables IlI-V NWs co-integration into the

BEOL process.

( = -ani
600 pm ]

< —

SiO; sub Z:
\ ¥ —~—— J— (@) oum Y
- |
3 x 4 array

Figure 4.7 (a) 3 x 4 GaAs NW array is successfully transferatb a SiQ substrate
concurrently using the aligner (b) Zoomed-in imagésome NW in the 3 x
4 array.

Further, device-level co-integration of GaAs and @i the same substrate can be
implemented using our technique. First of all, SV8lare pre-patterned on a silicon-on-insulator
(SOI) substrate by photolithography and anisotrepatiing. GaAs NWs are then picked up from

the source wafer and transferred to the receivi@g Stibstrate using our positioning technique.
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A large array of GaAs NWs is transferred in proxynd patterned Si NWs arrays, as shown in
Fig. 4.8(a). Zoom-in images of aligned GaAs NW td\N8V array are shown in Fig. 4.8(b)-(d).

The spacing between Si NW and GaAs NW is foundetadound 20 pm and 80 um in Fig. 4.8(c)

and (d), respectively.

Figure 4.8

(a) A large array of GaAs NWs is successfully tfanmgd in close proximity
to Si NW arrays (b) zoomed-in image of the aligi@aAs NWs to Si NWs
(c) Si NWs and GaAs NWs are in close proximity. Hpacing between Si

NWs and GaAs NWs is around 20 pum (d) The spacimgden Si NWs and
GaAs NWs is around 80 um.



4.2.7 Device Process Development
A back-gate GaAs NW transistor has been fabricaiée. fabrication flow is shown as

follows.

(a) Start with a Si@-coated Si substrate (Fig. 4.9(a)).

(b) Transfer GaAs NWs onto the SiGubstrate using the transfer technique mentioned i

Section 4.2 (Fig. 4.9(b)).

(c) Remove GaAs native oxide by diluted HCI (HCI GH= 1 : 5) for 30 sec.

Subsequently, 8 nm ADs is deposited using ALD process (Fig. 4.9 (c)).

(d) Perform source(S) / drain(D) lithography and remal#; by BOE dip (Fig. 4.9 (d)).

(e) Remove GaAs native oxide by diluted HCI (HCI;(H= 1 : 5) for 30 sec. S/D metal is

deposited by evaporation (Ni/Ge/Au = 20/20/80 nmojlofved by metal liftoff (Fig.

4.9 (€)).

() Perform rapid thermal anneal (RTA) 400 °C 30 seltpwed by additional 425 °C 30

SecC.
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GaAs nanowire ALD Al O,

\
I I/
SiOi SiOi SlOi
(a) SIQ substrate (b) GaAs NW transferred ) AlD Al ;03

PR
I
SlOi
(d) S/D lithography and (e) S/D metal deposition
Al,O3 removal and liftoff

Figure 4.9 Process steps of a GaAs NW transistor fabrinatio

The image of the complete device is shown in Fig04

Figure 4.10 Image of the back-gate GaAs NW transistor.



4.2.8 Device Characterization

The back-gate (BG) device has S/D metal spacingrb5and total NW width 4 um (10
NWs with 0.4 um width of each NW). The bottom $i® 150 nm thick. ThépsVss curve is
shown in Fig. 4.11. The back gate does modulateuh@nt around two orders of magnitude but
the current level is low. The non-optimized S/D temh may be the performance bottleneck. Also,
the interface states extracted from the subthrestwing is 2.7x18 cm?eV?, which indicates
the back interface between the NW and Si€lbstrate can be further improved. More

experiments are needed to clarify the issues apdowe the device performance.
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Figure 4.11 IpsVse curve of the back-gate GaAs NW transistor.
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4.3 Vertical IlI-V Multigate Transistor Fabrication

4.3.1 Vertical I11-V Multigate Transistor Process How
As mentioned before, a vertical transistor fadiéisaa short gate length implementation
through the deposition thickness control of gali®.fin addition, the source parasitic resistance
can be lowered associated with the larger currentlection area. To implement an ultrashort
gate length and low gate resistance, we proposssdographene as the gate electrode in the
vertical 11l-V multigate transistor due to graph&neatomic thickness, superior thermal
dissipation, high current conduction capability drest of electromigration problems.
The process flow of a graphene gate electrodecatttiansistor is shown as follows.
(h) Start with a GaAs" substrate (Fig. 4.12(a)).
(i) Deposit HfQ / graphene / Hf@ sequentially. Hf@ deposition is by Atomic Layer
Deposition (ALD) process, and graphene depositenmlwe performed by exfoliation or
other chemical synthesis methods (Fig. 4.12(b)).
() Perform anisotropic etching to open a trench inHi@®, / graphene / Hf@film stack
(Fig. 4.12(c)).
(k) Deposit HfQ and perform anisotropic etching to form a Hi€pacer (Fig. 4.12(d)).

() Perform GaAs epitaxial growth to form channel andrse region of the device. The
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doping concentration in the channel and sourcebmatuned individually during the

epitaxial process (Fig. 4.12(e)).

| raphe_ l l

GaAs n* sub GaAs n* sub GaAs n* sub

(a) GaAsn' substrate  (b) Hf@dgraphene/Hf@dep. (c) Hole opening

GaAs n* sub GaAs n* sub

(d) HfO, spacer formation  (e) GaAs epitaxy

Figure 4.12 Process flow of a graphene gate electrode wriit-V multigate
transistor.

To incorporate graphene as a gate electrode iwvarecal 111-V multigate transistor, the

following two components are crucial. First, theldctric-graphene interface is paramount so a

metal-oxide-graphene (MOG) capacitor is used td@rihe oxide-graphene interface properties

and the carrier concentration. The details of treplgene-highe interface will be discussed in

Section 4.3.2. Secondly, a low gate contact rasistas important for device RF characteristics

so we analyze contact resistance of metal/grapheteface as it normally becomes a
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performance bottleneck. The study of metal/graphieterface will be discussed in Section

4.3.3.

4.3.2 Graphene-Highx Interface

ALD is commonly used for thin dielectric deposittodue to its excellent uniformity and
precise thickness control. ALD process on graphémneis, however, challenging as a clean
graphene surface is hydrophobic and chemicallyt iteerALD precursor molecules. In other
words, no nucleation site exists on the grapheheseycombsp’ surface on which ALD
dielectric can be deposited [11]-[12].

NO, functionalization prior to ALD process has yieldaecessful dielectric depositions on
carbon nanotube (CNT) surfaces [13]-[14]. The expental process flow of NO
functionalization is briefly explained as followsirst, AlLOs; precursor, trimethylaluminium
(TMA, Al[CH 3]3), and NQ were alternately pulsed into the ALD chamber (t& cycles) at
room temperature to form a self-limiting single dayof TMA-NO, complex on CNTs surfaces
[13]. This TMA-NO, complex physically adsorbs on CNTs surfaces amkeseas a nucleation
site for the subsequent ALD AD; depositions. Afterwards, a thin A); layer was deposited
with 5-cycle TMA and HO alternating pulses (still at room temperaturegdeer the TMA-NQ

complex, preventing it from desorbing [13]. There tALD chamber is raised to the process
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temperature to start the deposition cycles.

We adopt this N@ functionalization technique to deposit dielectoic graphene as well

since the unwrapping of CNTs surface is exactlyaplgene basal plane without any nucleation

sites. The MOG process flow is shown in Fig. 4.EBst of all, graphene films, chemically

derived from graphene oxide reduction in hydraZittg, were spun on a 300 nm thermal SiO

substrate followed by NfOfunctionalization steps described above. TMA an@,Nvere

alternately pulsed into the ALD chamber (0.1 sets@uluration, followed by 5 sec pumping

time, total 50 cycles) with Nflow rate 20 sccm at room temperature to form aAFNO,

complex at the graphene surface. A thin@llayer was deposited with 5-cycle TMA andCH

alternating pulses (still at room temperature)doer the TMA-NQ complex. Afterwards, ALD

chamber was raised to 150 °C to start around 1@hnck-Al,O3 depositions with TMA and D

alternating pulses (100 cycles). S/D lithography wWeen performed, followed by wet etching of

Al;03z. Au (100 nm) / Ti (5 nm) S/D metal was evaporated then lifted off. The same

lithography and lift-off process was performed ag&ab define the 100 nm-thick Al gate

electrode.
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Si Si

(a) Graphene formation  (b) ALD Al,03 (C) S/D lithography

Hii

(d) Al,O3 wet etching  (e) S/D deposition and liftoff  (g) @dbrmation

Si

Figure 4.13 MOG capacitor process flow.
The MOG was characterized by an Agilent 4284 LCRemeélhe total capacitanc€:f)
versus gate voltag&/§) of the graphene capacitor and control Si sangp#hown in Fig. 4.14(a)

and 4.14(b), respectively.
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Figure 4.14 The measured capacitance of (a) the MOG capaaii (b) control Si
MOS capacitor.
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For the MOG capacitor, we would like to extract temcentration of charged impurities,
which reflects the quality of graphene film itsedhd the graphene-high-interface. The
approach is as follows. Based on the capacitor otw(Fig. 4.15), Cit consists oxide
capacitance(yy), intrinsic graphene quantum capacitanCg)(and trap (between graphene and
dielectric) charges capacitand@]. Effective graphene capacitan@g'o is defined as the sum

of CoandCy. In an ideal graphen€&, is equal to zero SGQ' is equal taCq.

Figure 4.15 The capacitor network withCox in series with effective graphen
capacitanceCQ'. Effective graphene capacitané?;j is defined as the
sum ofCq andCy,

Based on the theory of quantum capacitance in @a graphene (whe@; = 0) [16], Cq
is defined as the change rate of the total chai@g#: graphene with respect to the change rate

of graphene surface potentigkf) and can be derived as

_0Q  29°kT
C v,  z(hv)

5 In[2(1+ cosh%))] (1)

whereve is graphene Fermi velocity (<16m/s), which is relevant to the slope of the liréa k
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relation of graphene.
E(k) =+hv, | K| (2)
wherefi is reduced Planck’s constantM, is larger tharkT/q(0.026 V at room temperature), Eq.

(1) can be further simplified as

2 qV 292
C.~ 2 & ch _ \/ﬁ
Q q . (hVF)Z hVF \/; (3)

wheren is the carrier concentration in graphene. In pcachowever, trapped impurities exist in
graphene so the total carrier concentration camddeled as

n=ng [+[n *| (4)
whereng andn* are the carrier concentration caused by the gattenpal and trapped charge

impurity concentration, respectively. Therefores #ffective quantum capacitancf&j() becomes

‘ 29° 12
Co =——=(ng |+|n*])"*=C,+C, 5
0 =g (e LI =Cq 4, ©)
chh 2
Ng = (—%=
e (th 7[) (6)
29° 12
C = n* 7
" ,—ﬂl | (7)

Based on Eg. (5)-(6), the trapped charge impuritfesan be obtained iCQ' data is available
[16].

We extractCQ' from Cy (Fig. 4.14(a)) using th€,y value (~0.46 pF/cA obtained from
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the control Si sample (Fig. 4.14(b)). The extrad'ﬁ@'dversusvch is shown in Fig. 4.16, together

with other calculatedZQ' curves with differenn* values, based on Eq. (5)* equal to zero

corresponds to an ideal quantum capacita@eg \ith its minimum value close to zero and the

linear capacitance increase with,. Experimentally, the presence Gf increases the minimum

value ofCQ' and degrades the slope of the Iin% increase. A largen* results in a larger

minimum value ofCQ' and a smaller slope, as observed in Fig. 4.16ttédfn* equal to 3.4 x

10'2 cmi? is found to match ouEq curve well.

12

10+

CQ' (uFlcm?)

OO e m p

extracted CQ'
n*=0

n* =5x 10" cm?
n* =2x10%cm?

Figure 4.16 The extractedCq

curve, together with calculated curves with vasiod
values, based on Eq. (3} equal to 3.4 x 18 cm? fits ourCq data.

The obtainech* is higher than the value reported by Xiaal. (n* ~ 8 x 16* cm?) [16].

The possible reasons are as follows. First, in efial experiment, graphene is submerged in

ionic liquid electrolyte using a three-electrodeattochemical measurement configuration, so
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there is no dielectric deposited on top of graphée the contrary, in our structure, ALD
dielectric and functionalization process may introel impurity charges at the
graphene/dielectric interface. Secondly, graphesssl Uy Xiaet al. is through direct exfoliation
from graphite. Instead, our graphene is throughmit& derivation from graphene oxide which
may introduce additional trap impurities betweeapiirene and the underlying substrate or on
graphene edges [15].

To summarize, ALD AIO; dielectric is successfully deposited on graphaméase using
NO, functionalization technique. A MOG structure hasei demonstrated and reasonable
capacitance characteristics are obtained, from hlwhitantum capacitance, total carrier
concentration and impurity concentration can beaex¢d. To reduce charged impurities in our
process, both ALD functionalization process andphgeme synthesis method can be further

optimized.

4.3.3 Metal-Graphene Contact

For graphene’s both active device and interconapgiications, the metal-to-graphene
(M/G) contact is arguably the most important congrinthat often becomes the overall
performance bottleneck. The reported M/G contaeti$ig contact resistanced has a huge

distribution, ranging from I8to 10’ ohm-cnf [17]-[19] with different metal material and metal
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workfunction, etc. Recently, Mooet al. [20] presents a contact resistance below 100 ohm-u
Huanget al. [10] report contact resistance from 750-7500 ohm{pom different metal stack,
such as Ti/Au, Ti/Pd/Au and Ni/Au, etc. Obvioudlyere exists neither a systematic nor in-depth
study of M/G contact resistance so far in termsliierent metal material, metal workfunction,
number of graphene layer, etc.

Furthermore, it is well known that the electricainductivity of graphite (i.e. many
graphene layers) (Fig. 4.17) is highly anisotropith its in-plane conductivity much higher than
the out-of-plane conductivity (by 4 orders of magde) [21]-[22]. This conductivity anisotropy
is indeed originated from graphene’s’ dpybridization of C atoms and thus the presence of
numerous delocalized electrons. Analogously, the specific contact testg of an edge contact
the graphene sheeb(dgd IS expected to be much lower than that of an oilafie contact

(pepiand €ven though the difference involved might nothee same.

Figure 4.17  Multiple layer graphene structure With.piane >> Gout-of-plane[21].

101



Due to the 2D geometry of a graphene sheet, thé presalent way in research to form
metal contacts is by overlaying a bigger metal gbdve part of a graphene sheet [23]-[24]. In
this contact scheme, the current predominantly slayut-of-plane and minimally conducts
out-of-edge (Fig. 4.18). Although the negligibipall area nullifies the edge contribution, this
contact scheme does not totally resemble the VIL&ttiwe, in which top-only contact holes

through dielectric layers are used for metal cdirigovith active layers.

ra hene
g P metal
graphene
metal
ra hene
g p lmet I

Figure 4.18 Three contact scenarios: (a) both out-of-plameetge (b) out-of-plane
only, and (c) edge only between graphene/metatfate.

In order to ensure a compatibility with the stateére-art VLS| metal contact scheme, we
focus our M/G contact engineering study on the satneture in which the metal could only
contact the semiconductor (or zero bandgap grapbkene-metal in our case) from the top
surface. Here, we propose a transformative iddawer the M/G contact resistand.{;) with
the novel introduction of graphene edges inside dbitact holes for current conduction in

addition to the out-of-plane contribution.

It might seem counter-intuitive at first glanceutlize the graphene edge conduction to
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lower the R.t because the associated cross sectional area sagnyery small (as the
monolayer graphene thickness is 0.4 nm). While ithigenerally true for a larger contact hole
size, the situation is different for a miniaturentact hole. As the ratio of the contact hole acea t
its perimeter decreases in future technology nodeg. 4.19) [25], there exists a unique
opportunity to harness the benefit of I@eqgeby introducing graphene edges within the contact
hole. In this work, we have evaluated several nd#& contact schemes to lower the oveRy!l
and suggested their fabrication steps for graphitiasistor and interconnect deployments. It
should be stressed that our goal is not to redRadey reducingoc.edge @and/orpe.piane through any
edge and interface passivation control [26]-[27Ekrevhough they could provide additional
benefits. We alternatively concentrate on the iotertact-hole graphene geometry engineering
to increase the ratio of edge conduction to theofylane conduction for current flowing into

the contact metal.

1400 + —=— Out-of-plane area 10
€ —&— Edge perimeter
1200} 5 8
é 1000} —O—ratio C®/.
800+
600 -
400+
200+

Out-of-plane area / perimeter (nm)

Area (nm °) or perime

O 1 1 1 0
10 15 20 25 30 35
Technology node (nm)

Figure 4.19 Ratio of out-of-plane to edge area of a graphmact hole reduces with
respect to future technoloay no
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In the M/G contacts, both the out-of-plane and edgeductions are described by the
transmission line model (TLM) (Fig. 4.20) in whigh and sheet resistandgs) are the two key

parameters (Egs. 8-10).

graphene

Figure 4.20 Transmission line model (TLM) for standardiZgdestimation includindRs
(sheet resistanceg), (specific contact resistivity), arg (transfer length).

I yRp, coshiL —x) /L]

V)= LI L) (8)
L, = |2e

R 9

R = V=0 B2 oL (10)

Along the truly 2D graphene sheet, any spreadirsistance near the M/G interface can be

neglected that would indeed increase the accurb@y M as compared to its application to the

conventional 3D materials. Currents through the M@htacts have been simulated with
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Synopsy§” Sentaurus Device. Graphene was treated as a sefai-zero bandgap) with
separateedge Peplane @aNARs. Since the dimension of graphene regions of istage> 20 nm,
any bandgap increase like in a nanoribbon would H®-20 meV [28]. We have verified that

such small changes in bandgap do not meaningfulhact our simulation results.

(i) Contact to Graphene Device Monolayer

Two novel M/G device contact schemes have beeridered. Starting with the baseline
out-of-plane contact (Fig. 4.21), the conductiogedinside the contact hole locations are etched

during the graphene active area definition stegchreme (1) (Fig. 4.22).

metal contact plug

2000

Figure 4.21

ooong

Figure 4.22 Current density profile of a novel contact scheevith both the edge
and out-of-plane conductiopdedge< Pc-pland-
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Based on the ITRS contact size and overlay vahmsl contact holes have been designed
(Fig. 4.23) and analyzed assuming differ@ggiand oc-edge ratios. The computeR; has revealed
an advantage over the baseline whenghmtio is as small as 20-40 (Fig. 4.24). Witp.aatio
of 100, the low resistant edge indeed conductsnijerity of the current (Fig. 4.25). Comparing
the in-plane current profiles, the current crowdisgnitigated in the novel scheme (Fig. 4.26)
compared with the baseline (Fig. 4.21). Besides,dffiects of lithographic misalignment with
the overlay in the«-direction have been evaluated showing ~10-20%eatiffluctuation (Figs.

4.27-4.28). There is no major impact from yheirection misalignment.

36 nm
ROZ0L00 26
,\_5. .::~.:_ —
36 nm | ) 26 nm |
f’fa‘} f_".?
"‘-ls\g_hn ¥ 3’*—*3_3*— {)_f: s 3 -0
32 nm Node 22 nm Node

Figure 4.23 Novel metal-to-graphene contact hole design @ar@émeters (the 32 nm
and 22 nm node examples are shown).
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Figure 4.24 The computedR:edge aNd Re-piane Of the novel contact scheme (I) to a
monolayer graphene for different. ratios. All the numbers are
normalized to the dashed line baseline scheme.
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Figure 4.25 The simulated current components through the nameeltacts to a
monolayer graphene. The “Case 1” & “Case 2" condgi are tabulated
and also for subsequent uses.
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Figure 4.26 Current conduction is preferentially through théges (more red). The
contact transfer lengthL{) is larger than the contact size so current
crowding is mitigated compared with the baseline.
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Figure 4.27 The simulated current components againskitigection misalignment. The
variation of the out-of-plane conduction is lessissive than the edge
counterpart.
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Figure 4.28 The impact of misalignment i-direction on the total current and the
percentage of current fluctuation.

Scheme (ll) is a self-aligned contact structuregggF#.29-4.30), which can be fabricated
using the barrier metal to form the inward spaaes&le the pre-metal dielectric (PMD) contact
hole (Fig. 4.31). This misalignment-free schemenptsr the overlay to scale below the ITRS
value and greatly improves the allowable curreid.(#.32). It is interesting to note that scheme
(I becomes inferior to (I) when the area diffezeroffsets the ratio (e.g. at ~7 nm with g
ratio of 100). Since the resultant contact hole sipuld be smaller than the ITRS value, one can

consider expanding the initial PMD contact holeesia ease the manufacturing challenge and

regain some performance (Fig. 4.33).
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metal contact plug

20301

s
g

Figure 4.29  Current density profile of the novel contactestie (11) with both the edge
and out-of-plane.
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Figure 4.30 Novel self-aligned contact hole design schere (I

Single layer graphene TiN/Ti
\
PMD Sioz\ PMD PMD
SiO, sub SiO, sub SiO, sub
(a) Graphene/PMD (b) Contact etching Spoacer metal

Metal/adhesion layer

PMD PMD PMD
SiO, sub SiO, sub SiO, sub
(d) Spacer etching (e) Graphene etching ) Métallization

Figure 4.31 The process flow to fabricate the novel selfgadid contact scheme (l11).
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performance with perhaps a slight density penalty.
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(i) Contacts to Graphene Interconnect Multilayer

The merit of the novel M/G contact scheme is furtkabstantiated with multilayer
graphene (MLG) interconnects as only the topmaarlaan make an out-of-plane contact while
each monolayer can only make an edge contact @-8yl). The same self-aligned contact
scheme to the metall (M1) MLG could in fact be deasly integrated with that of the M/G
device underneath with no extra steps (Fig. 4.38)ajor the contact (CT) metal plug
formation). The M1 MLG would thus only make edgendoctions to the CT metal plug (Fig.

4.36) with the same contact hole size (i.e. zeerlay) as the M/G device contact.

4-layer
graphene

Il | Metal
—

Figure 4.34 A general metal contact scheme to a 4-layertggae (4LG) interconnect
with a larger edge conduction area.
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Single layer graphene M1 MLG  ILD: interlayer dielectric TiN/Ti

(SLG) \ \ .
PMD SiO, | PMD
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(e) Graphene etching (f) CT metal/ILD1.2 (g) M2GVILD2.1 (h) Via #1

Via#1 metal plug

\ ILD2.2
\ 1

ILD 1.2
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(i) Spacer ()) M1 MLG etching (k)a/#1 metal/ILD2.2

Figure 4.35 A novel process flow to fabricate and integiakés device channel
with MLG interconnects.

CT metal
Active area plug

Figure 4.36 Connection between the device SLG to M1 MLG tigto the CT metal
plug.
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Via#1 metal plug

CT metal
Active area plug

Figure 4.37 Connection between the M1 MLG to M2 MLG through #ia #1 metal

plug.

Between the M2 MLG and M1 MLG connection, the sase#-aligned contact scheme

could be repeated again (Fig. 4.35(g)-(k) for tiee #1 metal plug formation). The M1 MLG

contact to via #1 will have a finite overlay (F&37) while the M2 MLG to via #1 will not (i.e.

the same as the M1 MLG to CT contact). With anteably chosen 4 layers of graphene (4LG),

only a very lowp, ratio of 2~10 is needed for the novel scheme tpertorm the out-of-plane

only baseline iR (Fig. 4.38). The simulated current as a functibrowerlay also suggests a

similar yet more pronounced phenomenon (Fig. 4.38g increase in current with a smaller

overlay is owing to a longer edge.

To summarize, we have proposed several novel Vb&igatible metal-graphene contact

schemes by harnessing the edge conduction to loargact resistance versus the out-of-plane

only conduction baseline. We have also suggesteid fdorication processes and examined the

performances and tradeoffs of these novel confacigraphitic device channel and interconnect
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applications. The lower edge contact resistivitd @nogressively larger edge area collectively

endorse an increasing usefulness of these noveirszh
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Figure 4.38 The computed:.eqge@NdR:.pianeOf the novel contact scheme (Il) from a

4L.G (Fig. 4.36) for a differend. ratios normalized to the baseline (Fig.
4.21).
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Figure 4.39 The simulated current components for a 4-layerlggap. The zero and

finite overlay respectively corresponds to the 6'™M1 (Fig. 4.36) and
M1-to-Via #1 (Fig. 4.37).
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4.4 Summary

In this chapter, we discuss the fabrication of blatteral and vertical 11I-V multigate
non-planar transistors. For lateral devices, weeltgv a stamping transfer technique to
fabrication a lateral GaAmultigate non-planar transistor. The design of sberce epitaxial
wafer, process flow of the stamping transfer teghej multigate channel layout pattern design,
etc., are presented. Based on our technology, larggys of aligned GaAs NWs can be
transferred to a specific location on another ngngi substrate using a VLSI cleanroom tool.
The position of transferred NWs can be well comghl The co-integration of GaAs and Si NWs
is demonstrated with close proximity and overlagusacy. The fabrication of the GaAs NW
transistor and the device characteristics are dsmmi The non-optimized S/D contact is
presumably to be the reason of the low drain caireour NW transistor. Further experimental
evidence is needed to clarify the issue.

For vertical devices, graphene is proposed to leel @ a gate electrode in a vertical
multigate structure due to its atomic thicknesspdyeelectrical conductivity and thermal
conductivity, etc. Graphene-highinterface has been studied as it is a critical comept in a
transistor. NQ functionalization technique results in a succdssfiuD dielectric coating on

graphene surface and typical graphene capacitanaeateristics are obtained, indicating a
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healthy graphene-dielectric interface. The coneioin of charged impurities in graphene has

been extracted. To further reduce the impuritiesctionalization process, ALD process and

graphene synthesis need to be further improvededar, a low contact resistance of a gate

metal contact is desirable so contact resistancgraphene-metal interface is studied. We

propose a novel contact scheme to utilize the luighductive graphene edge based on the

VLSI-compatible contact configuration. The overadintact resistance can be reduced at small

contact hole size due to the contribution of losistve graphene edge.
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Chapter 5

Conclusion

5.1 Summary

As the relentless scaling of conventional Si CM@8sistors continues, it becomes more
and more challenging to further increase devicgeddurrent and reduce leakage current and
power consumption. In order to overcome these rsgdimitations and performance tradeoffs,
alternative materials and novel transistor striefuneed to be employed. Advanced high
mobility channel materials, such as strained SGe$SiGe and IlI-V have been explored to
improve device drive current and overall perform@anélso, ultrathin body or multigate
non-planar structures are proposed to suppress &@@Emprove leakage current and power
consumption.

[1I-V multigate non-planar channel transistors haeerged as a promising contender in
the post-Si era due to its high carrier mobilityl @uperior electrostatic control of the non-planar
structure. Some of the main challenges of the ImMtigate non-planar channel transistor lie in

the lack of an accurate and time-efficient TCAD rmloth of the device, parasitics engineering
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and optimization, and fabrication technology wittvide-level co-integration capability.

First of all, a systematic methodology is developedcalibrate TCAD hydrodynamic
model against Monte Carlo (MC) simulation in theaguballistic regime. Through a
step-by-step selection of model parametgrs#, rn, f.™), good fits of botHpsVes andlpsVos
curves have been demonstrated. Further, it is datda to different device dimensions (both
channel length and body thickness). This methodofagilitates the extension of hydrodynamic
model simulations to the quasi-ballistic regimehwgatisfactory accuracy and time-efficiency.

Secondly, a GaAs accumulation mode vertical tramsi®r asymmetric S/D design and
optimization is presented. Various source side dradn side spacer thickness and underlap
length have been analyzed and optimized againdereift analog/RF metrics. Thicker
source/drain spacer is effective figrand faximprovement due to the reduction of parasitic
capacitance. Increased source side underlap improwgput resistance and gain through
relocating the virtual source point. Increased rdraide underlap improveg,a.x through a
parasitic capacitance reduction. These optimizatican be readily implemented through
asymmetric source/drain spacer/underlap desigrvertacal transistor structure.

In addition, both lateral and vertical IlI-V multte non-planar channel transistor
fabrication are explored. For the lateral devicgs, develop a VLSI compatible technique to

transfer large arrays of aligned GaAs NWs to aifipdocation on a receiving substrate using a
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VLSI cleanroom tool. The position of transferred N\8an be well controlled. The co-integration

of GaAs and Si NWs is demonstrated with close pnityi and overlay accuracy. Alternatively,

for the vertical device, the possibility of incorpting graphene as a gate electrode is explored.

Graphene-high= interface has been studied as it is a critical camept in a transistor. NO

functionalization technique results in a succesafuD dielectric coating on graphene surface.

The obtained graphene capacitance characterisiicgest a healthy graphene-dielectric interface.

Functionalization process, ALD process and graplsméhesis need to be further optimized to

further reduce the charged impurities in graph&esides, to lower the gate contact resistance in

graphene-metal interface, a novel contact schenmaposed to utilize the high conductive

graphene edge based on the VLSI-compatible contadtguration. At small contact hole size,

the overall contact resistance can be reduced auleet contribution of low resistive graphene

edge.

5.2 Contributions of This Work

The following summarizes the contributions of twisrk.

(1) Development of a systematic approach of hydnadyic model calibration on different

materials and at different device dimensions.
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(2) Study the parasitics optimization of an asymime$/D unerlap/spacer structure for

analog/RF applications.

(3) Demonstration of large arrays transfer of aigirGaAs nanowires on a Skooated

receiving substrate.

(4) Demonstration of co-integration capability oA nanowires with Si nanowires

through transfer and positioning technique usiMi-8I cleanroom tool.

(5) Demonstration of N@functionalization technique on graphene surface.

(6) Study of new graphene contact scheme usinghgregedge conduction.

5.3 Recommendations for Future Work

Besides the results presented in this work, we evbké to recommend future research in

the following areas.

(1) Hydrodynamic model calibration against experimeniia. Our systematic approach

should be applicable for experimentaV fitting. However, experimental mobility

curve, source/drain parasitic series resistanteifate states, etc., should be available

in order to calibrate the corresponding mobility dals or include the parasitic

resistance in TCAD before applying our methodol@mycurve fitting.
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(2) GaAs nanowire / metal contact issue. GaAs/metarfate is expected to cause the

low drain current in our GaAs nanowire transisto4e have verified from

two-terminal measurements that non-transferred GhAgs (e.g., on the source

epitaxial wafer) yield ~uA current level while otransferred NWs only deliver ~pA

current. We believe the passivation of GaAs surthaing the transfer process should

be crucial. Therefore, we recommend transfer thgs@d As layers on top and

bottom of GaAs nanowire concurrently with GaAs name to fully protect GaAs

surface. Re-design of the source epitaxial layereeded.
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