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Abstract
The changing interhemispheric temperature difference: mechanisms and impacts
by
Andrew Ronald Friedman
Doctor of Philosophy in Geography
University of California, Berkeley

Professor John C. H. Chiang, Chair

The surface temperature difference between the northern and southern hemispheres is
the simplest climate change indicator following global mean temperature, and reveals
unique information about the state of the global climate, in particular regarding tropical
atmospheric circulation and rainfall. This dissertation examines the historical behavior,
future projections, and tropical hydrologic impacts of this interhemispheric (north-south)
temperature difference.

Historically, most of the variability in the interhemispheric temperature difference is
from the northern hemisphere. Investigation of specific-forcing simulations shows that
globally uniform radiative forcing from well-mixed greenhouse gases causes asymmetric
northern warming due to the hemispheric land-ocean contrast and Arctic amplification.
However, sulfate aerosols, which were disproportionately emitted in the northern
hemisphere, caused cooling that masked the northern warming until the mid 1970s. Air
pollution regulations in North America and Europe combined with sustained emissions of
greenhouse gases have resulted in a positive trend in the interhemispheric temperature
difference in the past few decades.

Future simulations of phases 3 and 5 of the Coupled Model Intercomparison Project
(CMIP3 and CMIP5) project that this recent asymmetric northern hemispheric warming
will continue in the 215t century. The projected increase is well outside the range of
historical variability in both moderate and business-as-usual scenarios. There is also a
projected multimodel mean northward shift in the Hadley circulation and tropical rainfall,
though the multimodel spread is much larger than for temperature.

A prominent feature in the interhemispheric temperature record is an abrupt
decrease around 1970, which was most pronounced in sea surface temperature (SST).
Examination of the shift using surface and subsurface ocean datasets reveals that there
were pronounced cooling and freshening at depth in the subpolar North Atlantic north of
50°N, which coincided with opposing warming and salting in the western mid-latitude
North Atlantic between 35° and 45°N. These combined features cannot be completely
accounted for by atmospheric forcing alone. Rather, they point to a discrete subpolar North
Atlantic freshening known as the Great Salinity Anomaly and the corresponding weakening
of the North Atlantic thermohaline circulation as causes of the 1970 interhemispheric shift.

Spatially, the strongest surface temperature correlations with the interhemispheric
SST difference are found in the extratropical North Atlantic and southern hemisphere
oceans, which are key regions for the shift around 1970. Additionally, the correlations with



low-latitude rainfall and the flow of major rivers are examined. Positive rainfall
correlations are found in tropical North Africa, South and Southeast Asia; and negative
correlations are found in Australia, southern and eastern South America, and northern
Mexico. Among the rivers examined, the Niger, which flows through the Sahel, is most
strongly correlated with the interhemispheric SST difference. The Indus is also significantly
positively correlated, while the Mississippi and Parana are significantly negatively
correlated. Based on this assessment, these regions are likely to experience impacts in
response to future variations in the interhemispheric temperature difference from the
extratropical Atlantic and southern hemisphere oceans, such as from the meridional
overturning circulation or aerosol forcing.
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1. Introduction

Though it is often described in terms of a single variable, global climate change is
not spatially uniform across the earth’s surface. This dissertation examines one of the most
important spatial divisions: the temperature difference between the northern and southern
hemispheres.

1.1 Motivation and focus

There are two major reasons to focus on the interhemispheric temperature
difference: its importance for tropical atmospheric circulation and rainfall, and its use as an
indicator of for determining forcings and the transient climate response.

a. Tropical circulation and rainfall

The idea that tropical atmospheric overturning circulation is driven by the pole-
equator temperature difference goes back to 18t century scientist George Hadley (Webster
2005). However, as far as we are aware, the climatologist Hermann Flohn in the 1960s and
1970s was the first to explicitly suggest the importance of the temperature contrast
between the hemispheres — or hemispheric asymmetry — for determining the position of
the ‘meteorological equator’ and the Intertropical Convergence Zone (ITCZ) (Flohn 1981).

Observational studies since the 1980s have found linkages between the
interhemispheric temperature difference and tropical rainfall on multidecadal timescales.
Notably, Folland et al. (1986) first identified a global interhemispheric sea surface
temperature (SST) dipole pattern associated with the pronounced Sahel drought of the
1970s. Subsequent studies have connected the interhemispheric temperature (or SST)
difference and zonal mean tropical rainfall over land (C. Chung and Ramanathan 2007; Sun
et al. 2013). Paleoclimate evidence has revealed connections between the interhemispheric
temperature difference and the location of the ITCZ and strength of the monsoons in
glacial-interglacial transitions (Toggweiler and Lea 2010) and during the Holocene
(Marcott et al. 2013).

Several theoretical and modeling studies in the past decade have advanced an
energy flux framework for meridional shifts of tropical rainfall from the interhemispheric
temperature difference. According to this mechanism, the ascending branch of the Hadley
cell shifts meridionally into the anomalously warmer hemisphere to flux energy across the
equator and maintain energy balance in each hemisphere; this shifts the latitude of the
ITCZ and affects the strength of the monsoons. (Yoshimori and Broccoli 2008; S. M. Kang
2009; Frierson and Hwang 2012). This energetic framework has been used to attribute the
global southward shift in tropical rainfall in the second half of the 20t century (Hwang,
Frierson, and Kang 2013).

b. Use as indicator of forcings and transient sensitivity

Since the 1980s, modeling studies have explored the sensitivity of the
interhemispheric temperature difference to both greenhouse gas and aerosol forcing.



Simulations from the 1980s have found that the northern hemisphere has a larger
temperature response to uniform CO; due to its larger land fraction (Stouffer, Manabe, and
Bryan 1989). Conversely, it has been shown that sulfate aerosols have preferentially cooled
the northern hemisphere due to their industrial sources and short atmospheric lifetimes
(Kiehl and Briegleb 1993; Rotstayn and Lohmann 2002).

Based on these established relationships, changes in the observed interhemispheric
temperature difference have been used to infer the magnitude of aerosol radiative forcing
(Kaufmann and Stern 1997; Shindell and Faluvegi 2009). While these studies have been
promising, it has also been recognized that more accurate estimates of the contribution of
internal variability is required to constrain these parameters (Isaac Held 2012).

¢. Focus

The overall goal of this dissertation is to explain the historical behavior of the
interhemispheric temperature difference, and thus contribute to the motivating questions
of tropical rainfall impacts and radiative forcing attribution. Rainfall impacts are examined
directly in Chapter 2 and Chapter 4, but the main emphasis is on the temperature record
itself.

As the focus is on observations, the time period considered is from the late 19th
century to the present when gridded temperature data are available. The analysis of
gridded subsurface ocean data in Chapter 3 and land surface rainfall and river flow in
Chapter 4 are further limited from the second half of the 20t century to the present.

1.2 Structure

The broad structure of this dissertation is as follows. Chapter 2 provides an
overview of the interhemispheric temperature difference, discussing the overall historical
behavior, attribution to forcings, and impacts on tropical rainfall. The next two chapters are
more specific. Chapter 3 focuses on the mechanisms behind the abrupt shift around 1970,
which is a key feature in the interhemispheric temperature difference time series. Chapter
4 examines the impacts on low-latitude rainfall and river flow in observations from the
second half of the 20t and early 21st centuries.

Chapter 2 investigates the interhemispheric temperature difference in historical
observations and Coupled Model Intercomparison Project phases 3 and 5 (CMIP3 and
CMIP5) simulations. Observations of the interhemispheric temperature difference feature a
significant positive trend since around 1980. This increase is attributed to greenhouse gas
forcing, which causes hemispheric asymmetry due to amplified warming in the Arctic and
northern landmasses. CMIP5 specific-forcing simulations indicate that, before 1980, the
greenhouse-forced interhemispheric difference trend was primarily countered by
anthropogenic sulfate aerosols that caused northern hemisphere cooling. The
implementation of air pollution regulations in North America and Europe combined with
increased global emissions of greenhouse gases have resulted in the subsequent positive
trend.



Chapter 2 also examines 215t century climate simulations in CMIP3 and CMIP5. In
both ensembles, both moderate and business-as-usual scenarios project a continued
increase in the ITA, reaching well outside its 20t century range. This is mainly due to
continued greenhouse gas emissions, which accumulate in the atmosphere. Examination of
21st century business-as-usual CMIP5 simulations shows significant weakening of the
atmospheric meridional overturning circulation in the northern hemisphere, and a small
strengthening in the southern hemisphere; this Hadley cell asymmetry is in accordance
with the interhemispheric temperature asymmetry. Additionally, there is a projected
northward shift of tropical (combined land+ocean) rainfall in the multimodel ensemble
mean. However, the multimodel spread is large, and it is difficult to fully attribute this shift
to the north-south temperature difference considering the complexities of the rainfall
response to global warming.

The penultimate section of Chapter 2 discusses a rapid decrease in the
interhemispheric temperature difference from around 1968-1972, which projects most
strongly over the extratropical oceans and is not well-simulated by the CMIP historical
ensemble means. Chapter 3 focuses on this abrupt shift in the interhemispheric SST
difference timeseries, investigating both its timing and spatial pattern. Applying an
objective regime shift detection algorithm to the observational interhemispheric SST
timeseries from 1900-2013 finds that the shift was the most pronounced in the record. The
spatial SST regression map corresponding to the shift has largest amplitude in the subpolar
North Atlantic. Upper-ocean temperature, heat content, and salinity are also examined. The
regression maps reveal a coherent spatial dipole pattern of freshening and cooling in the
North Atlantic north of 50°N, and warming and salting in the western mid-latitude North
Atlantic offshore the U.S. east coast between 35° and 45°N. These features suggest that the
shift was associated with the late-1960s subpolar North Atlantic known as the Great
Salinity Anomaly, which disrupted northward Atlantic heat and salt transport.

Chapter 4 first compares two forms of the interhemispheric temperature
difference: the combined land+SST difference, and the SST-only difference. Both timeseries
are dominated by the abrupt drop around 1970 discussed in Chapter 3; as such, they are
most significantly correlated with surface temperatures over the extratropical North
Atlantic and southern hemisphere oceans. The main difference is that the combined
land+SST difference has increased much more rapidly since the end of the shift in the early
1970s.

Next, Chapter 4 focuses on the low-latitude hydrologic impacts of the
interhemispheric temperature difference indices. Correlations are examined for low-
latitude rainfall over land from 1948-2013, and river discharge of the largest rivers by
flow, from 1948-2004. Positive rainfall correlations are found in tropical North Africa,
South and Southeast Asia; while negative correlations are found in Australia, southern and
eastern South America, and northern Mexico. The Niger river, which flows through the
Sahel, has the largest correlation with the interhemispheric SST difference of any river
examined; the Indus is also significantly positively correlated. The Mississippi and the
Parana rivers are most significantly negatively correlated with the interhemispheric SST
difference. Chapter 4 concludes with a brief discussion of additional observational



questions, and likely future hydrologic impacts from variability of the interhemispheric
temperature difference.

Finally, Chapter 5 is an interdisciplinary collaborative study that examines how
maize farmers in the Mixteca Alta region of Oaxaca, Mexico, perceive and adapt to climate
changes. Farmers were interviewed about their cropping systems, their perceptions of
climate changes, and how they adapt to climate variability. They reported that their
cropping systems were changing for both climate-related and non-climate reasons: more
drought, later rainfall onset, decreased rural labor, and introduced labor-saving
technologies. Examination of climate data found that farmers’ climate narratives were
largely consistent with the observational record. In the last few decades there have been
increases in temperature and rainfall intensity, and an increase in rainfall seasonality that
may be perceived as later rainfall onset. From this analysis, farmers proposed strategies to
improve the ability of their agroecosystems to cope with climatic variability. While not
explicitly about the interhemispheric temperature difference, it illustrates a methodology
for how the impacts of climate change on agriculture can be studied at the community
scale.

1.3 Cross-chapter comparison

Different terminology is used for the interhemispheric temperature difference.
Chapter 2 uses Interhemispheric Temperature Asymmetry, which emphasizes the increased
northern hemisphere warming. This is the same as the combined land+SST difference in
Chapter 4. Chapter 3 only discusses the interhemispheric difference in SST.

There are some differences between the chapters in terms of the base period for
anomalies and months used for annual means. Anomalies in Chapter 2 are calculated
relative to 1891-1920; Chapter 3 and Chapter 4 use 1961-1990 as a base period. Annual
means are calculated from January-December in Chapter 2 and Chapter 3; Chapter 4 uses
the October-September annual mean, which is better suited to the hydrologic cycle.



2. Interhemispheric Temperature Asymmetry over the
Twentieth Century and in Future Projections

The majority of this chapter is from the following:

Friedman, Andrew R., Yen-Ting Hwang, John C. H. Chiang, Dargan M. W. Frierson,
2013: “Interhemispheric temperature asymmetry over the twentieth century and in
future projections.” Journal of Climate, 26, 5419-5433.
http://dx.doi.org/10.1175/]JCLI-D-12-00525.1

©American Meteorological Society. Used with permission.

2.1. Introduction

The thermal contrast between the Northern and Southern Hemispheres is an
emerging index of climate change. In paleoclimate, hemispheric cooling events may have
played important roles in abrupt climate changes during the last glacial period (Chiang
2009) and glacial-interglacial cycles (Toggweiler and Lea 2010). In the twentieth century,
hemispheric differences in sea surface temperature (SST) have been shown to be important
for tropical rainfall and the Hadley circulation and have been implicated in regional climate
changes such as the onset of the Sahel drought in the late 1960s (Folland, Palmer, and
Parker 1986) and the decrease in the South Asian monsoon in recent decades (C. E. Chung
and Ramanathan 2006; Bollasina, Ming, and Ramaswamy 2011). A review can be found in
Chiang and Friedman (2012).

Observational and modeling studies over the past few decades have found different
temperature responses to climatic forcings between the Northern Hemisphere (NH) and
Southern Hemisphere (SH). Early modeling experiments showed that greenhouse gas
(GHG) forcing resulted in greater NH warming because of the hemispheric asymmetry in
land distribution and Southern Ocean vertical mixing (Stouffer, Manabe, and Bryan 1989;
Manabe et al. 1991). On the other hand, sulfate aerosols are unevenly distributed in the NH,
causing greater NH cooling (Kiehl and Briegleb 1993; Santer et al. 1996; Kaufmann and
Stern 1997). Recently, Karoly and others studied simple indices, including the
interhemispheric temperature contrast, for detecting and attributing global climate
changes (Karoly and Braganza 2001; Braganza et al. 2004; Drost, Karoly, and Braganza
2012; Drost and Karoly 2012). These studies do not find robust significant trends in the
twentieth century (unlike their other indices), which they suggest is because of
compensating effects of GHGs and aerosols. However, they do find a significant increase in
future projections from a subset of phases 3 and 5 of the Coupled Model Intercomparison
Project (CMIP3 and CMIP5).

Our main purpose in this study is to explore the interhemispheric temperature
asymmetry (ITA) as an indicator of climate change. We continue from previous studies and
report on the behavior of the ITA in updated observational datasets and multimodel
simulations from CMIP3 and CMIP5. We investigate the causes of ITA changes by
examining CMIP5 simulations of specific natural and anthropogenic forcings and by
exploring the spatial pattern associated with the pronounced increasing ITA trend since the



1980s, which is projected to continue through the twenty-first century. Additionally, we
return to the motivating climate impacts, discussing some of the ways that the ITA may
explain historical and future responses of tropical circulation and precipitation. Finally, we
briefly address the abrupt ITA shift in the late 1960s.

2.2. Indices and datasets

a. ITA index

We define the ITA index as the difference between the hemispheric-mean surface air
temperatures, NH minus SH. The net hemispheric surface air temperature contrast has the
benefit of consistency, as observational estimates can be constructed extending back to the
late nineteenth century. Dynamically, there is a basis for comparing net hemispheric
temperatures (as opposed to only SSTs) in that both extratropical land and ocean
temperatures have been shown to influence tropical circulation and rainfall (Chiang and
Bitz 2005). We compute anomalies (AITA) relative to 1891-1920, similar to Drost et al.
(2012).

b. Datasets

We analyze hemispheric-average temperature anomalies from the Goddard Institute
for Space Studies (GISS) Surface Temperature Analysis (GISTEMP; Hansen et al. 2010),
which we also compare with those from the National Climatic Data Center (NCDC; Smith et
al. 2008), and the Hadley Centre/Climatic Research Unit, version 4 (HadCRUT4; Morice et
al. 2012). The datasets combine land surface air temperature with SST measurements to
represent surface air temperature anomalies. The SST anomalies are used as they have
been shown to closely approximate surface air temperature anomalies over large (ice free)
areas, and there are more consistent SST measurements than of marine air temperature
(Rayner et al. 2003). We also investigate hemispheric-average SST anomalies from the
National Oceanic and Atmospheric Administration (NOAA) extended reconstructed sea
surface temperature dataset, version 3b (ERSST.v3b; Smith and Reynolds 2004).

We investigate available multimodel near-surface air temperature tas output from
CMIP3 (Meehl et al. 2007) and CMIP5 (Taylor, Stouffer, and Meehl 2012). For the CMIP3,
we use the twentieth-century climate simulation (20c3m) and the Special Report on
Emissions Scenarios (SRES) A2 and B1; for the CMIP5, we use the historical simulation and
representative concentration pathway (RCP) scenarios 4.5 and 8.5. The B1 and A2 are
comparable in terms of net radiative forcing to the RCP4.5 and RCP8.5 scenarios,
respectively (van Vuuren et al. 2011). We additionally examine CMIP5 historical
simulations forced by specific agents: natural forcing, land-use change, well-mixed GHGs,
and anthropogenic aerosols. Table 2.1 summarizes the CMIP3 models and Table 2.2
summarizes the CMIP5 models used. We show the ITA time series for CMIP3 and CMIP5
but focus most of our analysis on CMIP5. We do not apply any additional masking of model
regions that are missing in the datasets, which we find has very little effect on the ITA
index.

In Section 2.5, we investigate precipitation pr and mean meridional mass
streamfunction from most of the CMIP5 historical and RCP8.5 simulations, which are also



shown in Table 2.2. The mean meridional mass streamfunction is calculated from
meridional wind v [e.g., Eq. (6.9) in Hartmann (1994)]. Streamfunction is shown in
Sverdrups (1 Sv = 10° m3 s-1); we use Sverdrups as a unit of mass transport (instead of the
typical water volume transport). All calculations use January-December annual-mean
values unless noted otherwise. For trend analysis, we use ordinary least squares regression
and Student's two-tailed t test for significance (Wilks 2006).

2.3. Results

a. Historical period: Observations and models

The GISTEMP hemispheric temperature anomalies are shown in Fig. 2.1a. Figure
2.1b plots AITA for GISTEMP along with the other observational indices, which are almost
identical. The GISTEMP AITA ranges between -0.39°C in 1972 and 0.41°C in 2010. We find
no meaningful linear trend over the entire record. There is a noticeable drop in the late
1960s (0.25°C difference between 1950-67 and 1971-80), followed by a positive trend
from 1981 to 2011 (0.17°C decade~1; p < 0.01). There are also significant positive trends for
each season: December-February, March-May, June-August, and September-November (p
<0.01).

The CMIP3 and CMIP5 ensemble mean and standard deviation of AITA are shown in
Figs. 2.1c and 2.1d, respectively, along with the GISTEMP AITA from Fig. 2.1b. The CMIP5
ensemble mean captures more of the observed multidecadal variability, with a correlation
of 0.56 with the 5-yr running-mean GISTEMP AITA (not shown) from 1880 to 1999,
compared with 0.33 for CMIP3. Both the CMIP3 and CMIP5 ensemble means have positive
trends since 1980; the CMIP5 trend is larger and more realistic [CMIP3: 0.08°C decade~!
from 1981 to 1999; CMIP5: 0.10°C (0.13°C) decade~! from 1981 to 1999 (1981 to 2004);
GISTEMP: 0.19°C decade-! from 1981 to 1999 and from 1981 to 2004; p < 0.01 for all
trends]; the CMIP5 trends are significant at all seasons (p < 0.01). Neither ensemble mean
captures the drop in the late 1960s.

b. Future projections

Figure 2.2 shows the future projected AITA. The striking feature of all future
scenarios is the pronounced AITA increase, exceeding well beyond the twentieth-century
range. The future AITA is apparently a continuation of the upward trend since 1980 (which
we discuss in Section 2.4). Within each CMIP, the scenario with the larger radiative forcing
has the larger increase. For the CMIP3, the mean 2080-99 AITA ranges from 0.23° to 1.30°C
(mean: 0.64°C) in the B1 scenario and from 0.61° to 1.87°C (mean: 1.15°C) in the A2
scenario. For the CMIP5, the 2080-99-mean AITA ranges from -0.87° (FIO-ESM is the only
model with a decrease) to 1.98°C (mean: 0.93°C) in RCP4.5 and from 0.01° to 2.96°C (mean:
1.63°C) in RCP8.5. The RCP8.5 ensemble-mean AITA projection is highly linear: the trend of
0.17°C decade-! explains 99.5% of the variance from 2006 to 2099.

2.4. Attribution of the ITA trend

Figure 2.3 shows the ensemble-mean AITA from the CMIP5 specific-forcing
simulations compared with observations. Neither natural forcings (Fig. 2.3a) nor land-use



change (Fig. 2.3b) affect long-term AITA departures over the historical period. In Fig. 2.3a,
we have marked major tropical volcanic eruptions following Fig. 9.5 in Hegerl et al. (2007),
which are largely followed by short-lived AITA decreases from the large-scale effects of
stratospheric sulfate aerosols. Anthropogenic aerosols (Fig. 2.3c) and GHGs (Fig. 2.3d)
force opposing AITA trends: aerosols disproportionately cool the NH, and GHGs
disproportionately warm it. The compensating effects of these forcings explain why AITA
remained relatively stable over much of the twentieth century, until around 1980. This is
similar to global temperature, in which anthropogenic aerosols are believed to have
masked GHGs over the middle of the twentieth century, though the global warming trend
resumed slightly earlier (Hegerl et al. 2007). The AITA from anthropogenic aerosols levels
off around 1970, when clean air laws took effect in much of Europe and North America,
similar to previous findings of tropical Atlantic interhemispheric SST asymmetry (Chang et
al. 2011). In contrast, the GHG-only AITA continues to increase along with GHG
accumulation in the atmosphere. Summing AITA from the anthropogenic aerosol and GHG-
only simulations (Fig. 2.3e) results in a positive AITA trend starting around 1980, which is
similar to the observational record.

A direct comparison between the global-mean temperature anomaly ATgo» and AITA
further highlights the origins and emergence of the AITA trend after 1980. Figure 2.4
shows AITA plotted against ATgob, for GISTEMP observations (Fig. 2.4a) and CMIP5
historical and specific-forcing simulations (Figs. 2.4b-f). For the observations (Fig. 2.4a),
the years before and after 1980 feature two modes of behavior. Until 1980, the relationship
between AITA and ATy is relatively weak (r = 0.29); however, from 1981 to 2011, AITA
and ATgob both feature positive anomalies and are much more strongly correlated (r =
0.84). Though the CMIP5 historical AITA and ATgob show much less overall scatter than the
observations, most likely caused by ensemble averaging (Hegerl et al. 2007), they similarly
feature positive anomalies and a much stronger correlation after 1980 (r = 0.46 vs. 0.96).
Though ATjg0n and AITA are positively correlated for the natural forcing (Fig. 2.4c) and
anthropogenic aerosol (Fig. 2.4f) simulations, these forcings do not produce the strong
positive anomalies of AITA and ATgob after 1980. Of the specific-forcing simulations, only
GHGs (Fig. 2.4e) simulate the combination of post-1980 positive anomalies and positive
correlation of AITA and ATgob. (The positive slopes in both Figs. 2.4c and 2.4e likely reflect
the disproportionate effects of global radiative forcing on the NH, which is discussed
below.) This comparison of the different forcing simulations thus suggests that GHGs have
been dominant for AITA since 1980. Beforehand, the weak relationship between ATgo and
AITA does not point to any specific forcing as the primary factor.

What spatial features account for the positive AITA trend in the last few decades
along with global-mean temperature? We focus on the period 1981-2011 in the
observations, with the trend line delineated in Fig. 2.5a. Figure 2.5b shows the regression
onto the 1981-2011 AITA trend line from Fig. 2.5a. This pattern of pronounced warming
over the continents and NH extratropics has been discussed in previous analyses of global
temperature change (Hansen et al. 2006; Trenberth et al. 2007), with eastern Pacific Ocean
cooling described as part of the interdecadal Pacific oscillation (Wang et al. 2012). Figure
2.5c delineates the 1981-2004 trend in the CMIP5 historical ensemble mean, and Fig. 2.5d
shows the regression slopes onto the trend line. The spatial pattern is similar to that of the
observations (minus the eastern Pacific Ocean cooling), with more distinct NH



extratropical and continental warming because of the ensemble averaging that filters out
each model's natural variability (Hegerl et al. 2007). The observational and model slopes
are strongly spatially correlated (r = 0.67). [The correlation with the 1981-2004 CMIP5
ensemble-mean trend is higher for the GISTEMP trend through 2011 than through 2004 (r
= 0.55), which suggests that the observational trend signal has become more significant
over the last decade.] The 1981-2011 GISTEMP regression slopes are also highly
correlated with the spatial regression slopes of AITA in future simulations (r = 0.64 for the
RCP8.5 2005-99 ensemble mean). The spatial regression map of the 2006-2099
multimodel mean CMIP5 8.5 surface temperature anomalies onto AITA is shown in Figure
2.5e.

The regression slopes of zonal-mean observational, CMIP5 historical, and RCP8.5
temperature anomalies, shown in Fig. 2.6a, have very similar latitudinal gradients, though
the mean warming differs among them. This hemispherically asymmetric zonal-mean
pattern, also similar to regressions onto global temperature trends (Xu and Ramanathan
2012), has long been studied as a robust feature of the transient climate change response
(Stouffer, Manabe, and Bryan 1989; Manabe et al. 1991). The prominent Arctic
amplification has been attributed to feedbacks from melting snow and sea ice, water vapor,
increasing clouds, and lapse rate changes (Bekryaev, Polyakov, and Alexeev 2010; Serreze
and Barry 2011; Hwang, Frierson, and Kay 2011). Outside the Arctic, the zonal-mean
pattern has largely been attributed to hemispheric differences in land and ocean, resulting
in less NH evaporation and heat uptake (Hegerl et al. 2007), as the land-ocean warming
contrast has been shown to be a robust feature of the global warming response (Lambert
and Chiang 2007). However, we find that there has also been an increase in
interhemispheric SST asymmetry over the last few decades [0.09°C decade-! (p < 0.01),
1981-2011; ERSST.v3b], which contributes to the AITA increase. The recent
interhemispheric SST asymmetry increase may have more than one cause. First, land and
ocean temperatures are correlated because of land-sea advection (Thompson et al. 2009).
Additionally, the warming minimum around 60°S has been attributed to heat uptake in the
Southern Ocean, which mixes heat downward (S. Xie et al. 2010). Ocean dynamical
variability may also play a role, which we discuss (for a different time period) in Section
2.6.

Figure 2.6b shows the relative contribution of three latitude zones to the AITA
trends. The AITA trend contribution is calculated as the interhemispheric temperature
asymmetry of the specific latitude band, multiplied by its surface area fraction. These zones
(0°-44°, 44°-64°, and 64°-90°) cover about 70%, 20%, and 10% of the globe, respectively.
To first order, these three latitude bands with very different areas have similar
contributions to the AITA trend, which illustrates that the high latitudes are proportionally
more important. However, it also puts the large Arctic warming in Fig. 2.6a into
perspective: with its limited area, the Arctic amplification alone does not explain the
majority of the AITA increase.

2.5. Impacts on tropical circulation and precipitation

Previous studies have found that increasing ITA causes weakening of the NH Hadley
cell, strengthening of the SH Hadley cell, and a northward shift of tropical precipitation



(Yoshimori and Broccoli 2008; S. Kang, Frierson, and Held 2009; Frierson and Hwang
2012). Our analysis of the CMIP5 ensemble-mean future projections largely agrees with
these prior findings.

First, we consider the Hadley circulation changes. Figures 2.7a and 2.7b show the
time series of NH and SH maximum meridional overturning mass streamfunction in the
historical and RCP8.5 simulations. Comparing these with Fig. 2.2, the increase of AITA in
the twenty-first century is accompanied by a significant weakening of the NH Hadley cell
and a small strengthening of the SH Hadley cell. Hemispheric differences can be explained
by the combination of the increased ITA and the overall weakening of tropical circulation
with global warming (M. Zhang and Song 2006; Vecchi and Soden 2007). In the NH, both
the increasing ITA and global warming weaken the circulation after around 1980, whereas
in the SH the increasing ITA compensates for global warming and results in a small
strengthening trend during this period. Figure 2.7c, the SH minus the NH maximum
streamfunction (Fig. 2.7a minus Fig. 2.7b), removes much of the tropical-mean signal and
thus more strongly shows the influence of the ITA on the Hadley circulation asymmetry.

Recent studies have also suggested that strengthening of the SH Hadley cell and
weakening of the NH Hadley cell should lead to a northward shift of the tropical rainbands
in the twenty-first century (S. Kang, Frierson, and Held 2009; Frierson and Hwang 2012).
However, this signal is difficult to separate from a precipitation intensification from global
warming (IM Held and Soden 2006), which would disproportionately increase NH tropical
rainfall since there is more tropical NH rainfall in the present-day climate (Chou, Tu, and
Tan 2007). We remove part of this effect by normalizing the precipitation changes by the
tropical-mean amount. We define the precipitation asymmetry index as precipitation from
the equator to 20°N minus precipitation from the equator to 20°S, normalized by tropical-
mean precipitation (20°S-20°N). Even with this normalization, however, defining a
precipitation index to represent the northward shift is challenging, as different GCMs
project different kinds of spatial patterns in precipitation changes that affect our tropical
precipitation asymmetry index. For example, some GCMs project a uniform northward shift
of the present-day precipitation pattern, whereas some project a tropical precipitation shift
toward the north without shifting the location of maximum precipitation.

Figure 2.7d shows the change in this tropical precipitation asymmetry index.
Qualitatively, it resembles the behavior of the historical and projected AITA in Fig. 2.2: a
relative lack of trend over the first half of the twentieth century and a northward trend
starting around 1980 and extending into the future. However, we note that the positive
trend in the precipitation asymmetry after 1980 appears to be smaller than expected from
increasing AITA alone. The northward shift does not become significant (compared with
the twentieth-century ensemble standard deviation) until 2040, whereas AITA is
anomalously positive from the beginning of the twenty-first century. We have also noticed
that some GCMs with a smaller increase of AITA actually project a relative decrease in the
SH minus NH Hadley circulation difference and a southward shift of tropical precipitation
(which can be inferred from the wide ensemble standard deviation shading in Figs. 2.7c
and 2.7d).

Though the association in the CMIP5 models is promising, there are additional
caveats to directly linking the ITA with the shifts in tropical precipitation. First, the marine
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ITCZ is more strictly dynamically tied to the tropical SST asymmetry (Lindzen and Nigam
1987), so latitudes closer to the equator may have a larger effect on tropical rainfall for a
given change in AITA. Precipitation variability in CMIP5 models has recently been
attributed to SST change disparities among models (Ma and Xie 2013). For example, SST
warming at the equator (which may be caused by, e.g., a weaker Walker circulation) does
not contribute to the ITA index; however, it is expected to cause a southward ITCZ shift
(Vecchi et al. 2006; Seager and Naik 2012). Furthermore, from an energy flux perspective,
an increasing ITA may not necessarily lead to southward cross-equatorial atmospheric heat
transport and a northward ITCZ shift; the ITCZ can actually shift away from the warmed
hemisphere when enhanced GHG warming leads to increased outgoing radiation (Frierson
and Hwang 2012; Zelinka and Hartmann 2012). Thus, we caution against applying a
simplistic association between future ITA changes and tropical rainfall asymmetry. Another
hemispherically asymmetric process we have yet to consider for both circulation and
rainfall is Antarctic stratospheric ozone depletion. Twenty-first-century ozone recovery is
projected to strengthen the SH summer Hadley cell and contract the subtropical dry zones,
opposing greenhouse forcing (Polvani, Previdi, and Deser 2011).

2.6. Late-1960s ITA shift

Finally, we consider the abrupt ITA shift in the late 1960s. The rapid time scale and
the spatial pattern associated with the late-1960s ITA drop suggest different processes
than those contributing to the ITA increase of the last few decades. Figure 2.8a shows the
GISTEMP AITA, with a linear fit connecting the means of 1950-67 and 1971-80. Figure
2.8b shows the regression slopes of GISTEMP anomalies onto this linear fit of the drop. The
slopes are characterized by extratropical SST cooling in the NH and warming in the SH,
with the largest magnitude slopes corresponding to cooling in the North Atlantic.
Additionally, there is warming in the southern Atlantic and Indian Oceans and also cooling
in the North Pacific. Comparison with Fig. 2.5b shows that this spatial pattern is quite
distinct from that of the increasing ITA trend since 1980, which is driven by
hemispherically asymmetric warming in the Arctic and northern landmasses. Figure 2.8c,
the zonal-mean regression slopes onto the linear fit of the drop, shows values of opposite
sign and similar magnitude that are strongest in the mid latitudes of both hemispheres.
This zonal-mean mid-latitude dipole can be contrasted with the zonal-mean trends in Fig.
2.6a, which are positive in both hemispheres and feature strong Arctic amplification.

What caused the abrupt shift? Baines and Folland (2007) speculate that either
global ocean meridional overturning circulation (MOC) or an increase in anthropogenic
sulfate aerosols was responsible. Investigating unsmoothed monthly data, Thompson et al.
(2010) argue that the rapid time scale of the interhemispheric SST shift points to an abrupt
change in ocean circulation centered in the dynamically active North Atlantic. They suggest
that the source was a rapid freshening in the northern North Atlantic, previously identified
as the “Great Salinity Anomaly” from the late 1960s through early 1970s (Dickson et al.
1988; R. Zhang and Vallis 2006). Dima and Lohmann (2010) describe an interhemispheric
mode of SST variability with a large amplitude in the North Atlantic that underwent a shift
around 1970. They ascribe this mode to the Atlantic MOC response to freshwater forcing,
triggered by the great salinity anomaly. A recent attribution study of North Atlantic SSTs
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also points to internal ocean variability as primarily responsible for the late-1960s cooling
event that contributed to the interhemispheric SST difference (Terray 2012).

As shown in Figs. 2.1c and 2.1d, the CMIP historical ensemble means do not
simulate the observational ITA shift in the late 1960s, suggesting that the observed drop is
caused by internal variability. However, some individual CMIP5 realizations do produce a
realistic ITA shift during this period (not shown), which leaves open some questions about
the extent to which it was externally forced. The impacts of the late-1960s ITA shift on
tropical circulation and precipitation also remain a topic of investigation. Concurrent
changes have been identified in several atmospheric circulation indices in the late 1960s,
correlated with the interhemispheric SST shift (Baines and Folland 2007; Mantsis and
Clement 2009). There was also a coordinated weakening of the West African and Asian
monsoons around this time, which has been linked the decrease in North Atlantic SST (Liu
and Chiang 2012).

2.7. Conclusions

In this study, we have presented the interhemispheric temperature asymmetry as
an index of climate change. In addition to being conceptually simple and available from
observations prior to the satellite record, we argue that it can provide insight into climate
change forcings and also point to changes in tropical circulation and precipitation.

Our major findings about the ITA are as follows: The observed ITA did not exhibit a
significant trend over most of the twentieth century; however, it began a pronounced
upward trend (north warming faster than south) around 1980, which the CMIP5
simulations reproduce more strongly. Our analysis of the CMIP5 specific-forcing
simulations suggests that the effects of GHGs and aerosols on the ITA largely compensated
for each other until around 1980, when steadily accumulating GHGs overtook aerosols that
had leveled off from pollution regulations. The upward trend continues in the twenty-first-
century projection simulations we examined. Spatial regressions show that the positive ITA
trend of the last few decades is primarily driven by disproportionate warming in the Arctic
and NH landmasses, which was previously shown to be a hemispherically asymmetric
response pattern to global climate forcing.

The CMIP5 simulations indicate that the atmospheric circulation will respond to the
increased ITA via a strengthening of the southern Hadley cell and a weakening of the
northern Hadley cell, a result that is not predicted from the dynamical response to global
warming alone. Our analysis suggests that this will be accompanied by a northward shift in
tropical precipitation, though there are difficulties distinguishing this response from other
components of the hydrological response to global warming. Another caveat is that tropical
circulation and rainfall may also have hemispherically asymmetric responses to projected
0zone recovery.

We ended with a short discussion of the late-1960s abrupt ITA decrease. Unlike the
response to GHGs, which is characterized by hemispherically asymmetric warming with
polar amplification, the late-1960s ITA shift is characterized by a mid-latitude SST dipole.
We presented evidence that the abrupt decrease was driven by a sudden change in the
ocean meridional overturning circulation centered in the North Atlantic; though intriguing,
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the mechanisms remain to be worked out. Future steps in pursuing this problem include
investigating the high-resolution ITA time series to follow the propagation of temperature
anomalies and studying the behavior of individual models that do simulate a realistic ITA
shift. The impacts of the late-1960s abrupt ITA shift on the Hadley cell and tropical rainfall
will also be a focus of future studies.
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2.9. Tables and figures

Model Scenario
Institute Expansion (acronym) 20c3m SRES A2 SRES Bl
Bjerknes Centre for Climate Research (BCCR) BCCR Bergen Climate Model, version 2.0 X X X
(BCCR-BCM2.0)
National Center for Atmospheric Research (NCAR)  Community Climate System Model, X X X
version 3.0 (CCSM3.0)
Canadian Centre for Climate Modelling and Analysis Coupled Global Climate Model, version 3.1 X X X
(CCCma) (T47) [CGCM3.1(T47)]
CCCma Coupled Global Climate Model, version 3.1 X X
(T63) [CGCM3.1(T63)]
Centre National de Recherches Météorologiques CNRM Coupled Global Climate Model, X X X
(CNRM) version 3 (CNRM-CM3)
Commonwealth Scientific and Industrial Research CSIRO Mark, version 3.0 (CSIRO Mk3.0) X X X
Organisation (CSIRO)
CSIRO CSIRO Mark, version 3.5 (CSIRO MKk3.5) X X X
Istituto Nazionale di Geofisica ¢ Vulcanologia ECHAM4 (ECHAM4) X X
Max Planck Institute (MPI) for Meteorology ECHAMS/MPI Ocean Model X X X
(ECHAMS/MPI-OM)
Meteorological Institute of the University of Bonn,  ECHAM and the global Hamburg Ocean X X X
Meteorological Research Institute of the Korean Primitive Equation (ECHO-G)
Meteorological Administration, and Model and
Data Group
NOAA Geophysical Fluid Dynamics Laboratory GFDL Climate Model, version 2.0 X X X
(GFDL) (GFDL CM2.0)
NOAA GFDL GFDL Climate Model, version 2.1 X X X
(GFDL CM2.1)
National Aeronautics and Space Administration GISS, Atmosphere-Ocean Model X X
(NASA) GISS (GISS-AOM)
NASA GISS GISS Model E, coupled with the HYCOM X
ocean model (GISS-EH)
NASA GISS GISS Model E-R (GISS-ER) X X X
Hadley Centre/Met Office Hadley Centre Coupled Model, version 3 X X X
(HadCM3)
Hadley Centre/Met Office Hadley Centre Global Environmental Model, X X
version 1 (HadGEM1)
Institute for Numerical Mathematics (INM) INM Coupled Model, version 3.0 (INM-CM3.0) X X X
L’Institut Pierre-Simon Laplace (IPSL) IPSL Coupled Model, version 4 (IPSL-CM4) X X X
Center for Climate System Research (The University Model for Interdisciplinary Research on X X
of Tokyo), National Institute for Environmental Climate, version 3.2 (high resolution)
Studies, and Frontier Research Center for Global [MIROCS3.2(hires)]
Change
Center for Climate System Research (The University Model for Interdisciplinary Research on X X X
of Tokyo), National Institute for Environmental Climate, version 3.2 (medium resolution)
Studies, and Frontier Research Center for Global [MIROC3.2(medres)]
Change
Meteorological Research Institute (MRI) MRI Coupled Atmosphere-Ocean General X X X
Circulation Model, version 2.3.2
(MRI-CGCM2.3.2)
NCAR Parallel Climate Model (PCM) X X X

Table 2.1. List of CMIP3 models and respective scenarios used for the analysis. In this
table, “X” denotes availability of the scenarios. One ensemble member from each scenario is
used.



Model

tas

v+ pr

Institute

Expansion (acronym)

H RCP45 RCP8S Nat GHG

AA LU H + RCP8.5

CSIRO and Bureau of Meteorology, Australia
CSIRO and Bureau of Meteorology, Australia

Baijing Climate Center (BCC), China
Meteorological Administration

College of Global Change and Earth System
Science, Beijing Normal University (BNU)

CCCma

NCAR

Community Earth System Model Contributors

Community Earth System Model Contributors

Community Earth System Model Contributors

Community Earth System Model Contributors

Euro-Mediterrancan Centre on Climate Change
(CMCC)

CNRM/Centre Européen de Recherche et de
Formation Avancée en Caleul Scientifique

CSIRO in collaboration with Queensland
Climate Change Centre of Excellence

EC-Earth Consortium

State Key Labx y of N '3
for A pheric Scie and Geophysical

1 Modeli

Australian Community Climate and Earth-System Simulator,
version 1.0 (ACCESS1.0)

Australian Community Climate and Earth-System Simulator,
version 1.3 (ACCESS1.3)

BCC, Climate System Model, version 1.1 (BCC-CSML.1)

BNU—Earth System Model (BNU-ESM)

Second Generation Canadian Earth System Model (CanESM2)

Community Climate System Model, version 4.0 (CCSM4.0)

Community Earth System Model, version 1.0-Biogeochemistry
(CESM1-BGC)

Community Earth System Model, version 1.0-Community
Atmosphere Model, version 5.0 (CESM1-CAMS)

Community Earth System Model, version 1.0-Community
Atmosphere Model, version 5.1-Fmite Volume 2°
[CESM1-CAMS.1 (FV2)]

Community Earth System Model, version 1.0-Whole Atmosphere
Community Climate Model (CESMI-WACOM)

CMCC Climate Model (CMCC-CM)

CNRM Coupled Global Qimate Model, version 5 (CNRM-CMS)
CSIRO Mark, version 3.6.0 (CSIRO Mk3.6.0)

EC-EARTH
Flexible Global Ocean-Atmosphere-Land System Model

Fluid Dynamics (LASG), Institute of
Atmospheric Physics, Chinese Academy of
Sciences and Center for Earth System
Science, Tsinghua University

LASG, Institute of Atmospheric Physics,
Chinese Academy of Sciences

The First Institute of Occanography
(F10), State Oceanic Administration

NOAA GFDL

NOAA GFDL

NOAA GFDL
NASA GISS

NASA GISS

National Institute of M logical
Rescarch/Korea Meteorological Administration

Hadley Centre/Met Office

Hadley Centre/Met Office

Hadley Centre/Met Office

INM
1PSL

IPSL
IPSL

Japan Agency for Marine-Earth Science and
Technology, Atmosphere and Ocean
Research Institute (The University of Tokyo),
and National | for Envi |
Studies

Japan Agency for Marine-Earth Science and
Technology, A here and Ocean R h
Institute (The University of Tokyo),
and National
Institute for Environmental Studies

Japan Agency for Marine-Earth Science and
Technology, Atmesphere and Ocean R h
Institute (The University of Tokyo), and
N 11 for E | Studies

MPI for Meteorology

MPI for Meteorology

MPI for Meteorology

MRI

Norwegian Climate Centre

gridpoint, version 2.0 (FGOALS-g2.0)

Flexible Global Ocean-Atmosphere-Land System Model
gridpoint, second spectral version (FGOALS-s2)
FIO Earth System Model (FIO-ESM)

GFDL Qimate Model, version 3 (GFDL CM3)
GFDL Earth System Model with GOLD ocean component
(GFDL ESM2G)

GFDL Earth System Model with MOM4 ocean component
(GFDL ESM2M)

GISS Model E, coupled with the HYCOM ocean model
(GISS-E2H)

GISS Model E, coupled with the Russell ocean model (GISS-E2-R)

Hadley Centre Global Environmental Model, version 2,
Atmosphere and Ocean (HadGEM2-A0)

Hadley Centre Coupled Model, version 3 (HadCM3)

Hadley Centre Global Environmental Model, version 2, Carbon
Cycle (HadGEM2-CC)

Hadley Centre Global Environmental Model, version 2, Earth
System (HadGEM2-ES)

INM Coupled Model, version 4.0 (INM-CM4)

IPSL Coupled Model, version 5, coupled with NEMO, low
resolution (IPSL-CMSA-LR)

IPSL Coupled Model, version 5, coupled with NEMO, mid
resolution (IPSL-CM5A-MR)

IPSL Coupled Model, version 5(B), coupled with NEMO, low
resolution (IPSL-CMSB-LR)

Model for Interdisciplinary Rescarch on Climate, version 5
(MIROCS)

Model for Interdisciplinary Research on Climate, Earth System
Model (MIROC-ESM)

Model for Interdisciplinary Rescarch on Climate, Earth System
Model, Chemistry Coupled (MIROC-ESM-CHEM)

MPI Earth System Model, low resolution (MPI-ESM-LR)
MPI Earth System Model, medium resolution (MPI-ESM-MR)
MPI Earth System Model, paleo (MPI-ESM-P)
MRI Coupled Atmosphere-Ocean General Circulation
Model, version 3 (MRI-CGCM3)
Norwegian Earth System Model, version 1, medium
resolution (NorESM1-M)

1 1 1

1 1 1

1 1 1 5 5
1 1

1 1 1

1 1 1

1

1 1 1

1 1 1

1 1 1

1 1 1

1 1 1

1 1

1 1 1

1 1 1

1 1 1 3 3

Table 2.2. List of CMIP5 models and respective scenarios used for the analysis. The
number of realizations investigated for each scenario is indicated for each scenario: H =
historical, Nat = natural, GHG = well-mixed greenhouse gases, AA = anthropogenic aerosols,
and LU = land-use change. All but the last column refer to near-surface air temperature tas.
The last column indicates the models used in our analysis of meridional wind v and
precipitation pr in the historical and RCP8.5 scenarios.
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Figure 2.1. (a) GISTEMP temperature anomalies for NH (red) and SH (blue). (b) GISTEMP

(green), NCDC (gray), and HadCRUT4 (blue) AITA. (c) CMIP3 20c3m AITA. (d) CMIP5
historical AITA. In (c),(d), the black solid line is the ensemble mean, the gray shading
indicates * one ensemble standard deviation, and the green line shows GISTEMP AITA from

(b).
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Figure 2.2. Twentieth- and twenty-first-century projected AITA. GISTEMP and twentieth-
century scenarios are as in Fig. 2.1. (a) CMIP3 SRES B1 (blue) and SRES A2 (red). (b)
CMIP5 RCP4.5 (blue) and RCP8.5 (red). Solid lines indicate the ensemble mean, and
shading indicates * one ensemble standard deviation.



a. Natural forcing

ensemble mean GISTEMP

b. Land-use change

ensemble mean GISTEMP

c. Anthropogenic aerosols

ensemble mean —— GISTEMP
O OWW
-1 -
d. GHGs

ensemble mean GISTEMP
© 0 VWV“’WWV

e. Anthropogenic aerosols + GHGs
ensemble mean GISTEMP

QOMWWW

1

1 9I00 19I50 20l00
Figure 2.3. CMIP5 twentieth-century specific-forcing AITA. The black line shows the

ensemble mean, and the gray line shows the observational AITA as in Figs. 2.1 and 2.2.

Shading indicates + one ensemble standard deviation of the models indicated in Table 2.2.

(a) Natural forcing, with major volcanic eruptions indicated: Krakatoa (1883), Santa Maria
(1902), Colima (1913), Agung (1963), El Chichdn (1982), and Pinatubo (1991). (b) Land-
use change. (c) Anthropogenic aerosols. (d) GHGs. (e) Sum of anthropogenic aerosols and
GHGs. The ensemble standard deviation for (e) is constructed by summing the ensemble
standard deviation of (c) and (d) in quadrature.
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Figure 2.4. AITA vs. ATgob for (a) observations and (b)-(f) CMIP5 ensemble means. Each
point represents one year. (a) GISTEMP. (b) Historical (all forcings). (c) Natural forcing. (d)
Land-use change. (e) GHGs. (f) Anthropogenic aerosols. Years before (since) 1981 are
shaded light (dark) gray. GISTEMP is from 1880 to 2011, and CMIP5 is from 1880 to 2004.
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Figure 2.5. (a) GISTEMP AITA with 1981-2011 linear trend indicated. (b) Regression of
GISTEMP temperatures onto the 1981-2011 AITA trend (°C °C-1 of AITA trend), plotted
where p < 0.05. (c) CMIP5 historical ensemble-mean AITA with 1981-2004 linear trend
indicated. (d) Regression of CMIP5 historical ensemble-mean surface temperatures onto
the 1981-2004 AITA trend (°C °C-1 of AITA trend), plotted where p < 0.05. (e) Regression of
CMIP5 RCP 8.5 ensemble-mean surface temperatures onto 2006-2099 AITA (°C °C-1t of
AITA).
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Figure 2.6. (a) Regression of zonal-mean temperatures onto the AITA linear trend (°C °C-1
of AITA trend) for GISTEMP (1981-2011), CMIP5 historical ensemble mean (1981-2004),
and CMIP5 RCP8.5 ensemble mean (2006-99). The x axis is linear in sine of latitude so that
spacing corresponds to surface area. Positive (negative) latitude values indicate degrees
north (south). (b) Contribution to AITA trend by latitude zone (°C decade-1) for GISTEMP
(1981-2011), CMIP5 historical ensemble mean (1981-2004), and RCP8.5 ensemble mean
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Figure 2.7. Mean meridional overturning mass streamfunction maximum anomalies for (a)

NH, (b) SH, and (c) SH minus NH. (d) Tropical precipitation hemispheric asymmetry index
[(0°-20°N) - (0°-20°S)]/(20°S-20°N) as a percentage of the 1891-1920 mean. The black
line shows the ensemble mean and shading indicates + one ensemble standard deviation of
CMIPS5 historical (1880-2004) and RCP8.5 (2005-99) simulations indicated in Table 2.2.
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Figure 2.8. (a) GISTEMP AITA with a linear fit of the late-1960s AITA drop constructed by

linearly interpolating between the means of 1950-67 and 1971-80, similar to the
interhemispheric SST difference fit in Thompson et al. (2010). (b) Regression of GISTEMP
temperatures onto the linear fit of late-1960s AITA drop (°C °C-1 of AITA drop), plotted
where p < 0.05. (c) Regression of GISTEMP zonal-mean temperatures onto the linear fit of
late-1960s drop (°C °C-1 of AITA drop). The x axis in (c) is linear in sine of latitude so that

spacing corresponds to surface area.
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3. Great Salinity Anomaly linked to interhemispheric
SST shift around 1970

3.1. Introduction

The global north-south interhemispheric sea surface temperature (SST) difference
is an important climate index that has profound impacts on tropical atmospheric
circulation and rainfall (Chiang and Friedman 2012). One of the most visually striking
features of the interhemispheric SST record is a north-south decrease around 1970
(Thompson et al. 2010), shown in the top 2 rows of Figure 3.1. This interhemispheric SST
shift has been linked to abrupt changes in the tropical atmospheric overturning circulation
(Baines and Folland 2007), and stark declines in monsoon rainfall over the Sahel, India, and
north China (Liu and Chiang 2012).

The nature and cause of the shift remain unresolved. The shift has been
hypothesized to be from a discrete internally-generated ocean event (Thompson et al.
2010). Alternatively, it has been described not as a shift but as a non-linear trend due to
gradual cooling from sulfate aerosols (Wilcox, Highwood, and Dunstone 2013).

Compared with surface and atmospheric variables, the subsurface ocean changes
associated with the interhemispheric SST shift have not been sufficiently examined. In this
study, we investigate the corresponding changes in upper-ocean temperature, ocean heat
content (OHC), and salinity. Our goal is to complement studies of the surface and paint a
more comprehensive picture of the shift. Additionally, we revisit the interhemispheric SST
time series in attempt to quantify the shift more formally.

The chapter proceeds as follows. Data and methods are outlined in Section 3.2. In
Section 3.3, we identify the SST shift in updated datasets using a regime shift detection
method. In Section 3.4, we examine changes in different upper-ocean fields associated
with the shift. Finally, we discuss in Section 3.5 how these features of the shift provide
insight into its origins.

3.2. Data and methods

We examine hemispheric averages of the Met Office Hadley Center’s SST dataset
(HadSST3) (Kennedy et al. 2011a; Kennedy et al. 2011b) and the National Climatic Data
Center’s Extended Reconstructed SST product (ERSSTv3b) (T. M. Smith and Reynolds
2004; Vose et al. 2012). We also examine gridded HadSST3 and ERSSTv3b data. The
median realization of HadSST3 is used. Annual means are calculated from the monthly SST
data. For HadSST3, which is uninterpolated, we calculate the annual mean from the non-
missing months; years without any monthly values are considered missing. We regrid the
2°x2° ERSSTv3b dataset to a 5°x5° grid by first splitting it into 1°x1° gridboxes and then
box-averaging to 5°x5°.

We also examine several gridded upper-ocean datasets. We investigate single-level
integrated products: annual mean 0-700m OHC from the National Oceanic Data Center
(NODC) (Levitus et al. 2012) and the Japan Meteorological Agency (JMA) (Ishii and Kimoto
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2009), and NODC 0-700m vertically-averaged pentadal salinity (Boyer et al. 2005). We
express OHC in units of 10° ] m-2, and salinity on the practical salinity scale (PSS).
Additionally, we investigate NODC annual mean temperature (Levitus et al. 2012) and
pentadal salinity (Boyer et al. 2005) at 16 standard depth levels in the upper 700m of the
ocean. The NODC data are available from 1955, and the JMA data from 1950. The salinity
pentad year corresponds to its midpoint (e.g. 2011 for the 2009-2013 pentad). All the data
are box-averaged from 1°x1° to 5°x5°.

The interhemispheric SST shift is formally identified using the regime shift detection
algorithm described in Rodionov (2004) and Rodionov and Overland (2005), applied from
1900-2013. The algorithm sequentially applies a t-test to the difference between two
adjacent segments of length L. A regime shift is identified when a point and the subsequent
L-point mean differ from the previous L-point mean at significance level p. The regime shift
index (RSI) is defined at this change point as the cumulative sum of the normalized
deviations in the second segment from the minimum value that is significantly different
from the first mean. The results shown use the parameters p=0.01 and cutoff length L of 10
years. Changing L or p or using annual instead of monthly data do not substantially change
the RSI timing for the interhemispheric shift in either direction.

To examine the ocean patterns corresponding to the interhemispheric SST shift, we
regress gridded datasets onto a linear fit of the shift, similar to Thompson et al. (2010). We
construct the linear approximations of the interhemispheric SST by applying least-squares
linear regression to obtain a best fit over the five-year interval from July 1967 to June 1972,
chosen to encompass the start and end points identified by the forward and reverse RSI.
Defined over this interval, the magnitude of the shift is 0.45°C for HadSST3 and 0.43°C for
ERSSTv3b. The end values are extended 12 years backward and forward, from 1955 to
1984. This period was chosen to include all of the subsurface data, and to highlight the shift
at a timescale between interannual variability and long-term trends. The fits are shown as
the red lines in Figure 3.1.

We remove annual mean global average SST, 0-700m vertically-averaged
temperature, and 0-700m OHC respectively prior to regressing in order to focus on
hemispherically asymmetric changes. For the pentadal NODC salinity data, we regress onto
a pentadal mean of the linear fit. For the spatial plots, we multiply the slopes by the
magnitude of the linear fit so that they directly correspond to the change over the
interhemispheric SST shift and are in the same units as the original data. Positive slopes
correspond to cooling and freshening during the shift, and vice versa. Slopes are plotted
where p<0.05, calculated using a two-tailed t-test. All maps (except HadSST3 in Figure
3.2a) are shown for the ERSSTv3b linear fit, as the HadSST3 fit is nearly identical.

Ocean basins are defined using boundaries from the World Ocean Atlas (Locarnini
et al. 2010); our North Atlantic domain used for spatial correlation does not include the
North Sea east of 0°E or the Mediterranean Sea. Spatial correlations are calculated with
gridpoints weighted by the cosine of latitude, and after removing missing data. All data are
expressed as anomalies from 1961-1990.
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3.3. Regime shift identification and spatial SST structure of the shift

The bottom 2 rows of Figure 3.1 show the results of the regime shift detection
algorithm applied to the interhemispheric SST timeseries. We find that the regime shift
detection algorithm identifies the shift around 1970 as the most pronounced change in the
record. For both datasets, the largest magnitude RSI occurs during 1968 in the forward
direction and 1971 in the reverse direction. This suggests that the 1970 shift was a discrete
feature that both began and ended abruptly.

Figures 3.2a and 3.2b show the SST changes associated with the interhemispheric
shift, formed by regressing the annual gridded SST data onto the red linear fits in Figure
3.1. The resulting spatial structure features an interhemispheric dipole with the largest
magnitudes in the extratropics. The most pronounced region of cooling is the subpolar
North Atlantic north of 50°N, as noted in Thompson et al. (2010). We also observe that both
datasets have a small region of warming in the western mid-latitude North Atlantic just
offshore the U.S. east coast.

Focusing on the region of largest slope, Figure 3.2c shows the timeseries of
subpolar North Atlantic minus global average SST. In both datasets, this region experiences
a pronounced drop coincident with the interhemispheric SST shift.

3.4. Upper-ocean features of the SST shift

Figures 3.3a and 3.3b show the spatial pattern of the changes in NODC and JMA 0-
700m OHC associated with the interhemispheric SST shift. Compared with the broadly
interhemispheric SST dipole, the spatial structure of the OHC changes is much more
pronounced in the North Atlantic relative to the other basins. In both datasets, OHC
decreases across the subpolar North Atlantic north of 50°N, extending southward along the
west coast of Europe to the mid-latitude eastern North Atlantic. Additionally, OHC
prominently increases in the western mid-latitude North Atlantic offshore the U.S. east
coast between 35° 45°N, extending eastward to around 45°W. These two regions are
outlined in the boxes on the maps.

The spatial pattern of the changes of 0-700m vertically-averaged salinity is shown in
Figure 3.3c. It features a striking resemblance to the 0-700m OHC maps in the North
Atlantic, and is highly spatially correlated (NODC OHC: r=0.66; JMA OHC: r=0.72).
Coincident with decreased OHC, salinity decreases in the subpolar North Atlantic and to a
lesser extent in the mid-latitude eastern North Atlantic. Likewise, salinity increases in the
same region as OHC in the mid-latitude western North Atlantic offshore the U.S. east coast.

Figure 3.3d shows the timeseries of the differences between the subpolar and mid-
latitude western North Atlantic regions for 0-700m OHC and vertically-averaged salinity.
The differences in both OHC and salinity reach their maximum values just prior to the
interhemispheric SST shift, drop sharply over the shift, and remain relatively stable in the
following decades. These drops indicate a rapid accumulation of heat and salt in the
western mid-latitude North Atlantic relative to the subpolar North Atlantic over the shift.

Next, we examine the vertical structure of the temperature and salinity changes in
the western North Atlantic (75-40°W) corresponding to the interhemispheric SST shift.
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The zonal mean slopes over this part of the basin are shown in Figures 3.4a and 3.4b. For
both temperature and salinity, the changes in the subpolar and western mid-latitude North
Atlantic are not just surface features; they extend hundreds of meters throughout the
upper-ocean. In particular, the warming and salting from 35-45°N are larger at depth than
at the surface.

3.5. Discussion

Our findings of the global interhemispheric SST shift as a discrete event associated
with coordinated upper-ocean heat and salinity changes in the North Atlantic present a
more comprehensive picture of the shift than shown in previous studies, and have
implications for the likely mechanisms of the shift. Though our results do not contradict
prior studies showing broad-scale northern hemisphere cooling from aerosols during the
mid-20th century (Rotstayn and Lohmann 2002; Friedman et al. 2013; Hwang, Frierson,
and Kang 2013), we argue that aerosols alone cannot explain the temporal and spatial
characteristics of the interhemispheric SST shift shown here. In terms of timing, the
pronounced regime shift identification suggests additional factors besides aerosols, which
had a more sustained timescale for northern hemisphere cooling. Likewise, the spatial
features of warming and salting in the western North Atlantic are not indicative of a
response to the negative radiative forcing from sulfate aerosols. These results are in
agreement with the SST attribution of Terray (2012), which finds that aerosols do not
explain the abrupt high latitude North Atlantic drop.

Rather, the upper-ocean salinity and OHC features of the interhemispheric SST shift
support the hypothesis that it was related to the Great Salinity Anomaly (GSA), a rapid
freshening of the subpolar North Atlantic beginning around 1968, as proposed by Dima and
Lohmann (2010) and Thompson et al. (2010). The GSA is thought to have been generated
by wind-driven freshwater export from the Arctic, likely caused by a sustained anomalous
negative North Atlantic Oscillation in the mid-1960s (R. Zhang and Vallis 2006; Sundby and
Drinkwater 2007). The freshening was strong enough to disrupt the formation of North
Atlantic deepwater (Gelderloos, Straneo, and Katsman 2012). Consistent with the reduction
in subpolar North Atlantic deepwater formation, our findings of the increase in salinity and
temperature in the mid-latitude western North Atlantic indicate a reduction in northward
ocean heat and salt transport. Together, these results support the suggestion of Dima and
Lohmann (2010) that the GSA triggered the interhemispheric SST shift via a weakening of
the North Atlantic thermohaline circulation (THC), used here as the northward flow of
warm saline surface water and the southward flow of cold dense water at depth
(Rahmstorf 2006; Stouffer et al. 2006).

The mechanistic linkage between the cooling and freshening in the subpolar North
Atlantic and the interhemispheric SST remains to be described in detail. However, we note
that the subpolar North Atlantic is capable of influencing hemispheric temperature via
previously-described atmospheric teleconnections. High-latitude North Atlantic cooling can
be rapidly mediated throughout the North Atlantic by the atmosphere (Chiang and Bitz
2005; Liu et al. in press), which could have caused the surface cooling in the parts of the
western mid-latitude North Atlantic even where there was warming at depth. Moreover,
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extratropical North Atlantic cooling has been shown to rapidly propagate to the other

northern hemisphere ocean basins (R. Zhang, Delworth, and Held 2007; Lee and Hsu 2013).

We thus contend that the subpolar North Atlantic GSA was an important factor in
the global interhemispheric SST shift around 1970. The results presented here suggest that
better understanding the development of subpolar Atlantic GSAs is important for
attributing and projecting shifts in interhemispheric SST.
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3.7. Figures
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Figure 3.1. Top 2 rows: Monthly interhemispheric SST difference for HadSST3 (top row)
and ERSSTv3b (second row, turquoise), in °C. The thin lines denote monthly and the thick
lines denote annual means, and the red lines show the linear fit of the interhemispheric
shift. Bottom 2 rows: regime shift index (RSI) for the monthly interhemispheric SST
difference of HadSST3 (black) and ERSSTv3b (turquoise) in the forward direction (third
row) and reverse direction (fourth row), in normalized units. The sign of the RSI
corresponds to the sign of the shift in each direction. The dashed vertical lines indicate July
1967 and 1972.
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Figure 3.2. (a) and (b): Spatial maps of annual mean HadSST3 and ERSSTv3b changes
associated with the linear fits of the interhemispheric SST shift, in °C. (c): Subpolar North
Atlantic (boxed region) minus global average HadSST3 (top row, black) and ERSSTv3b
(bottom row, turquoise), in °C. The thin lines denote monthly and the thick lines denote
annual means. The dashed vertical lines indicate July 1967 and 1972.
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Figure 3.3. (a)-(c): Spatial maps of upper-ocean OHC and salinity changes associated with
the linear fit of the interhemispheric SST shift. (a) NODC and (b) JMA annual mean 0-700m
OHC, in 10° ] m-2. (c) NODC pentadal 0-700m vertically averaged salinity, in 0.1 PSS. Boxes
outline the subpolar and the western mid-latitude North Atlantic regions. (d): Differences
between the subpolar and the western mid-latitude North Atlantic regions for OHC and
salinity. Top: annual mean NODC (black) and JMA (turquoise) 0-700m OHC, in 10° ] m2.
Bottom: pentadal 0-700m vertically-averaged NODC salinity, in 0.1 PSS. The dashed vertical
lines indicate July 1967 and 1972.
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Figure 3.4. Vertical profiles of NODC western Atlantic (75-40°W) zonal mean temperature
and salinity changes associated with the linear fit of the interhemispheric SST shift. (a)

annual temperature, in °C. (b) pentadal salinity, in 0.1 PSS. Solid vertical lines outline the
latitudes of the subpolar and the western mid-latitude North Atlantic regions.
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4. Low-latitude hydrologic impacts of the
interhemispheric temperature difference

4.1. Introduction

a. Motivation

This chapter examines the interhemispheric temperature difference as a potential
climate index relevant to human livelihood. The focus is on water resources in the tropics,
which are considered highly important climate impacts by the Intergovernmental Panel on
Climate Change (Parry et al. 2007).

The history of studies into the impacts of the El Nifio - Southern Oscillation (ENSO)
can provide some parallels for exploring the impacts of the north-south temperature
difference. Correlations between ENSO and rainfall were examined as part of the first
studies into the phenomenon from the 1920s and 1930s; efforts to characterize the ENSO-
precipitation impacts have continued, such as through composite analyses (Ropelewski and
Halpert 1987; Ropelewski and Halpert 1989). Recent studies that have distinguished types
of ENSO, which have different spatial SST patterns and rainfall impacts (Ashok and
Yamagata 2009).

Likewise, the interhemispheric temperature difference has been identified as an
important factor for low-latitude rainfall in studies extending back several decades. Folland
et al. (1986) identified an interhemispheric SST dipole that was associated with the
pronounced Sahel drought from the 1970s. Hastenrath and Heller (1977) and Nobre and
Shukla (1996) explored the connection between droughts in northeast Brazil and the
tropical Atlantic interhemispheric SST dipole. Studies have also linked interhemispheric
contrasts with the Indian monsoon (Chung and Ramanathan 2006; Bollasina, Ming, and
Ramaswamy 2011) and with global patterns of tropical rainfall (Wang et al. 2012; Sun et al.
2013).

Our aim in this chapter is two-fold. First, as a precursor to examining the hydrology
impacts, we investigate and juxtapose two difference indices of interhemispheric
temperature: the SST-only difference, and the combined SST + land surface temperature
difference. Though these two indices have often been used interchangeably, the differences
between them are important to clarify for use in impacts studies; this is analogous to
exploring the different ‘flavors’ of ENSO. Second, we explore the statistical relationship of
the interhemispheric temperature indices with low-latitude rainfall over land and flow of
the largest rivers. We also conduct similar analysis using a dataset of the flow of the largest
rivers in the tropics. Finally, we close by outlining some of the next steps in attributing the
hydrologic impacts of the interhemispheric temperature difference.

b. Seasonal cycle

The seasonal cycle provides an analogue for the impacts of the interhemispheric
temperature difference on tropical rainfall. Figure 4.1 shows the 1981-2010 climatologies
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of hemispheric temperature from NCEP/NCAR Reanalysis (Kalnay et al. 1996), and land
rainfall from CPC Merged Analysis of Precipitation (CMAP) (P. Xie and Arkin 1997). Over
the course of the year, the bands of tropical rainfall shift toward the warmer hemisphere.
The strongest rainfall is found in the summer hemisphere in the Americas, Africa, and
Southeast Asia / Maritime Continent. Though there is extensive longitudinal variation in
seasonality (Mitchell and Wallace 1992; Hu, Li, and Liu 2007) and the impacts of longer-
term variations below don’t follow the same spatial pattern as the seasonal cycle, the
north-south framework is a useful starting point for thinking about the rainfall response to
the interhemispheric temperature difference.

4.2. Comparing interhemispheric temperature indices

a. Datasets and methods

We consider two variants of the north-south temperature difference that appear in
the literature: the interhemispheric SST-only contrast, and the contrast of combined SST
plus land surface air temperature. We compare the indices using hemispheric
temperatures from the NOAA National Climate Data Center (NCDC). Two related datasets
are examined. The SST hemispheric averages are based on the Extended Reconstructed SST
product (ERSSTv3b) (T. M. Smith and Reynolds 2004). The combined land + SST averages
are from the Merged Land-Ocean Surface Temperature Analysis (MLOST) (Vose et al.
2012). MLOST consists of the ERSSTv3b data combined with land surface air temperature
from the Global Historical Climate Network (GHCN) database.

Temperature data are expressed as anomalies from 1961-1990. We calculate the
annual mean from September-October for comparison with rainfall and river data
(discussed later in the chapter). Data are smoothed using a 5-year running mean to focus
on decadal variability, as in Hansen et al. (2010). Ordinary least-squares regression and
Pearson’s correlation are used for statistical calculations in the following sections (Wilks
2006). Significance is calculated considering one degree of freedom for every five years,
following Biasutti et al. (2008).

b. Time series

One feature of the seasonal temperature climatologies in Figure 4.1 is that the
amplitude of the annual temperature cycle is larger in the northern hemisphere. Similarly,
the amplitude of multidecadal variation has also been larger in the northern hemisphere.
The individual hemispheric temperatures are plotted in Figure 4.2 for both SST-only
(Figure 4.2a) and combined land + SST (Figure 4.2b). The southern hemisphere
timeseries of each index is very similar, as it mostly contains ocean. It features very steady
warming over the period of record: a linear trend explains 93% of the variance of each of
the southern hemisphere 5-year running means from 1901-2013. In contrast, the northern
hemisphere has been much more variable: a linear trend only explains 77% of the SST and
78% of the combined land + SST running 5-year variance.

The hemispheric differences from both Figure 4.2a and Figure 4.2b are plotted in
Figure 4.3a. The two indices are nearly identical until around 1980; in particular, both
feature a pronounced drop around 1970, as discussed in Chapter 3. In the last 30 years,
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however, the combined land+SST hemispheric difference has warmed around 0.15°C more
than the SST difference. The interhemispheric SST difference has not completely recovered
to its level before the shift, which explains much of the differences in the corresponding
spatial patterns discussed in the next sub-section.

One question is the role of the El Nifio / Southern Oscillation (ENSO) in the
interhemispheric SST-only timeseries. We examine ENSO filtered ERSSTv3b data from
Compo and Sardeshmukh (2010), in which the multivariate ENSO-related SST component
is removed using dynamical eigenvectors. The north-south SST-only differences for the
ERSSTv3b total, ENSO-unrelated, and ENSO-related components are shown in Figure 4.3b.
Though the increase in the 1920s and the drop around 1970 are not as pronounced in the
ENSO-removed version, the 5-year smoothed mean timeseries are very similar, indicating
that ENSO does not have a large influence on the multidecadal behavior of the north-south
SST difference.

c. Spatial patterns

We regress 5-year running mean 5°x5° gridded MLOST data onto the two indices,
similar to Figure 9 in Wu et al. (2011). The regression maps are shown in Figure 4.4. The
top panels Figure 4.4a and Figure 4.4b correspond to the entire record from 1901-2013,
and the bottom panels Figure 4.4c and Figure 4.4d are for the years 1949-2013. The
combined land + SST difference maps feature positive slopes in the landmasses of both the
northern and southern hemispheres, with the largest ocean warming in the extratropical
north Atlantic. Negative slopes are found mainly in the southern extratropics. There are
also negative slopes in the east Pacific from 1949-2013, similar to that discussed in
Chapter 2.4. The SST-only regression maps feature a similar Atlantic dipole and positive
slopes in the north Pacific, but differ in that there are negative slopes over the continents,
including much of North America and Eurasia.

The stark differences in slopes over the continents in Figure 4.4 — when the 5-year
indices in Figure 4.3a differ only in the amount of warming in the last 30 years — suggest
that these regions have large amplitude trends and are mainly picking up the trend in
global temperature. To emphasize the regions of strong relationship with the
interhemispheric temperature difference, we plot the respective temperature correlation
maps in Figure 4.5. Correlations are only plotted where the corresponding p-value < 0.10.
For both interhemispheric temperature indices, the correlations over the continents are
not very significant. Rather, the largest correlations are found in the northern north
Atlantic and the extratropical southern hemisphere oceans, particularly in the full 1901-
2013 record. These are the key SST regions of the interhemispheric shift around 1970,
which is consistent with the shift being such dominant feature in the timeseries in Figure
4.3a.

4.3. Tropical hydrological impacts

a. Rainfall

In this section, we investigate the tropical rainfall changes corresponding to the
interhemispheric temperature difference patterns described above. The interhemispheric
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SST-only contrast has been considered to be the most relevant metric for tropical rainfall in
several studies (C. Chung and Ramanathan 2007; S. Xie et al. 2010; Sun et al. 2013).
However, the combined land and ocean hemispheric temperature contrast has also been
emphasized (Wang et al. 2012).

We examine the 2.5°x2.5° gridded NOAA Precipitation Reconstruction over Land
(PRECL) dataset (Chen et al. 2002), which is based on gauge data and extends from 1948.
The long-term PRECL mean precipitation is shown in Figure 4.6a. Annual mean rainfall is
defined from October through the following September, designated by the calendar year in
which it ends. This contains the summer monsoon in both the northern and southern
hemispheres, similar to the May-April monsoon from Wang et al. (2012). A five-year
running mean is applied to these annual values. A note on terminology: we refer to zonal
mean tropical rainfall as the tropical rainbands. We reserve the term Intertropical
Convergence Zone (ITCZ) for the location of trade wind convergence, which is not
necessarily co-located with the latitude of maximum rainfall (Zagar, Skok, and Tribbia
2011).

ENSO is a dominant factor for tropical land rainfall (Kevin E. Trenberth et al. 2014).
Other than using a 5-year running mean, this introductory study does not explicitly attempt
to remove the ENSO influence on rainfall, which is much more zonally asymmetric than SST
(Chou and Lo 2007). A future question is to quantify the effects of ENSO on precipitation
and river flow using a linear atmospheric bridge operator from Compo and Sardeshmukh
(2010). This study also does not address the intriguing influence of the north-south SST
difference on ENSO variance (Fang, Chiang, and Chang 2008).

Correlation maps of rainfall with the interhemispheric SST and combined land + SST
differences are shown in Figure 4.6b and Figure 4.6c. In both, the most pronounced
positive correlations are over the Sahel; there are also positive correlations in south and
east Asia, southern equatorial Africa, and the Caribbean. Negative correlations are found in
Australia, Madagascar, southwest Asia, northeast Brazil, and Mexico.

Two comparisons of Figures 4.6b and Figure 4.6c¢ are shown in Figure 4.7a and
Figure 4.7b. Figure 4.7a shows areas of correlation sign agreement between Figure 4.6b
and Figure 4.6c: green where they are both positive, and orange where they are both
negative. In most regions, the rainfall correlation is the same sign for each interhemispheric
index. Figure 4.7b shows the difference in r?, or variance explained, between the maps of
Figure 4.6b and Figure 4.6c. The interhemispheric SST-only difference explains much
more of the rainfall variance in the Sahel and northwest Africa more broadly. It also does
better over central Australia, and southern South America. The combined land+SST
difference explains more of the rainfall variance in northern Mexico, and in the extremely
dry southwest Asia. The comparison over Asia is less consistent.

We plot the zonal mean rainfall correlation with the interhemispheric temperature
indices in Figure 4.8 for the global tropics and over different longitudinal regions: the
Americas, Africa, and Asia + Australia. Figure 4.8a shows the correlations with the
interhemispheric SST-only difference, and Figure 4.8b with the land + SST difference. The
global zonal mean correlation with the SST-only difference features an interhemispheric
dipole with positive values in the northern tropics and negative values in the southern
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tropics, consistent with Sun et al. (2013). The global mean dipole is more pronounced than
any of the three longitude zones plotted, but each of them does feature more positive
correlations in the northern tropics than the southern tropics. The dipole is less
pronounced for the combined land + SST difference, though correlation values are more
positive in the northern than southern tropics globally and for the regions outside the
Americas. Whether these dipoles actually indicate meridional shifts in the tropical
rainbands or rather intensification of the mean annual cycle requires additional
investigation of the different seasons.

b. River flow

River discharge is an important part of the water cycle and a critical resource in the
human demand for freshwater. We investigate annual river discharge data from Dai et al.
(2009). The data are from river gauge stations closest to the river mouth for the 925 largest
rivers by volume. Data gaps are filled using data from other stations in the river system
where possible; in some cases, the NCAR Community Land Model version 3 (Qian et al.
2006) was also used to fill in gaps. We investigate rivers whose mouth is between 35°S and
35°N and whose long-term flow is above 100 km?3, for a total of 23 rivers shown in Figure
4.9. The annual river discharge is measured from October-September, known as the water
year (USGS 2014). In addition to the characteristics discussed for rainfall, the water year
includes runoff from snowmelt, which is important in much of the northern hemisphere.
The period of investigation is water years 1949-2004.

The correlations with the interhemispheric temperature difference are depicted in
Figure 4.10 and listed in Table 4.1. Figure 4.10a shows the correlation of 5-year
smoothed river flow with the interhemispheric SST-only difference. The strongest
correlation is for the Niger river (r=0.81), which drains the Sahel in west Africa; this is
consistent with the high rainfall correlation of this region. The Indus river, which flows the
Tibetan Plateau to the Arabian Sea, also is highly correlated (r=0.75). The Congo and
Ogooué rivers of equatorial Africa and the Ganges of south Asia all have correlation values
above 0.4. Positive correlations above r=0.2 are also found in major southeast and south
Asian rivers: Irrawaddy, Chang Jiang, and Mekong. The Amazon is slightly negatively
correlated, but two of its major tributaries - the Tapajos and Xingu - have positively
correlations greater than 0.2.

The Mississippi river has the most negative correlation with the interhemispheric
SST-only difference (r=-0.73). This is consistent with the negative flow correlations with
the Atlantic Multidecadal Oscillation (AMO) (Enfield, Mestas-Nufiez, and Trimble 2001),
which projects strongly onto the interhemispheric SST difference. Though the mouth of the
Mississippi is just south of 30°N, most of its drainage basin is far to the north so this reflects
mid-latitude dynamics. The Parana river in southeast South America is also strongly
negatively correlated with the interhemispheric SST-only difference (r=-0.64). Another
high value is the Tocantins river (r=-0.45); though its mouth is near the Amazon, its
drainage basin is east-central Brazil including the western part of the Nordeste. The
Uruguay river, which is part of the Parana river system in the La Plata basin, and the
Magdalena river in Columbia are also both negatively correlated with the interhemispheric
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SST-only difference (r=-0.39 and r=-0.38 respectively). The negative values in the La Plata
basin

Figure 4.10b shows the correlation map for the combined land + SST
interhemispheric difference, and Figure 4.10c shows the difference in variance explained
between Figure 4.10a and Figure 4.10b. The correlation maps are generally similar. The
largest correlations are similarly found for the Niger (r=0.75) and Mississippi (r=-0.55)
rivers, albeit with smaller magnitudes. More rivers have better fits with the SST-only
difference (16 out of 23 rivers). A notable exception is the Brahmaputra (r=0.33 for
combined land + SST v. r=0.05 for SST). The Chang Jiang river is also better correlated with
the combined land + SST difference (r=0.47 v. r=0.27).

4.4. Summary and future directions

a. Summary

This chapter examined the behavior of two indices of interhemispheric
temperature: the north-south SST-only difference, and the combined land + SST difference.
For both, the warming in the southern hemisphere has been much steadier since the early
20th century. Comparison of the two indices reveals that the inclusion of land results in
more northern warming over the last few decades. The interhemispheric differences are
most significantly correlated with surface temperatures in the extratropical north Atlantic
and southern hemisphere oceans.

Both interhemispheric temperature indices are positively correlated with rainfall in
the Sahel and tropical Africa, and south and southeast Asia; and negatively correlated with
Australia, eastern South America, Mexico, and southwest Asia. The interhemispheric SST-
only difference is much better correlated with the Sahel and tropical Africa, which largely
accounts for the global zonal mean dipole correlation structure.

The striking correlation with Niger river flow underscores the sensitivity of the
Sahel region to the interhemispheric temperature difference. Likewise, the high
correlations in the south and east Asian river systems point to the importance of
interhemispheric temperature for these basins, which support some of the densest
populations in the world (Small and Cohen 2004). We also found that the rivers that drain
the southern side of the Tibetan Plateau and receive moisture from the southwest monsoon
- the Indus and Ganges - are better correlated with the interhemispheric SST difference
compared with the rivers that drain farther to the east. The negative river flow correlations
in southern and eastern South America suggest that this region also experiences impacts of
the opposite sign.

b. Additional observational investigation

Further analysis may help distinguish the interhemispheric temperature signal from
other factors affecting the hydrologic data. As mentioned earlier, investigation of seasonal
rainfall may identify the mechanisms of the rainfall response, such as meridional shifts or
modulations of the annual cycle. Other objective analyses using combined temperature and
rainfall data may help remove the ENSO contribution. For river discharge, one question is
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the role of snow and glacial meltwater for the rivers flowing from the Tibetan Plateau
(Savoskul and Smakhtin 2013). Examination of the non-climatic factors in the individual
river systems - such as diversions and land use change - should also allow for better
attribution of the response to interhemispheric temperature.

c. Future hydrologic impacts of the interhemispheric temperature difference

Can the historical rainfall impacts discussed in this chapter provide guidance for the
future hydrologic response to interhemispheric temperature change? Considering from
Chapter 2 that the projected increase in interhemispheric temperature increase is nearly
monotonic with global mean temperature and the spatial variability among model rainfall
projections is so large, it is difficult to distinguish the mean rainfall changes that are due to
the interhemispheric temperature difference.

Rather, we suggest that the hydrologic patterns of this chapter will be most
applicable for the impacts of multidecadal variations in the interhemispheric temperature
difference that are based in the key variability regions from Figure 4.5: the extratropical
North Atlantic and southern hemisphere oceans. For example, Drijthout et al. (2013) found
that models can produce spontaneous cooling events in the subpolar North Atlantic with
similar features as the shift discussed in Chapter 3. We thus propose to investigate future
simulations for such cooling events, and explore whether the associated low-latitude
hydrologic changes resemble those in this chapter. River flow changes can be investigated
by propagating the model precipitation and other output through a land surface model.
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4.6 Figures and tables
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Figure 4.1. 1981-2010 climatologies. Top: NCEP average northern and southern
hemisphere daily surface air temperature, in °C. Bottom: CMAP monthly rainfall over land

for January-February (left) and July-August (right), in mm per day.
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Figure 4.2. Northern (red) and southern (blue) hemispheric temperatures, in °C. (a) SST
and (b) land + SST. Thin lines show annual (October-September) mean; thick lines show
the 5-year running mean.
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Figure 4.3. North-south temperature difference, in °C. (a) NOAA ERSSTv3b (blue) and
MLOST (red). (b) NOAA ERSSTv3b (blue) and non-ENSO component of ERSSTv3b (green).
Thin lines show annual (October-September) mean; thick lines show the 5-year running
mean. Vertical lines mark October 1948 and 2005.
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Figure 4.4. Regression maps of 5-year smoothed MLOST annual mean temperature onto
indices of the north-south difference, in °C per °C north-south difference. (a) 1901-2013
land+SST, (b) 1901-2013 SST-only, (c) 1949-2013 land+SST, and (d) 1949-2013 SST-only.
Missing data regions are shaded grey.
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Figure 4.5. Correlation maps of 5-year smoothed MLOST annual mean temperature onto
indices of the north-south difference, where p<0.10. (a) 1901-2013 land+SST, (b) 1901-
2013 SST-only, (c) 1949-2013 land+SST, and (d) 1949-2013 SST-only. Missing data
regions are shaded grey.
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(a) Long—term mean: 1949-2013
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Figure 4.6. (a) PRECL 1949-2013 mean rainfall, in mm per day. (b) and (c): Correlation
maps of 5-year smoothed PRECL annual mean rainfall with indices of the north-south
difference: (b) SST-only, and (c) combined land + SST, from 1949-2013.



(a) Correlation sign agreement
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Figure 4.7. (a) Sign agreement between 5b and 5c: green shows where both slopes are
positive, orange shows where both are negative. (b) Difference in variance explained
between Figure 4.6b and Figure 4.6¢, in r2.
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Figure 4.8. Correlation of zonal mean 5-year smoothed PRECL annual mean rainfall with
indices of the north-south difference: (a) SST-only, and (b) combined land + SST, from
1949-2013. Results are shown for the global tropics and different longitudinal regions: the
Americas (120°W-30°W), Africa (20°W-50°E), and Asia + Australia (60°E-160°E).
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Figure 4.9. Rivers investigated in this study, plotted at their mouth. Marker size is
proportional to long-term mean flow (km3 per year) from Dai and Trenberth (2002). Rivers
include the Amazon, Congo, Orinoco, Chang Jiang, Brahmaputra, Mississippi, Parana,
Mekong, Tocantins, Tapajos, Ganges, Irrawaddy, Xingu, Xi Jiang, Magdalena, Uruguay,
Atrato, Niger, Ogooué, Essequibo, Sepik, Zambezi, and Indus.
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Figure 4.10. Correlation of 5-year smoothed annual river flow with the interhemispheric
difference of (a) SST-only and (b) combined land + SST, from 1949-2004. (c) Difference in
r? between a and b. Marker size is proportional to long-term mean flow as in Figure 4.9.
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River SST-only land+SST
Amazon -0.13 -0.05
Congo 0.45 0.12
Orinoco -0.13 -0.01
Chang Jiang 0.27 0.47
Brahmaputra 0.05 0.33
Mississippi -0.73 -0.55
Parana -0.64 -0.25
Mekong 0.22 0.31
Tocantins -0.43 -0.50
Tapajos 0.45 0.36
Ganges 0.43 0.24
Irrawaddy 0.32 0.11
Xingu 0.27 0.11
Xi Jiang 0.10 0.01
Magdalena -0.38 -0.29
Uruguay -0.39 -0.09
Atrato 0.05 -0.27
Niger 0.81 0.75
Ogooué 0.45 0.25
Essequibo 0.14 0.23
Sepik 0.35 0.43
Zambezi 0.29 -0.04
Indus 0.75 0.46

Table 4.1. Correlation of the 5-year smoothed annual river flow of the 23 largest low-
latitude rivers with the interhemispheric difference of SST-only and combined land+SST,
from 1949-2004. Correlations with p < 0.05 are highlighted.



5. Farmer strategies for dealing with climatic variability:
a case study from the Mixteca Alta Region of Oaxaca,
Mexico

This chapter is based on the following article, which is ordered slightly differently and
includes additional material:

Rogé, Paul, Andrew R. Friedman, Marta Astier, and Miguel A. Altieri, 2014: “Farmer
strategies for dealing with climatic variability: a case study from the Mixteca Alta
Region of Oaxaca, Mexico.” Agroecology and Sustainable Food Systems.

doi: 10.1080/21683565.2014.900842

©The Authors. Published by Taylor & Francis.

5.1. Introduction

Climate change is expected to disproportionately impact tropical regions where the
majority of small farmers and pastoralists reside (Easterling et al. 2007). Small farmers
that manage diversified and small-scale farms, that rely on family labor, and that produce
both subsistence and commercial goods are a predominant mode of production in many
regions of the world (Astier et al. 2012). One of the challenges for addressing twenty-first
century climate change is that current climate models do not provide specific enough
information for adaptation at small scales (Oreskes, Stainforth, and Smith 2010).

Effective adaptation to climate change requires location-specific understandings of
climate variability (Gamble et al. 2010). This is especially true for small farmers, who often
use local climate knowledge for decision-making. While climate may seem an unlikely
candidate for management, small farmers are not limited to reacting to it (Wilken 1987,
224). Small farmers have developed innovative farming strategies for withstanding
challenging climatic conditions (Miguel A. Altieri and Nicholls 2013). The recovery of
traditional management practices from creative and motivated local stakeholders may in
fact represent important strategies to prepare for climate change (Astier et al. 2011).
Scientific and local knowledge must be bridged to contribute to the well-being of
agricultural communities (Valdivia et al. 2010). Moreover, Roncoli (2006) recommends the
use of ethnographic and participatory methods to move towards a climate vulnerability
and adaptation paradigm led by farmers and institutions.

This chapter discusses participatory research in the Mixteca Alta Region of Oaxaca,
Mexico that facilitated a process whereby farmers evaluated the ability of their
agroecosystems to withstand the vagaries of climate. The proposed methodology
documented small farmers’ past strategies for dealing with climatic variability, developed
local indicators to assess the ability of agroecosystems to withstand climatic variability,
and placed the locally-derived indicator framework in the hands of farmers for evaluating
the current state of their agroecosystems. Additionally, we put the farmers’ description of
climate history in conversation with regional climate records. This latter step of original
quantitative climate analysis was not essential to identifying farmer adaptation strategies,
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but rather may validate farmers’ experiences to scholars, community organizers, and policy
makers.

5.2. Study Area

The Mixteca Alta Region of Oaxaca, Mexico is both a political entity and a part of the
larger geographical area predominated by the Mixtec people. We collaborated with three
communities from the Nochixtlan District of the Mixteca Alta Region: San José Zaragoza
(Zaragoza), El Rosario, and San Pedro Coxcaltepec Cantaros (Coxcaltepec; Figure 5.1). Due
to its high elevation (much of it above 2000 meters), the Mixteca Alta is largely classified as
a subtropical dry winter climate (Cwb) according to the Koppen-Geiger system, though it
lies within the tropics (Kottek et al. 2006). Most precipitation occurs from June through
September, with a mid-summer decrease known as the canicula (Magana, Amador, and
Medina 1999). The highest average temperatures are in April and May, before the heaviest
summer rains, and frosts are common from October through March at higher elevations.
We show the monthly average temperature and rainfall from 2005-2010 for a 1°x1° region
surrounding the communities (96.5-97.5°W, 17-18°N) in Figure 5.2.

Rainfed agriculture - particularly maize, beans, and wheat - is widely practiced in
the Mixteca Alta (Altieri et al. 2006, 62; Velasquez 2002, 3-4). Two important rainfed
cropping systems in the Mixteca Alta are cajete maize (maiz de cajete) and seasonal maize
(maiz de temporal). The two maize systems differ significantly in their requirements for
labor, technology, and social organization. Groups of farmers sow cajete maize at the end of
the dry season between February and March, using a two-sided digging tool (pico y coa) to
locate residual soil moisture. These sowing activities involve much of the community and
require coordination throughout the winter months (Rivas Guevara, 2008, 146-158; Garcia
Barrios, Raul, Garcia Barrios, Luis, and Alvarez-Buylla 1991, 25-31). In contrast, families
individually sow seasonal maize in furrows along with beans and squash at the beginning
of the rainy season between May and July.

The Mixteca Alta is also marked by a legacy of severe soil erosion and
desertification, a crisis of food production and poverty, and an aging demographic due to
increasing out-migration by youth (Boege and Carranza 2009, 90-98). A group of farmers,
with support from the international non-governmental organization (NGO) World
Neighbors, organized in 1982 to address the environmental and social crises affecting the
Mixteca Alta (Blauert, Jutta and Quintanar 2000, 34). This group’s current manifestation,
the farmer-led Center for Integral Rural Development of the Mixteca Alta (CEDICAM),
continues to garner international recognition for promoting sustainable agriculture,
appropriate technology, and gender equality through a farmer-to-farmer training network
(Boege and Carranza 2009, 102-113). CEDICAM works to adapt the sustainable elements of
traditional agriculture to modern conditions through “improved” indigenous technologies
(Jesus Leon Santos, personal communication).

5.3. Methodology

Researchers and CEDICAM collaborated in participatory research for a period of
three years, from 2009 to 2011, conducting a total of eight day-long workshops with
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farmers in CEDICAM’s farmer-to-farmer network. P.R. lived and worked alongside small
farmers in the Mixteca Alta for a total of 20 months while conducting ethnographic studies,
interviews, and agronomic field experiments. These experiences inform the research
presented in this chapter.

Researchers and CEDICAM followed a co-investigation methodology similar to that
described by Freire (1970, 125). Meetings between researchers and CEDICAM identified
objectives and reflected on outcomes of farmer workshops (Figure 5.3). While farmer
workshops primarily aimed to empower small farmers to conduct their own analysis in the
vein of Freire (1970, 99), the workshops were also focus groups as described by Hennink
(2007) and Wilkinson (1999), in that a series of qualitative research questions was
embedded in the activities conducted by farmers. CEDICAM invited farmers in each
community through their farmer-to-farmer training network. An average of 6 women and 7
men ranging from an estimated 18 to 70 years old attended each farmer workshop.
However, participation varied greatly due to competing responsibilities in local governance
positions and employment outside of their communities.

a. Farmer climate histories

In the first series of workshops, attended by 17 women and 23 men across the three
communities, farmers discussed their adaptations to past climate challenges. Group
discussions were an important strategy since participating communities maintain oral
history traditions. From a focus group perspective, discussions between farmers obtained a
more unified recollection of past experiences (Morgan and Krueger 1993). Farmers’
climate narratives provided a basis for an investigation of the historical climate.

Researchers facilitated the workshops by recording farmers’ narratives on a large
sheet of paper. Key historical events in each community served as baseline references of a
stratified timeline. The impacts and farmer adaptations to extreme climatic events -
namely severe droughts, storms, and frosts - were layered upon this baseline. Researchers
relied on the farmers’ interpretations climatic extremes, since there are many possible
interpretations of extreme events (Peralta-Hernandez, Balling, and Barba-Martinez 2009).
We also asked farmers how they experienced and responded to long-term climate changes,
and how their production systems changed over time, as did Geilfus (1998) and Ortiz-Avila,
Quiroz, and Camou (2007).

b. Climate record

For the climate, we examined a 1°x1° region encompassing the communities (96.5-
97.5°W, 17-18°N). We investigated monthly-averaged data from a Mexican National
Meteorological Service meteorological station in Nochixtlan and from high-resolution
gridded datasets based on station data: temperature and rainfall from the Climatic
Research Unit time series dataset (CRU-TS) version 3.21 (Harris et al. 2014); and rainfall
from the Global Precipitation Climatology Center full data reanalysis (GPCC) version 6
(Schneider et al. 2014). The automatic station data were available from 2005 onward; we
only used temperature since several months of rainfall appeared to be missing.
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We investigated the 50-year climate record in the study region focusing on long-
term secular changes to compare with farmer perceptions of climate. As the gridded
products are at a much larger spatial scale compared to the farming communities and have
lower temporal resolution compared to most extreme events, we did not expect individual
local extreme events to be present in the data. Our workshop methodology may have
primed respondents to associate climate changes with non-climate historical events in the
communities. However, we believe that this is less likely to have affected the perceptions of
a long-term signal. Since the workshop participants were from a wide age range, we
examined both 50-year (1961-2010) and 25-year (1986-2010) trends. Trends were
calculated using the Kendall-Theil robust slope to reduce the influence of outliers, and we
evaluated significance using a two-tailed Mann-Kendall test with a cutoff of a=0.05 (Helsel
and Hirsch 2002). We characterized El Nifio / Southern Oscillation (ENSO) events using the
Multivariate ENSO Index (Wolter and Timlin 2011).

¢. Local agroecosystem practices

A second series of workshops, attended by a total of 17 women and 36 men across
the three communities, asked farmers to describe the biophysical attributes of their
production systems that enable or limit productivity given the climatic variability
described in the previous workshop series. We refer to these biophysical attributes as
indicators. The use of indicators in participatory research with farmers is well established
in Latin America (Astier et al. 2011; Pulido and Bocco 2003).

The identification of local indicators followed a similar study of cacao agroforestry
systems in Costa Rica and Nicaragua conducted by Altieri (2010). Field visits to three
agroecosystems in each community stimulated a conversation between researchers and
participating farmers about the most important indicators. It also became evident through
these discussions that some of the indicators described conditions beyond the scale of one
farmer’s fields (Landscape), while others were related to conditions directly influenced by
farmers’ actions on the field-scale (Farmer Management) or to conditions of soil quality at
the field scale that for some indicators were indirectly related to farmers’ intervention in
the system (Soil Quality).

Farmers described conditions for each indicator within a three-tiered ordinal scale
of marginal, acceptable, and optimal that were respectively linked to red, yellow, and green
colors. Describing conditions of indicators with stop-light colors has been developed in
Latin America as a simple methodology for farmers to evaluate their agroecosystems
(Altieri 2010; Cammaert et al. 2007). However, farmers participating in this case study did
not intuitively associate indicator conditions with colors since many had limited
interaction with stop lights in their day-to-day lives. For the agroecosystem assessment
phase described below, researchers paired colors with facial iconography: sad for marginal,
normal for acceptable, and happy for optimal. While facial iconography was effective at
improving communication between researchers and farmers during the workshops, for the
purpose of this chapter we make reference to the scales of marginal, acceptable, and
optimal.
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Researchers and CEDICAM subsequently refined the indicators described by
farmers into a set of 14 indicators. Repetitive indicators across communities were
combined, as were those indicators that distinguished between dry and wet years. For
example, while wheat was described as more resistant to drought than to excess soil
moisture, most varieties of maize were sensitive to both drought and excess soil moisture.
Therefore, we described wheat as more resistant to climatic variability than maize.

In the third series of workshops, three women farmers in Zaragoza and three groups
of five predominantly women farmers in El Rosario independently evaluated four
production systems in their communities using the set of 14 indicators. Researchers pooled
the agroecosystem evaluations within each community by assigning numerical scores of 0
for marginal, 1 for acceptable, and 2 for optimal. Farmers analyzed outcomes by drawing
bar plots of the pooled scores for their community. Farmers were prompted to analyze the
results of their evaluations as a group by the following questions: How to obtain more
happy faces (i.e. the optimal condition) in the Landscape, Farmer Management, and Soil
Quality categories? How to maintain the happy faces (i.e. optimal condition) that you
already have in the Landscape, Farmer Management, and Soil Quality categories?

5.4. Results

a. Farmer climate histories

Climate histories dated back to the 1970s in Zaragoza, to 1969 in El Rosario, and to
the 1930s for one individual in Coxcaltepec. Farmers reported that climate changes in
recent decades - namely later rains and more drought - have made growing conditions less
favorable for traditional forms of agriculture. Across the three communities, participants
reported a shift towards a later onset of the rainy season. Zaragoza participants recalled
the onset of rainfall before the 1990s between February and March while since
approximately 1990 rainfall began from May to July. In El Rosario rainfall began from May
to June during the 1970s, whereas they began between June and July starting in the 1990s.
Farmers in Coxcaltepec observed a progressive shift beginning in the 1970s in the onset of
rainfall from May towards July. These shifts were associated with historically important
dates in the communities: the years electricity arrived in Zaragoza and Coxcaltepec and the
year El Rosario’s main road was built.

Increased storm intensities were particularly noted in the last decade by the three
communities. Extreme climatic events described by farmers in the three communities were
remembered for their impacts on agroecosystems. Zaragoza experienced a near complete
crop failure in 2006 due to frost, as well as suppressed yields in 2009 due to high rainfall in
June followed by an unusually dry mid-summer drought. El Rosario farmers recalled a
catastrophic drought in 1996 that killed crops, trees, and palms alike.

Farmers identified multiple instances of agroecosystem change that in some cases
were associated with climate. Particular mention was made by farmers of detrimental
climate changes during the beginning of the rainy season when many crops are sown.
Sowing dates for temporal maize had shifted from May to June in Zaragoza since the 1990s,
and from between May to June 16 to between June and July 14 in El Rosario. Coxcaltepec
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and El Rosario participants noted that later sowing dates place temporal maize and beans
at greater risk to frost damage in September and October.

In addition to shifting sowing dates, participants in El Rosario and Coxcaltepec
largely abandoned cajete maize. While at one time approximately half of arable lands were
cultivated to cajete maize, today the practice is greatly reduced in the three communities.
One reason cited by farmers was greater heat (calor), consisting of both extended dry
seasons as well as more frequent droughts (sequia) during the rainy season. We note that
this is similar to the findings of Sanchez-Cortés and Chavero (2011), who describe that
changes in the agroecosystems of Zoque farmers in the Mexican State of Chiapas was
provoked by less rain and increased temperature.

Farmers associated greater heat during the dry season with elevated post-harvest
losses in Zaragoza and El Rosario due to the increased prevalence of grain weevils and
moths. According to farmers, post-harvest pest damage is exacerbated by state-subsidized
construction materials of cement, cinder block, and corrugated metal introduced since the
1980s that elevate indoor temperatures compared to traditional building materials of
adobe, palm, reeds, and oak. Temperature is an important environmental factor in the
degree of post-harvest grain damage, which is why cooling techniques are well established
in the classic approach of insect pest control (McFarlane 1988).

Farmer observations would suggest that they do not necessarily respond to specific
cases of climatic extremes, but rather their long-term management strategies buffer
agroecosystems from climatic shocks. During a series of dry years from 2004 to 2009,
cajete maize and wheat were most resistant while temporal maize and beans failed.
Farmers attributed this to cajete maize suffering less damage from excessive rainfall and
frost at the end of the rainy season since it is harvested earlier than temporal maize.

b. Climate record

Figure 5.4 shows the annual mean CRU-TS temperature anomalies from 1961-
1990 over the study region. The 25-year and 50-year trends both show statistically
significant warming (0.16 and 0.18°C per decade). This is consistent with our finding of
regional-scale warming over south-central Mexico (15-20°N, 95-100°W) in the Climatic
Research Unit variance-adjusted land surface temperature record (CRUTEM4) version
4.2.0.0 (Jones et al. 2012), which is not shown. The influence of ENSO is also apparent on
interannual timescales, with anomalously high temperatures associated with the strong El
Nifio events of 1982-1983 and 2009.

For an estimate of rainfall intensity, we divided total annual rainfall by the count of
days with rainfall from CRU-TS to obtain an average of the rainfall amount per rain day.
Figure 5.5 shows this estimate of annual mean rainfall intensity. There are increasing
trends over both 1961-2010 and 1986-2010, though neither is statistically significant. The
increase has been larger in recent years; the 1986-2010 trend is over three times as large
as the 1961-2010 trend (0.03 cm/ rain day and 0.10 cm/ rain day per decade), and three of
the four most intense years were in the 2001-2010 decade. There is also an association
with the ENSO activity: the very intense rain years of 1983 and 2010 were each in the



second year of a strong El Nifio. 2010 also transitioned quickly into a strong La Nifia (Ruiz-
Barradas 2011).

It is difficult to directly assess the length and timing of the rainfall season both
because we did not examine daily rainfall data, and there is not a strict threshold for the
onset of the local rainy season. For a sense of changes in rainfall seasonality, we examined
the time series of early season rainfall (April-June), late season rainfall (July-September),
and the difference between these two seasons, shown in Figure 5.6. The early and late
rainfall seasons have different associations with ENSO. July-September had dramatic
spikes in rainfall in 1983, 1998, and 2010 - each the second year of a strong El Nifio (as
mentioned above, 2010 also transitioned into a strong La Nifia. These years had low April-
June rainfall, resulting in a very large seasonal difference. 1969 had a similar rainfall
pattern, but does not appear to have been a strong El Nifio.

The 1961-2010 and 1986-2010 trends are slightly positive for both April-June
(0.39 and 0.78 cm per decade) and July-September (1.68 and 4.43 cm per decade). Since
the July-September trend is larger, the difference also has a positive trend over both 1961-
2010 (0.98 cm per decade) and 1986-2010 (2.43 cm per decade). None of the trends is
statistically significant. Similar results were found in the GPCC dataset (not shown).

Though the data do not directly support a later spring rainfall onset, the increasing
difference between the late and early season may account for the perception of a shift to
later rainfall, as found in a recent study of farmer climate perceptions in the Caribbean
(Gamble et al. 2010). Alternatively, the rains may indeed be arriving later on the order of
days or weeks, which would not be recorded in the monthly data we analyzed. Another
caveat is that we did not investigate changes in the variability of rainfall, which could relate
to the frequency of droughts that was identified by some farmers.

¢. Local agroecosystem practices

Beyond climate, farmers reported that crises of labor and soil fertility also
contributed to the shift from cajete maize to temporal maize. Participants in the three
communities noted a decrease in rural labor and an increase in labor-saving agricultural
technologies. Farmers reported that the massive out-migration of youth from Coxcaltepec
contributed to the abandonment of cajete maize in favor of labor-saving crops such as
temporal maize. Farmers associated reduced rural labor with declines in animal husbandry
since the 1980s. The majority of oxen used for plowing fields were sold by Coxcaltepec
farmers with the introduction of tractor technology in 2009. Consequently, farmers
substituted traditional soil fertility management based on animal manures with purchased
synthetic fertilizers in Zaragoza since 1998 and in Coxcaltepec since the 1990s. Maize
yields increased initially by the change in soil fertility management. However, soils were
negatively affected over time and productivity eventually declined. Zaragoza farmers began
experimenting with green manures and composts in 2002 to reduce the costs of synthetic
fertilizers and to improve soil quality. An initial reduction in yields was followed by
increases in subsequent years. Research from Mixteca Alta (Edinger 1996; Garcia-Barrio
and Garcia-Barrios 1990) and elsewhere in Mexico (Eakin 2000; Eakin 2006) support the
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observation by farmers that decisions for managing their agroecosystems are influenced by
larger economic and technological forces.

The conditions of Optimal, Acceptable, and Marginal for the 14 indicators were
described per category of Landscape, Farmer Management, and Soil Quality. We highlight
below several indicator conditions to demonstrate how they are grounded in farmers’ local
knowledge for dealing with climatic variability.

At the level of the community, Zaragoza farmers observed that vegetated borders
and perennial vegetation with multiple uses mitigate exposure to extreme climatic events.
Similarly, Coxcaltepec farmers’ recognized that heterogeneous and forested landscapes
provide ecosystem services, including protecting fields, bringing rain, retaining
groundwater, accumulating soil organic matter, and controlling insect pests. In addition,
some tree species may compete with crops for resources or negatively affect crops if their
leaves give heat (calor), such as juniper and pine, in contrast to the cool leaves of oak,
manzanita, and madrone. El Rosario participants described how ditches along the upslope
of contour bunds capture soil and water, and how a slight slope to contour bunds avoids
flooding and breaching during heavy rainfall events.

Indicators of farmer management at the field-scale included the importance of crop
genetic and species diversity for stabilizing overall yields given the variation in crop
performance from year to year. While farmers described maize as generally more
vulnerable to climatic extremes than wheat, cajete maize was described as more resistant
than temporal maize. The apparent contradiction between farmers’ prior narratives of
abandoning cajete maize and subsequent ranking of cajete maize as more resistant than
temporal maize will be discussed later in this chapter. The indicator of Soil Amendments
were derived from farmer testimonies that synthetic fertilizer only improves crop yields
with favorable rainfall; in drought years, synthetic fertilizer is ineffective and may even
burn crops. Coxcaltepec participants recommended substituting synthetic fertilizers with
various locally-derived soil amendments, including animal manures, worm castings, forest
humus, and human urine.

Soil quality was also described by farmers to affect the impact of climatic variability
on agroecosystems. The three communities associated soil moisture retention with soil
texture and depth. Although soil color was also mentioned as an indicator, it was difficult to
use due to apparent contradictions of color classifications across communities. Generally,
clayey soils were described as the most productive in drought years, but also difficult to
work in wet years. In contrast, farmers described sandy soils as the easiest to work in wet
years but also the least productive. Deep soils, measured by farmers as the depth that the
Egyptian plow enters the soil, are considered by farmers to be the most productive soils in
both wet and dry years.

Farmers in the three communities described how contour bunds improve water
infiltration, recharge aquifers, retain water in dry years, and facilitate drainage of fields in
wet years. Vegetated borders and windbreaks, as told by farmers, protect maize from
windthrow. Farmers noted the role that CEDICAM plays in training communities to
conserve soils using appropriate technologies, such as the Apparatus A (Léon-Santos 2007,
14-21). Additionally, farmers noted the importance of governmental support for
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conservation practices, like the funding Zaragoza’s municipality received from government
sources to build contour bunds in 2009.

5.5. Discussion and conclusions

This research described farmers’ interpretations of climate and identified local
strategies for dealing with climatic variability. The workshops highlighted the depth of
farmers’ knowledge for dealing with climatic variability. The basis of small farmer
agroecosystem management in traditional ecological knowledge is well documented in
Mesoamerica (Toledo and Barrera-Bassols 2008; Pulido and Bocco 2003; Wilken 1987).
Participatory methods based on qualitative evaluations in combination with local farming
knowledge of the Mixteca Alta produced a set of best agricultural practices for the region.
While the detailed strategies outlined by farmers may be highly site specific, the
participatory methodologies used with small farmers in this study can easily be adapted
and applied in other regions of the world.

The active participation of the CEDICAM network in all aspects of this research
validated local ways of knowing and prioritized farmer interventions. We observed that the
pre-Hispanic practices for regulating soil erosion described by Rivas Guevara (2008, 124-
144) inspire modern efforts by CEDICAM to reduce soil loss and crop damage from extreme
climatic events. The methodology that we proposed and implemented in this research may
be scaled up through farmer networks and applied in different regions to motivate local
preparation, adaptation, and mitigation strategies.

[t is noteworthy that farmers’ analysis of their situation mirror general policy
recommendations for climate change adaptation and mitigation. Farmers’ criteria for
evaluating landscape features, agricultural practices, and soil attributes overlap with many
of the indicators of agricultural resilience proposed by Cabell and Oelofse (2012), including
ecological self regulation, connectedness, and spatial and temporal heterogeneity.
Moreover, farmers’ ideas for transforming their agroecosystems correspond to climate
adaptation and mitigation strategies recommended by the Intergovernmental Panel on
Climate Change (IPCC), notably increasing reforestation, increasing soil carbon retention,
composting, decreasing emissions from manure and petroleum-based fertilizers, and
reducing fossil fuel dependency in agriculture (Smith, P. et al. 2007).

Farmers in the Mixteca Alta described long-term modifications to their
agroecosystems that represent important strategies for adjusting to changes in mean
climatic conditions. Oral histories of farmers document significant changes in farming
practices over the past generation. Farmers responded to changes in rainfall patterns by
shifting sowing dates, sowing different crops, and selecting crop varieties that succeeded
given environmental disturbances. Farmers guide their cropping decisions based on
rainfall patterns in a given year, which has led to progressively later sowing of rainfed
crops and the selection of more precocious crop varieties.

In this region that experiences climatic variability, maximizing yields does not
appear to matter as much to farmers as stabilizing fluctuations in yields over time. Such
stabilizing practices identified from the workshops included soil management to increase
soil organic matter, agricultural diversification, and landscape complexity. This perspective
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may offer space to broaden the lens of appropriate mitigation and adaptation strategies to
a changing climate. It is particularly important to consider local strategies and multiple
agroecosystem objectives for greater responsiveness to climate change and social need.

Dealing with challenges posed by climatic variability involves much more than a set
of farming practices. The apparent contradiction of farmers abandoning cajete maize - one
of the drought resistant crops identified by farmers - requires further investigation.
Farmer narratives and climate records point to changes in agricultural environments of the
Mixteca Alta that may favor temporal maize over cajete maize despite cajete’s resistance to
drought events. Though maize cajete is more resistant to drought events, it requires cooler
temperatures and moist soils during the dry season. We speculate that the warming and
intensity trends have caused a drying of the mean state of soils, so that planting temporal
maize is more favorable. Just as important may be reductions in available rural labor for
maintaining traditional practices associated with the production systems like cajete maize.
Farmers expressed concerns that labor-saving technologies were negatively affecting their
production systems, but considered that many labor-intensive traditional technologies are
today impractical.

An unanticipated outcome of the workshops were calls by participating farmers in
Zaragoza and El Rosario for greater community mobilization. Farmers recognized that
improving landscape-scale indicators would require community-level education and
collective action. Before evaluating their agroecosystems, farmers expressed sentiments
typified by one participant in El Rosario: “the rains come differently every year. When there
is no rain, there is nothing we can do.” After conducting their assessments, farmers
recognized how their management strategies influence their ability to cope with climatic
variability. Again in El Rosario, a farmer asked the group “we know what we need to do
now, but how will we make it happen?” The farmers agreed to organize working groups to
take action. We interpret this as a process of moving from inevitability, to empowerment,
and finally action.
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5.8. Figures

500 km

—_—
Figure 5.1. Location of the communities from the Mixteca Alta region of Oaxaca, Mexico
that participated in this case study: San José Zaragoza (Zaragoza), El Rosario, and San
Pedro Coxcaltepec Cantaros (Coxcaltepec). Elevation is shown in meters.
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Figure 5.2. 2005-2010 monthly averages based on data from the Nochixtlan
meteorological station (17°26’ N, 97°15’ W, 2040 m) and gridded averages over 96.5-
97.5°W, 17-18°N. Top: Temperature (°C) based on data from the Nochixtlan
meteorological station (red solid) and CRU-TS (black dashed). Bottom: Rainfall (cm) based
on data from GPCC (blue solid) and CRU-TS (black dashed).
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Figure 5.3. Outline of the flow of co-investigation with the farmer-led Center for Integral
Rural Development of the Mixteca Alta (CEDICAM) and researchers. The co-investigation
process jointly defined objectives, refined methodologies, organized community members
for workshops, and interpreted results. A constant emphasis was also placed on validating
farmer perceptions throughout the research process. The number of communities and
participating farmers during each phase of workshops is also displayed.

63



Annual mean temperature
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Figure 5.4. Annual mean temperature anomalies (°C; solid grey) over 96.5-97.5°W, 17-

18°N based on data from CRU-TS. The dashed lines show the 1961-2010 (red) and 1986-

2010 (blue) trend lines. Anomalies are calculated from 1961-1990.
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Figure 5.5. Annual mean rainfall intensity (cm per rain day; solid grey) over 96.5-97.5°W,
17-18°N based on data from CRU-TS. The dashed lines show the 1961-2010 (red) and
1986-2010 (blue) trend lines.
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Figure 5.6. Seasonal rainfall totals (cm; solid grey) over 96.5-97.5°W, 17-18°N for April-
June (top), July-September (middle), and the seasonal difference (bottom) based on data
from CRU-TS. The dashed lines show the 1961-2010 (red) and 1986-2010 (blue) trend
lines.
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