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ABSTRACT: Compared to ground-state electronic structure
optimizations, accurate simulations of molecular real-time electron
dynamics are usually much more difficult to perform. To simulate
electron dynamics, the time-dependent density matrix renormaliza- -
tion group (TDDMRG) has been shown to offer an attractive B(an |
compromise between accuracy and cost. However, many simulation .

parameters significantly affect the quality and efficiency of a
TDDMRG simulation. So far, it is unclear whether common A -
wisdom from ground-state DMRG carries over to the TDDMRG, (W) S22 (1)) =0

[ () =
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and a guideline on how to choose these parameters is missing. P P o
A . L 11 . . X X U(t)|S?|W(t)) >0
Here, in order to establish such a guideline, we investigate the $\\\ \Q\\\ 5\\\ N @\\ (OIS7Iw ()
R R <

convergence behavior of the main TDDMRG simulation
parameters, such as time integrator, the choice of orbitals, and
the choice of matrix-product-state representation for complex-valued nonsinglet states. In addition, we propose a method to select
orbitals that are tailored to optimize the dynamics. Lastly, we showcase the TDDMRG by applying it to charge migration ionization
dynamics in furfural, where we reveal a rapid conversion from an ionized state with a ¢ character to one with a 7 character within less
than a femtosecond.

1. INTRODUCTION load as the system size increases. Among these methods, the
Kohn-Sham real-time time-dependent DFT (RT-

The study of electron dynamics in molecules has become an o223
TDDET)*”***° can be considered to be the most attractive

active research field for the past three decades.'”” This trend

has been driven by the development of intense ultrashort in terms of computational speed, owing to its underlying
pulsed laser systems with wavelengths ranging from as short as assumption in the form of a single electronic configuration.
those in the X-ray regime up to the infrared.*”'" Among Numerous works employed RT-TDDEFT to study the ultrafast
others, electron dynamics enables the control of chemical electronic motion in molecules that would have been too
reactions or even real-time control of the properties of prohibitive for wave function-based methods. RT-TDDFT
matter'' ™' and a deeper understanding of biomole- studies have been able to uncover interesting observa-
cules.”"*™"7 Alongside the fast progress of experimental tions.””’~”® The main drawbacks of RT-TDDFT, however,
methods for ultrafast electron dynamics, accurate theoretical are its approximate nature and the difficulty of systematically
methods that help to interpret experimental observations improving it. This makes it difficult to predict the accuracy of
would be much desirable. In fact, to tackle ultrafast real-time RT-TDDFT results, in particular’ when the dynamics drives
molecular electron dynamics, progress has been made to the system far from the ground state.”76—80

extend and apply concepts from traditional quantum In contrast to RT-TDDFT, the accuracy of wave function-
chemistry. This results in a number of time-dependent based methods is largely predictable in the physical regime
extensions of several quantum rrllge_cganical methods such as they are based on (single-reference vs multireference

density functional theory (DFT), algebraic diagrammatic
construction (ADC),”**° (multireference) configuration
interaction (CI),”’~*" multiconfiguration self-consistent field
(MCSCF)**™** (also known as multiconfiguration time-

scenarios) and often they are systematically improvable. The
price to pay, however, is the high computational cost, making

dependent Hartree-Fock, MCTDHF"”™°") coupled clus- ReC_EiVEd: September 9, 2024 ICIC——0
ter,”>™>° density matrix (DM) embedding theo % and the Revised:  October 31, 2024
density matrix renormalization group (DMRG),”" ™% to name Accepted:  November 4, 2024
a few. Published: November 13, 2024
The prevailing challenge common to many of these methods

is the well-known exponential growth of the computational

© 2024 The Authors. Published b
American Chemical Societ¥ https://doi.org/10.1021/acs.jctc.4c01185

v ACS PUbl ications 9814 J. Chem. Theory Comput. 2024, 20, 98149831


https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Imam+S.+Wahyutama"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Henrik+R.+Larsson"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/showCitFormats?doi=10.1021/acs.jctc.4c01185&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.4c01185?ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.4c01185?goto=articleMetrics&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.4c01185?goto=recommendations&?ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.4c01185?goto=supporting-info&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.4c01185?fig=tgr1&ref=pdf
https://pubs.acs.org/toc/jctcce/20/22?ref=pdf
https://pubs.acs.org/toc/jctcce/20/22?ref=pdf
https://pubs.acs.org/toc/jctcce/20/22?ref=pdf
https://pubs.acs.org/toc/jctcce/20/22?ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://pubs.acs.org?ref=pdf
https://pubs.acs.org?ref=pdf
https://doi.org/10.1021/acs.jctc.4c01185?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://pubs.acs.org/JCTC?ref=pdf
https://pubs.acs.org/JCTC?ref=pdf
https://acsopenscience.org/researchers/open-access/
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/

Journal of Chemical Theory and Computation

pubs.acs.org/JCTC

their applicability, limited to molecules consisting of only a few
atoms or having only a few tens of orbitals. Some examples of
systems that have been studied using time-dependent wave
function-based methods include uracil (58 electrons and 272
orbitals) using single-reference time-dependent ADC(3),"
explicit charge exchange and ionization dynamics of BC** with
9 electrons in 90 determinants and resonant high-harmonic
generation in Mo using a CAS(14e, 100) and MCTDHF/time-
dependent complete active space self-consistent field
(CASSCF),>”*" and decacene using a CAS(12e,120) and
time-dependent complete active space configuration inter-
action (TD-CASCI).**

Time-dependent extensions of the DMRG®*™”!
(TDDMRG®)*"7% offer an attractive compromise—they are
based on first-principles and allow for increasing the number of
orbitals up to a region that would be off-limit for many
multireference wave function-based methods. A few studies
that demonstrate the capabilities of the DMRG to simulate
molecular electron dynamics have been published; among
others, these include ionization dynamics, linear response
properties,”” and charge migration.””*> These works included
up to 36 orbitals.

Due to its efficiency, in particular, for multireference
scenarios common in nonequilibrium electron dynamics, we
believe that the TDDMRG will gain more attention and
interest as a method for studying ultrafast electron dynamics in
the near future. However, while ground-state DMRG for
quantum chemistry by now is established and can (almost) be
used in a black-box way,**”””*** time-dependent versions of
the DMRG are more complicated. Notably, even the way to
solve the time-dependent Schrodinger equation using DMRG-
like procedures is done differently in different works.””*"*7%
Next to the many variants of the TDDMRG, it is unclear how
to best choose simulation parameters and whether concepts
that work well for the ground-state DMRG also apply to the
TDDMRG. As standard DMRG approaches are based on the
complete active space (CAS) concept, selecting the appro-
priate set of orbitals to simulate dynamics is another major
issue that so far has not been fully addressed.

Here, we make an attempt toward a better understanding of
many of the required ingredients of time-dependent DMRG
simulations for molecular electron dynamics. Our goal is 2-
fold: (1) benchmarking and understanding TDDMRG
simulation parameters and (2) extending procedures from
ground-state DMRG and CAS-based methods for selecting the
most suitable orbitals for the active space to dynamics.

Since the interplay of all of the algorithms and choices that
make up an accurate and efficient DMRG simulation is very
complex, this work clearly needs to be limited. In particular, we
limit ourselves to only two related TDDMRG variants, namely,
the time step targeting (TST) method and a projector splitting
approximation of the time-dependent variational principle
(TDVP).

Furthermore, we have limited the scope of this paper by only
studying the dynamics of one particular physical effects,
namely, charge migration, which plays a key role in the
photofragmentation of peptides” "' and has the potential to
enable the control of chemical reactions.”®'%*'%* Charge
migration is initiated through ionization, where a positively
charged region, called hole, migrates across the molecule.
Notably, this effect happens on an ultrafast scale of attoseconds
to a few femtoseconds”'*> and is mainly driven by
correlation.””'**'”” Thus, its simulation may serve as a

9815

measure of how accurate a method is in describing electronic
correlation. Several existing time-dependent methods have
been used to simulate ultrafast charge migration; these include
ADC,>!7?#26106107 RT_TDDFT,”””"”* time-dependent CI
methods,***%*711% and TDDMRG.**%°

The outline of the remainder of this paper is as follows:
Section 2 gives a brief overview of DMRG ingredients. Section
3 benchmarks various aspects of the TDDMRG, and Section 4
introduces and benchmarks two approaches on how to choose
orbitals that are adapted to the actual dynamics of interest. In
Section S, we apply our findings through an application of
charge migration in furfural. We conclude in Section 6.

2. THEORY

Here, we give a concise overview of some necessary ingredients
of TDDMRG simulations. For more details, we refer to the
references cited in the following sections. In Section 2.1, we
briefly discuss time-dependent multiconfiguration-based meth-
ods, in Section 2.2, we review matrix product states, and in
Section 2.3, we review the DMRG for computing ground
states. We discuss two ways of propagating a matrix product
state (MPS) in Sections 2.4 and 2.5, respectively. This is
followed by an overview of how to deal with symmetries in an
MPS in Section 2.6 and two ways to describe a complex-valued
state by an MPS in Section 2.7. Lastly, we discuss two ways to
make DMRG simulations more eflicient, namely, the orbital
ordering in Section 2.8 and general orbital rotations in Section
2.9.

2.1. Time-Dependent Multiconfiguration Methods. In
general, time-dependent multiconfiguration methods are based
on a linear expansion of the time-dependent state I'¥(¢)) in a
basis of configurations |P;) as'!!

W(1) = Y GOIP), G € C
i (1)

Multiconfigurational methods differ in the choice of the
configurations being used. For example, in the TD-CASCI
method, all possible configurations within an active orbital
space are included and do not vary with time.””**** As the
exponential scaling of the number of possible configurations
with respect to the number of active orbitals limits CASCI to
~20 orbitals without additional approximations, TD-CASCI
mostly captures static electronic correlation. To capture
dynamic correlation, in time-dependent multireference config-
uration interaction (TD-MRCI), configurations with electronic
excitations out of the active space are added to the expansion.
To increase the flexibility of eq 1 and hence to decrease the
number of required configurations, these configurations can be
made time-dependent by solving Dirac-Frenkel’s time-depend-
ent variational principle''” for both the orbitals and the
coefficients C,(t).*”*>*"'"3 For TD-CASCI, this leads to the
MCTDHF method, ™! and for TD-MRC], this leads to the
time-dependent restricted active space self-consistent field
(TD-RASSCF) method,””**>° among others. While
MCTDHEF and related methods require much smaller orbital
spaces, compared to TD-CASCI, the implementation is more
complicated and the method can be numerically challeng-
ing. 114115

2.2. Matrix Product States. MPSs approximate the
CASCI coefficients C; in eq 1 as products of matrices M”™

https://doi.org/10.1021/acs.jctc.4c01185
J. Chem. Theory Comput. 2024, 20, 9814—9831
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¥) = Z [H M”‘]Ia1 e OF)
i=1 (2)

{o}

where K is the number of spatial orbitals, each of which resides
on an MPS site (hence, there are K sites). The physical basis
states {lo;)} consist of all possible spin occupancies of the ith
spatial orbital I¢h,), that is, lo;) € {Ivac), 1g%), I¢?), 1¢%)}. For
simplicity, here we have assumed no spin adaptation (cf.
Section 2.6). The matrices M” are of size D,_; X D, save for
the first and last ones, which are row and column vectors,
respectively. The bond dimension is then defined as D = max;
D;. The larger D is, the more accurate the MPS approximation
will be. Since o; has four possible Values, M? can be viewed as a
slice of a three-dimensional tensor M” of size 4 X D,_, X D,
Depending on the context, in the following, we will use the
same symbol M also to denote a vectorized tensor.

The matrices appearing in eq 2 are not unique since one can
insert an identity matrix I = X 'X in between any pair of
matrices without changing I¥). This gauge freedom can be
exploited to impose an orthonormality condition on M?. If it
satisfies >, (M?)'™M” = I, M® — L7 and is called left-
orthogonalized. If it satisfies )., M%(M?)" = I, M® — R” and

is called right-orthogonalized. Using I — 1 left-orthogonalized
sites, matrices M” at site I, and K — I — 1 right-orthogonalized

sites leads to
K
M Mo, ... ox)
i=I+1

I‘P):Z[HL I[I rx

{o} \i=1

(3)

Then, the norm of the vectorized tensor MY is identical to
that of the whole MPS. For the form in eq 3, the site i = I is
called the orthogonality center. Introducing the so-called
renormalized states Il, ) and Ir, ) of a subsystem formed by the

first I sites and the last K — I — 1 sites, respectively, simplifies
eq 3 to

PP) - Z M(ll l(lI (ll 101 (zl>

a_, 0p o

(4)

In any given MPS, the orthogonality center can be shifted to
the previous or next s1te by performing a QR decomposition
on either (M)T or MUY, e. g

©)

where the matrix CY is then absorbed in R™! to obtain the
new orthogonality center M1 = CIIRIFL,

2.3. Density Matrix Renormalization Group. To solve
the time-independent Schrodinger equation, in the DMRG
algorithm, the MPS is variationally optimized by freezing all
but the orthogonality center. This then leads to an elgenvalue
problem for an effective Hamiltonian matrix H' that is
represented in the renormalized and physical basis shown in eq
4

M = [t

(6)

The ground-state vector of HY thus leads to an improved
tensor M. Based on this, the orthogonalization center is
successively changed from the first to the last site, and at each
site I, the effective Hamiltonian is diagonalized and Mt

updated. This procedure is called sweep. Repeating this for
multiple sweeps leads to a fully optimized ground-state MPS.
Note that typically, the orbitals are not optimized, so the

MY = Ml

9816

standard DMRG only optimizes the MPS that approximates
the CASCI coeflicients. DMRG optimization together with
orbital optimization, as done in CASSCEF, is possible as an
extension and called here DMRGSCE." """

The sweep procedure outlined in the previous paragraph
amounts to the so-called one-site DMRG, which is known to
be prone to getting stuck at local minima. To overcome this
limitation, in two-site DMRG, a “two-site tensor” M =
MURI s constructed and the effective Hamiltonian of the
corresponding renormalized basis is solved as in the one-site
DMRG. After MU s replaced with the ground state of the
effective Hamiltonian, to again obtain two sites M and R M
a singular value decomposition or similar type of decom-
position of MU is performed. The remaining steps are
analogous to the one-site version.

2.4. Time-Dependent Variational Principle. A DMRG
type of approximation of the time-dependent variational
principle (TDVP) leads to an algorithm that is very similar
to the DMRG.®>" Note that here we will not consider orbital
optimization, i.e., we approximate TD-CASCI using the
DMRG and use time-independent orbitals. In the TDVP
variant of the TDDMRG, the diagonalization of the effective
Hamiltonian H in DMRG is replaced by a propagation by a
time step At/2

MUt + At/2) = exp[—iHPAL/ (27)IMU(£) 7)
To move the orthogonalization center, the QR decomposmon
from eq S is performed, g1v1ng MUt + At/2) = LU(t + At/2)

(t + At/2). Before C(t + At/2) can be absorbed 1nto

RIU(t) to obtain the new orthogonalization center MU(t),
the two propagation times of the tensors need to be aligned.
This is achieved by backward-propagating cl(t + At/2) to
time ¢ using eq 7 but with a negative time step. This backward
propagation is the only part of the TDVP version of the
TDDMRG that does not have a counterpart in the DMRG.
Note that the renormalized basis used for backward-
propagating CU(t + At/Z) is different from that used for
forward-propagating MI!(¢). This is one of the error sources in
TDVP, which can be minimized by decreasing the time step.
Performing this sequence of forward and backward prop-
agations for sites 1 to K and then backward for sites K to 1
propagates the total MPS from time t to ¢ + At with an error of

O(A#). As in the DMRG, a two-site version can be introduced
as well. Since this algorithm is based on the TDVP, it is often
dubbed TDVP-DMRG. It is also known as the projector
splitting integrator in the multilayer MCTDH community,
where this algorithm is used to propagate tree tensor network
states, an extension of MPSs.””%%1 187120 Bor more details,
we refer to refs 60,61,63,66. As with many other propagation
methods, eigenstates can be obtained by propagating in
imaginary time. Indeed, in the limit of At - — ico, the DMRG
algorithm for eigenstates is recovered from the TDVP
algorithm.’’

Since the time step is a convergence parameter, how can we
estimate a reasonable time step? An estimate based on the
time-energy uncertainty relation frequently provides a
reasonable guess'”!

st~ I
AE E

max

(8)

https://doi.org/10.1021/acs.jctc.4c01185
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where E_ ;. (En.) are the ground-state (highest) energy of the
Hamiltonian. Using the DMRG, E,,, can be computed by
solving for the ground state of —H.

2.5. Time Step Targeting. In time step targeting (TST),”’
the central idea for solving the time-dependent Schrodinger
equation is to optimize a renormalized basis at each time step
At that describes the evolution from [¥(t)) to I¥(t + At)). In
practice, this is done by a sweep algorithm and a fourth-order
Runge-Kutta propagator, albeit other propagators are possible
as well.®*'** In the sweep algorithm, at each site, four Runge-
Kutta vectors are generated through four matrix—vector
products with the effective Hamiltonian. From these four
vectors, a new renormalized basis is created in a state-average
fashion. This can be repeated for a predefined number of
sweeps. Since the state-averaged (SA) intermediate state
requires a larger bond dimension than [¥(t)) alone, sweeping
optimizes the state-averaged renormalized basis. In a final
sweep, the wave function at time t + At is updated using the
renormalized basis created through the previous sweeps. Note
that TST is nonunitary even in the one-site variant. While
TDVP can be regarded as more rigorous than TST,*® TST is
still used in daily research.'**~"*

Next to TST and TDVP, many other MPS propagation
methods exist.”'*® While most of them such as time-evolving
block decimation are more targeted to systems with short-
range interactions and not fully suitable for molecules, some
other methods can also be used for molecular electron
dynamics. In particular, the global Lanczos method has been
used previously for charge migration.”* Therein, the short
iterative Lanczos (SIL) propagator'””'*® is used for the
calculation of the action of a matrix exponential on a vector,
which here is given by the MPS. The necessary applications of
the Hamiltonian onto the global MPS as well as MPS linear
combinations increase the bond dimension at every step of the
SIL algorithm. Thus, additional MPS compressions are
required and lead to nonunitary dynamics.

2.6. Exploiting Symmetries. For the field-free dynamics
considered here, electron number, spin, and molecular point
group symmetries are conserved. To impose Abelian symmetry
such as electron number, z-component of the total spin, and
point group symmetry, one enforces symmetry conditions on
the coefficient tensor M in eq 4 such that the quantum
numbers of the combined left renormalized basis {lI,)} and
physical basis {lo;)} match those of the right renormalized
basis {lt'w,>}.129 Imposing this condition across the entire MPS

leads to a block-sparse structure of the MPS tensors M!".

The imposition of the non-Abelian total spin symmetry is
more involved than Abelian symmetries, as more than one pair
of total spins of the renormalized bases can yield the same
global spin. The global spin symmetry can be imposed by
decomposing each site tensor into two tensors, the first one
containing the Clebsch—Gordan coeflicients and the second
one containing the rotation coefficients that form the
renormalized states for that site.”””'*" Alternatively, one can
also use projectors to implement Abelian and non-Abelian
symmetries, resulting in a simpler albeit less efficient
implementation.'*""**

Spin-adapted MPSs for nonsinglet states are more involved
than singlet states, as many more spin couplings are possible.
To avoid this, singlet embedding (SE) can be used.”**'**
Therein, one adds noninteracting auxiliary orbitals at the end
of the MPS. These orbitals couple to the physical orbitals such

9817

that the total spin is zero. Since they do not interact with the
Hamiltonian, the smaller target MPS is well-represented.

2.7. Representation of Complex-Valued Matrix Prod-
uct States. For solving the time-dependent Schrédinger
equation, complex-valued MPSs are needed, and to represent
them, there are three main ways. In the first way, dubbed here
full-complex MPS, all MPS tensors M are complex-valued.
This is the most straightforward way but increases memory
requirements by up to a factor of 4.

In the second way,”> R(I¥(t))) and JF(I¥(t))) are
interpreted as two different states and an SA representation
is used to describe both real and imaginary parts by one single
MPS, where only the tensor belonging to the orthogonalization
center is complex-valued. Consequently, the movement of the
orthogonality center of an MPS in a complex SA format has to
be adapted, as a renormalized basis needs to be constructed
that describes both the real and imaginary parts of the previous
orthogonalization center, before moving to the new center. In
practice, this can be done by either diagonalizing a state-
averaged density matrix constructed from the real-valued

density matrices of RM™) and F(M) 2 or through singular
value decomposition.** This modified orthogonalization is
only exact when the bond dimension is allowed to increase. In
practice, however, the bond dimension is truncated, which
renders the orthogonalization of an SA MPS inaccurate.
Hence, while the SA complex format leads to greatly reduced
computational and memory requirements, it also introduces an
additional truncation error and leads to nonunitary dynamics
even for the one-site TDVP. Nevertheless, this format is used
in practice,””*™'** and it is particularly useful for codes that
only support real-valued algebra.

The third way to deal with complex-valued MPSs is to
describe the real and the imaginary parts of the state separately
by two distinct MPSs. This way, however, imposes a severe
restriction on the used propagation method and thus is rarely
used in practice.

2.8. Orbital Ordering. Due to the linear nature of the
MPS, a small perturbation at an orbital/the corresponding site
at one end of the MPS needs to “propagate” through the entire
MPS before the orbital/site at the other end of the MPS can
“respond”. Thus, the MPS is a variant under orbital
permutations. To achieve optimal performance, the orbitals
should be arranged such that those that correlate largely with
each other are placed close together. Several orbital ordering
methods exist, such as the symmetric reverse Cuthill-McKee
ordering,135 approximate best prefactor ordering using
simulated annealing,136 Fiedler ordering,137 and using a genetic
algorithm to find a close candidate to the global mini-
mum.*"** They are based on minimizing auxiliary quantities
such as the bandwidth of the exchange integral matrix.
Localized orbitals (see Section 2.9) of molecules with simple
geometries such as the linear ones can also be ordered based
on the orbitals’ centers.

2.9. Orbital Shape. The DMRG is variant under unitary
rotations of the orbitals as long as the bond dimension is not
converged. Hence, similar to the ordering of the orbitals,
optimizing the orbital shape is important to reduce the
entanglement between the orbitals.**''*"** For ground-state
DMRG simulations of small molecules, natural orbitals are
often used, as they decrease the bandwidth of the Hamiltonian
and thus allow for “energy localization”.****'*® For larger
molecules, however, compared to natural orbitals, split

https://doi.org/10.1021/acs.jctc.4c01185
J. Chem. Theory Comput. 2024, 20, 9814—9831
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localization in coordinate space (localizing occupied and
virtual spaces separately) significantly reduces the overlap
between orbitals and thus also the entanglement and the
required bond dimension.**~""'*" Compared to a global
orbital localization of all orbitals, split localization ensures that
low-energy configurations are still well-described by a small-D
MPS. Based on a good initial guess, one can also variationall

optimize the orbitals during the DMRG optimization."'®"'”'3”

3. BENCHMARKING TDDMRG

In the following, we study the convergence behavior of
TDDMRG with respect to various parameters to establish a
robust simulation framework. We start with a discussion of the
system setup in Section 3.1 and of the used observables to
measure convergence in Section 3.2. Then, in Section 3.3, we
compare the convergence behavior of the TDVP and TST
methods. We benchmark complex MPS representations in
Section 3.4 and singlet embedding in Section 3.5. We finish the
benchmark with a comparison of natural orbitals and localized
orbitals in Section 3.6.

All our simulations are performed using custom scripts that
utilize the DMRG program package and library sLock2,"**'**
together with PYSCF for the remaining quantum chemical
computations.'*~'*> We compute molecular integrals using
Liscivr. #9147

3.1. Setup. We choose chloroacetylene and furan as test
beds. Chloroacetylene displays charge migration similar to the
well-studied iodoacetylene” and is linear and small enough to
allow for the inclusion of all available noncore orbitals of a
double-{ basis in converged TDDMRG simulations without
too large values for the bond dimension. Compared to
chloroacetylene, furan is a (slightly) larger prototypical
heterocyclic molecule with more complicated charge migra-
tion.'” For furan, we use the 6-31G basis set,"**'*’ resulting
in a frozen-core cation full configuration interaction (FCI)
space of 48 and 25 electrons, while for chloroacetylene, we use
the def2-SV(P) basis set,"*° resulting in a frozen-core cation
FCI space of 41 orbitals and 15 electrons. Since our
simulations do not target core ionization, we use the frozen-
core approximation, thus freezing seven (five) orbitals in
chloroacetylene (furan). The used geometries are given in
Section S1 of the Supporting Information (SI). Note that here,
we limit the convergence studies to a particular Gaussian basis
size, as our objective is the convergence of TDDMRG and not
that of the basis set.

To prepare the initial state for the charge migration
dynamics, we emulate the state produced by a sudden
ionization, where we apply a linear combination of annihilation
operators a; on the ground state of the neutral molecule |'¥ )
as

IP(t = 0)) = ). ¢ ¥%g)
i 9

where [¥(¢ = 0)) is the initial cationic state for the TDDMRG
simulation. The linear combination of annihilation operators
allows us to describe the ionization process out of a specifically
constructed orbital ly). The coefficients ¢; are then calculated
as the overlap with the molecular orbitals {I¢h;)}; that are used
for representing the MPS

¢ = (Plw) (10)
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followed by normalization if ly) is not fully spanned by {l¢;)}.
This way, not only can we control the shape of the ionized
orbitals but also use orbitals that are optimal for the MPS
representation (see Section 3.6). The sudden ionization
approximation can be improved by using specialized methods
to calculate ionization rates in many-electron systems, >"'>*
which, however, is not necessary for the purpose of our
benchmark.

For our chloroacetylene simulations, we choose ly) to be an
in-phase 50/50 superposition of the Hartree-Fock highest
occupied molecular orbital (HOMO) and HOMO — 1. Each
of these orbitals is a 77 orbital belonging to a b irrep of the C,,
point group. The resulting orbital ly) is a p-like atomic orbital
localized at the Cl atom. For our furan simulations, ly) is an
intrinsic bond orbital (IBO)'*’ with a p-like symmetry
localized at the O atom. All of the initial states described
above transform according to a particular irrep of the point
group of the molecule, and, since the dynamics is field-free, the
time evolution conserves the irrep of the initial state. Hence,
we make use of the point group symmetry. For chloroacety-
lene, we use the C,, point group, and for furan, we use C,.

Our simulations assume frozen nuclei. Since, in reality, after
a few femtoseconds, the nuclear motion will start to influence
the dynamics, we run all simulations presented here for 80 au
~2 fs only. As will be shown in Section 3.2, this time window
already captures important dynamics of the evolving electronic
density.

The simulations for chloroacetylene use a CAS with 30
orbitals that are based on the hole-DM adaption procedure
described in Section 4 and benchmarked in Section 4.2. For
results other than those shown in Section 3.6, all simulations
are based on the split-localized orbitals described in Section
3.6. The simulations for furan in Section 3.6 employ a CAS
with 30 orbitals obtained from the first 30 noncore second-
order Moller-Plesset theory (MP2) natural orbitals. Through-
out, the initial state has the same bond dimension as that used
for the dynamics, except for D = 1200 in chloroacetylene,
where the initial state has a bond dimension of D = 1000, as its
energy is already converged to 0.07 mEy.

For all simulations shown below, we use the TDVP method
with a time step of At = 0.968 as, and singlet embedding,
unless stated otherwise. For the TDVP time propagation in eq
7, we use the SIL method,"*”'*® as implemented in BLOCK2.
The implementation is based on expoxit.">* This propagator is
based on an adaptive time step with a relative convergence
tolerance set to 5 X 107°. A convergence study of this tolerance
parameter is shown in Figure S3 in the SL All simulations use
the two-site TDDMRG variant. Since two-site simulations are
not norm-conserving, we calculate the expectation value of any
operator O as (VIOI¥)/(YIV).

3.2. Convergence Measures. As numerical methods
converge differently for different observables, as possible
convergence criteria, here we consider three quantities. They
are the hole density, the autocorrelation function, and the
Lowdin partial charge. We will choose the most sensitive one
for most of our comparisons. The hole density h(r, t) is
defined as'

h(l‘, t) = po(r) - p(l‘, t) (11)
where py(r) and p(r, t) are the one-particle reduced densities
of the ground-state neutral molecule and that of the evolving
cation, respectively. The autocorrelation function is defined as
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Figure 1. Example of TDDMRG simulations of chloroacetylene. (a) Slices of the hole density h(r, t) sampled at nine time points. The slices are in-
plane with the molecule and are parallel to the lobes of the initial hole, as can be confirmed from the shape of the region of h(r, t) in the leftmost
panel. (b) The absolute value of the autocorrelation function as a function of time. (c) Qc;(t), the partial charge at C3 [the carbon atom adjacent
to Cl; see the molecule in panel (a)] as a function of time. The vertical lines in panels (b) and (c) mark the times at which the hole densities in
panel (a) are evaluated. For this simulation, the bond dimension is 1000.

At) = (Y(O)¥(1)) (12)

The Lowdin partial charge Q4 around nucleus A is defined
155

as

P.

1

—ZA—EZ

i€EA

Q
! (13)

where Z, is the charge of nucleus A and P; is the diagonal
matrix elements of the spin-summed reduced density matrix
represented by Lowdin-orthogonalized atomic orbitals.'*°
Examples of these three time-dependent observables—hole
density, autocorrelation function, and Lowdin partial charge—
are shown in Figure 1 for charge migration in chloroacetylene.
The time-dependent hole densities shown as slices in Figure 1a
are very useful for capturing the main features of the charge
migration dynamics and typically converge quickly. The
autocorrelation function shown in Figure 1b tracks the
contribution of the initial state component in the evolving
state and, for this particular dynamics, displays large revivals
and a relatively simple structure. The apparent revival period of
~1.29 fs is due to the creation of the initial state, which is
dominated by a superposition of the ground and the excited
states of the cation. These eigenstates are ~3.2 eV apart in
energy, thus resulting in the observed revival period. Due to
electronic correlation and non-Koopman relaxation effects, the
actual autocorrelation function is modulated and more
structured. Compared to hole densities and the autocorrelation
function, however, time-dependent partial charges shown in
Figure lc contain many frequency components and reveal
much more detailed information about the dynamics.
Consequently, compared to the other two observables, it is
the most sensitive quantity with respect to the parameters of
the TDDMRG simulations. We therefore use partial charges in
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most of the studies below to judge when convergence is
reached by visually inspecting the partial charge plots.

For the chloroacetylene benchmark, we use the partial
charge of the carbon atom neighboring the chlorine atom as a
measure of convergence, whereas for furan, we use the partial
charge at one of the carbon atoms on the opposite side of the
oxygen atom.

3.3. Time Propagation Methods. In the following, we
will benchmark the TST and TDVP time propagation
algorithms. Using a converged time step, we first inspect the
convergence with respect to the bond dimension in Section
3.3.1. Then, using a converged bond dimension, we inspect the
convergence with respect to the time step in Section 3.3.2.

3.3.1. Convergence of TST and TDVP with Respect to
Bond Dimension. Figure 2 shows the bond dimension
convergence behavior in chloroacetylene for the TDVP and
the TST methods. Here, both TDVP and TST converge
around D ~ 1000. However, TDVP converges smoother and
leads to smaller errors for less-converged bond dimensions
than TST. For instance, the D = 500 TDVP curve in Figure 2a
is far closer to the converged curve than the D = 500 TST
curve in Figure 2b. Since, for typical simulations, the required
bond dimension increases with time, both for TDVP and TST,
the deviations to the converged result increase with time. As
the evolution progresses, simulations with smaller bond
dimensions deviate before those with larger bond dimensions.
For example, using TST, the D = 200 curve starts to deviate at
about 0.15 fs, while for D = 500, the deviation occurs at 0.3 fs.
Compared to TDVP, for a given bond dimension, the point of
deviation in the TST dynamics appears earlier. Remarkably,
the D = 200 TST curve displays a large error and qualitatively
different behavior for times larger than ~0.5 fs, whereas the D
=200 TDVP curve is still qualitatively correct throughout the
dynamics, save for some dephasing. A bond dimension
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Figure 2. Convergence of partial charge with respect to bond
dimension for two-time propagation methods in chloroacetylene. (a)
Qc;(t) obtained using TDVP and (b) using TST. The time step is
0.484 as, and the MPS is of full-complex type.

convergence scan for another molecule, acetylene, can be
found in Figure S1 in the SI, where the better convergence of
TDVP, compared to TST, is retained.

The slower bond dimension convergence of TST, compared
to TDVP, might be due to the state-average-like procedure of
the Runge-Kutta vectors, next to other errors not shared with
TDVP such as the Runge-Kutta approximation. The number of
subsweeps in each time step in our TST simulations is two,
except for the first time step in which it is four to allow for a
better adjustment of the renormalized states. Results obtained
using more subsweeps are shown in Figure S4a of the SI,
which, however, do not show improvement in the TST bond
dimension convergence. A different version of TST, where the
number of states to average over is decreased by usin
independent renormalized bases for [¥(¢)) and I¥(t + At))
could decrease the error for small bond dimensions, but that
version also requires twice as many resources as the normal
TST version.

3.3.2. Behavior of TDVP and TST with Respect to Time
Step. Next, we study the convergence of TDVP and TST with
respect to the time step. Figure 3 displays the time step
convergence in chloroacetylene simulated using TDVP (panel
a) and TST (panel b), respectively. The time step convergence
of TDVP is smooth, and convergence is attained at At = 0.968
as. This is close to the time step estimate from eq 8, which
gives Aty = 0.656 as.

The time step convergence in TST, however, is not
monotonic. At At = 1.45 as, the partial charge curve has a
good agreement with the converged TDVP curve. However, as
the time step is reduced, the TST curves diverge (see curves
for At = 1.09, 0.968, and 0.847 as in Figure 3b) before they
again approach convergence at At = 0.484 as. Note that a
smaller time step decreases the Runge-Kutta propagation error
in TST but also increases the number of required
compressions for the full simulation, resulting in a complex
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Figure 3. Convergence of partial charge with respect to time step for
two-time propagation methods in chloroacetylene. (a) Qc;(t)
obtained using TDVP and (b) using TST. To aid in the comparison
between TST and TDVP, the curve of At = 0.484 as from panel (a) is
also shown in panel (b). The bond dimension is 1000 and the MPS is
of full-complex type.

. 62,63 .
error behavior.”””” Increasing the number of subsweeps per

time step (two are used here) often reduces the compression
error, but doing so does not improve convergence in this case
(see Figure S4b in the SI). Hence, in this case, TDVP is much
more stable against the total time discretization error than
TST. Like the bond dimension convergence, TDVP curves
with larger time steps tend to start to deviate at earlier
propagation times than those with smaller time steps, but the
convergence is typically smooth. As a side note, for time steps
larger than those shown here, we observed jaggedness in the
observables as a function of time when using TDVP.

We note that for simulations of other molecules (e.g,
acetylene shown in Figure S2 in the SI), we observed smooth
convergence also for TST, albeit TDVP typically converged
faster than TST. Reflecting on the better overall performance
of TDVP compared to that of TST as shown here and in
Section 3.3.1, we choose to use TDVP for the remainder of this
paper.

3.4. Complex MPS Type. As explained in Section 2.7, a
complex-valued MPS can be approximated by a state-averaged
version where only the orthogonality center is complex-valued
or as a proper complex MPS with all tensors being complex-
valued. For these two types of complex representation, Figure
4a shows the time-dependent partial charge at C3 of
chloroacetylene for several bond dimensions. The full-complex
MPS (solid curves) converges with bond dimension noticeably
faster than the SA complex MPS (dot-dashed curves). For
example, the D = 200 full-complex MPS curve is much closer
to the reference (D = 1200) than the SA complex MPS, which
displays significant deviations.

In agreement with the convergence of the partial charge,
observing the norm as a function of time in Figure 4b, it
becomes evident that the SA complex type (solid curves) leads
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Figure 4. Bond dimension convergence in chloroacetylene for two
complex MPS representations. Qc;(t) (a) and time-dependent norms
(b) obtained using a complex MPS in state-averaged (solid lines) and
in full-complex (dot-dashed lines) representations.

to a much faster decay of the norm, compared to the full-
complex MPS (dot-dashed curves) by about an order of
magnitude. Even for D = 200, the SA complex MPS has a norm
of only 0.83 at the end of the propagation, whereas the full-
complex MPS has a norm of 0.98. (The full-complex MPS is
not fully norm-conserving as a two-sitt TDDMRG is used.)
Thus, for the SA complex MPS type, the eigenvector
truncation of the state-averaged density matrix discussed in
Section 2.7 required for orthogonalizing to the next MPS site
gives a larger error.

While the TDDMRG with full-complex MPS converges
faster with bond dimension, it also has higher computational
and memory demands than TDDMRG with the SA complex
MPS. To address this, Table 1 lists the average computational
times per time step for the two types of complex MPS as well
as total spin representations (singlet and nonsinglet embed-
ding; see Section 3.5). All of these timing data are extracted
from shared-memory-parallelized simulations that used the
same two Intel 28-Core Xeon Gold 6330 2.0 GHz CPUs. For

Table 1. Average Wall Times per TDVP Propagation Time
Step (At = 0.968 as) in Seconds for Simulations in
Chloroacetylene for Several Bond Dimensions Using Two
Different Complex-Valued MPS Types (State Averaging, SA,
vs. Full) and Two Ways of Dealing with Nonsinglet Spin
States (Singlet Embedding, SE, or no SE)

SA full
D SE no SE SE no SE
200 10.7 13.5 14.2 12.3
500 26.8 38.8 35.2 50.1
800 60.8 110 86.3 144
1000 101 173 136 234
1200 145 250 198 356
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the same type of total spin representation—e.g,, for singlet
embedding, compare the second and fourth columns—the
simulations with the SA complex MPS are roughly a factor of
1.4 faster than those with full-complex MPS. Compared to the
SA complex MPS type, the full-complex MPS type leads to
complex-valued renormalized operators, which increases the
computational cost by up to a factor of 2. The actual value
depends on whether the computation is memory-bandwidth-
limited or not, and on the implementation, as complex matrix
multiplication can be implemented by multiplying three
instead of four real-valued matrices,">” which is exploited in
BLOCK2.

Despite the larger computational effort of the full-complex
MPS compared to that of the SA complex MPS, taking into
account both the bond dimension convergence (Figure 4a)
and the computational cost, overall, we find that the full-
complex MPS offers the best ratio of accuracy over runtime.
For instance, using a full-complex MPS, the dynamics at D =
500 can be considered converged (Figure 4a, red dot-dashed
curve), and the cost per time step for this simulation is 35.2 s
with singlet embedding, whereas using an SA complex MPS,
even D = 1200 is not fully converged and requires 14S s per
time step. Despite the overall better performance of full-
complex MPS over SA complex MPS, for computational
reasons, we also employ the latter type in some of our results
below. Since both representations converge to the exact
dynamics for a given time step in the large bond dimension
limit, the choice of MPS representation should not affect the
comparison of other simulation ingredients such as the used
orbitals. To demonstrate this, some additional comparisons are
shown in the SI in Section S6.

3.5. Singlet Embedding (SE). To study the effect of
singlet embedding, compared to “proper” nonsinglet spin-
adapted MPSs (see Section 2.6), Figure S displays a bond
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Figure S. Effect of nonsinglet spin representation in bond dimension
convergence in chloroacetylene. Qg3(t) for an SU(2)-adapted MPS is
shown where the total spin is represented using either singlet
embedding (solid lines) or using a proper nonzero spin quantum
number (dot-dashed lines). The MPS is of SA complex type.

dimension convergence scan for the two ways to construct
open-shell spin-adapted MPSs. Compared to the simulations
using a proper spin type (dot-dashed curves), the ones with
singlet-embedded MPSs (solid curves) converge slightly faster
with respect to bond dimension. This is consistent with
ground-state DMRG."* In addition, as shown in Table I,
compared to the proper nonsinglet MPS, TDDMRG
propagation using the MPS with singlet embedding leads to
a much faster runtime. For the converged bond dimension of

https://doi.org/10.1021/acs.jctc.4c01185
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D 1200, singlet embedding is almost twice as fast as
nonsinglet embedding.

3.6. Orbital Localization: Energy or Coordinate
Space? As discussed in Section 2.9, split localization in
coordinate space typically decreases the required bond
dimension for larger molecules in ground-state DMRG,
whereas natural orbitals (energy localization) work best for
small molecules such as diatomics. Does this also hold for
TDDMRG? To answer this, we first benchmark localization for
chloroacetylene, whose linear structure makes it well-suited for
localization. Here, we compare three different types of orbitals
that are based on the previously used cationic CAS(300, 15¢):
(1) quasi-natural energy-localized orbitals, (2) split-localized
orbitals, and (3) globally localized orbitals. These orbitals are
based on the hole-DM adaptation procedure described later in
Section 4.2. In short, the quasi-natural orbitals in chloroace-
tylene are based on eight natural “base” orbitals obtained from
DMRG optimization of the neutral ground state and 22
additional quasi-natural charge orbitals that are based on an
averaged hole density matrix. The base orbitals (quasi-natural
charge orbitals) also define the occupied (unoccupied) space
used for the split localization. As the molecule has linear
symmetry, we localize the orbitals within each irrep sector of
the C,, point group without jeopardizing orbital locality using
the Pipek—Mezey algorithm."*® The localized orbitals are
ordered by aligning them on the molecular axis, whereas the
quasi-natural energy-localized orbitals are ordered using a
genetic algorithm and the default parameters in BLOCK2.

Figure 6a shows the bond dimension convergence for the
partial charges at C3 when using split-localized orbitals (solid
lines) and quasi-natural orbitals (dot-dashed lines). As
expected from a larger linear molecule,”®”" there is a slight
improvement of the convergence rate with bond dimension
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Figure 6. Effect of orbital localization in bond dimension convergence
in chloroacetylene. (a) Qc3(t) using split-localized (solid lines) vs
quasi-natural orbitals (dot-dashed lines). (b) Qc;(t) using split-
localized (solid lines) vs globally localized orbitals (dot-dashed lines).
The MPS is of SA complex type.
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when split-localized orbitals are used. For instance, the D =
1200 nonlocalized curve has a larger error than the D = 1000
split-localized curve. In contrast, ignoring the occupied orbital
space and globally localizing all orbitals simultaneously
significantly decreases the convergence rate and bond
dimensions much larger than 1000 are required for
convergence (cf. Figure 6b). Localizing all orbitals simulta-
neously deteriorates “energy locality”, as low-energy config-
urations are not well-described by globally localized orbitals,
thus the poor performance of those orbitals. This is in
agreement with ground-state DMRG results.*”

The different convergence behaviors for energy-localized,
split-localized, and globally localized orbitals are also apparent
in the norm conservation (not shown here). For a given bond
dimension, globally localized orbitals lead to the fastest norm
decay, followed by natural orbitals, and then the split-localized
orbitals.

From the benchmark in chloroacetylene, it seems that the
advantage of using split-localized orbitals to improve bond
dimension convergence in ground-state simulations does carry
over to time-dependent dynamics. This, however, turns out to
be system-dependent, as we will show now in the case of furan.
Here, our CAS is based on the first 30 noncore symmetric
MP2 natural orbitals from the neutral molecule sorted by
natural occupation. Note that these orbitals are not the most
optimal ones to describe the actual dynamics of the system, but
they suffice to describe the effect of orbital localization (cf.
Section 4.2). As for chloroacetylene, split localization is done
within each irrep of the C point group. The split localization is
based on 13 occupied and 17 unoccupied orbitals. We order
the orbitals based on the genetic algorithm.

Figure 7 compares the bond dimension convergence for
charge migration in furan using natural orbitals (panel a) and
split-localized orbitals (panel b). While convergence is attained
very quickly in both cases, surprisingly, the dynamics using
natural orbitals (panel a) converges faster with bond
dimension than that using localized orbitals (panel b). Both
orbital types lead to slightly different partial charge curves even
for D = 700. Thus, for this dynamics, energy localization is
more important than spatial localization. This is in contrast to
the ground-state energy convergence of the same system
(shown in Figure 8), where split-localized orbitals clearly
converge faster with respect to bond dimension. We have
found a similar behavior for dynamics in acetylene (see SI
Figure SS), although in this case, localized orbitals also do not
improve ground-state energy convergence (SI Figure S6). Our
results on these three systems (chloroacetylene, acetylene, and
furan) indicate that not all empirical findings from ground-
state DMRG simulations can be directly used for dynamics,
but rather additional benchmarks need to be performed in
order to generate the most optimal setup for TDDMRG
simulations.

For furan, natural orbitals converge faster with bond
dimension and lead to the fastest simulations if the C,, point
group is used. However, if the same point group C; is used for
both sets of orbitals, from the viewpoint of resource
requirement, using localized orbitals here leads to a substantial
resource reduction. Compared to using natural orbitals with
the C; point group, using localized orbitals and the same point
group requires almost a factor of 3 less memory and the
runtime is reduced by a factor of 2 for D = 700. This is
important for molecules that are less symmetric than furan,
e.g., furfural in Sections S and S$ in the SI. Notably, this is not
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Figure 7. Qc,(t) (with C2 being the carbon atom indicated in panel
a) in furan obtained using (a) MP2 natural orbitals and (b) split
localization of orbitals in panel (a). All results used the C, point group
except for the D = 1000 result in panel a, which used the C,, point
group. This result is also plotted in panel b for comparison. These
simulations were performed with an active space of CAS(300, 25¢),
and the MPS is of full-complex type.
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Figure 8. Ground-state energy of the furan cation as a function of
bond dimension obtained using either MP2 natural orbitals (points)
or split-localized orbitals (squares). These are the same orbitals used
in Figure 7. The energies are shifted up by 228 Ey.

due to integral sparsity, as here the natural orbitals have twice
as many vanishing integrals, because the C,, point group is
retained for natural orbitals, in contrast to the Ci-symmetric
localized orbitals. Instead, the reason for the reduced resources
is that, compared to natural orbitals, the spin- and point-group-
symmetrized MPS with localized orbitals have around twice as
many active blocks of the symmetrized site tensors M[i], and
each of the blocks is significantly smaller than that of the MPS
with natural orbitals. In other words, here localized orbitals
lead to MPS tensors that are more block-sparse, compared to
natural orbitals. This may also explain the different
convergence behaviors with D seen in Figure 7, as a larger
amount of block sparsity means that the sizes of each block
need to be optimized, which is difficult and often leads to the
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MPS being “trapped” in a local minimum.*® The nature of the
block sparsity is affected by both the shape and the order of the
orbitals; thus, an in-depth explanation of the different block
sparsities is out of the scope of this work. However, we
speculate that the MPS that is represented by natural orbitals
only needs a few important orbitals to form dominant
configurations through orbital rotations, which results in
fewer important symmetry sectors, whereas the localized
orbitals do require many different orbitals and thus also more
symmetry sectors.

4. ORBITAL SELECTION

Since our simulations are based on TD-CASCI and thus the
orbitals are not optimized variationally at each time, selecting
the most appropriate orbitals for describing the MPS for all
times is crucial. Since there is no orbital optimization, this
problem is even more severe than that of finding initial guesses
for CASSCF or DMRGSCEF, where by now many orbital
selection procedures exist (see, e.g, refs 140,159—167).
Notably, the active space required for intricate dynamics
simulations is typically larger than those that are adequate for
ground states.””*>**** So far, not many procedures to select
the orbital space for time-dependent simulations have been
considered (see refs 29,33,82,168 for a few exceptions for some
special cases).

4.1. Dynamics-Adapted Orbitals. Here, we explore two
approaches to select orbitals. Both of them are based on
natural orbitals of an averaged density matrix; thus, they are
easy to use and systematically improvable. Similar to some
other methods,'*>"”'® both are based on a preliminary
TDDMRG simulation that employs all or a large enough
subset of the available orbitals but uses a small bond dimension
so that the final orbitals can be obtained quickly. From this
preliminary TDDMRG simulation, we average over the real
part of the one-electron density matrix p at each time step i (in
atomic orbital representation)

N,

timesteps

D Rp(t=iAt)

i=1

_ 1
veraged N

timesteps

b,
(14)

We use the real part of p(t = iAt) to avoid dealing with
complex-valued orbitals; nevertheless, the real part still
captures the main dynamics.'’ In the first of the two
approaches, dubbed here density matrix (DM)-adapted
orbitals, we use the natural orbitals of p,yerageq With the largest
occupancies for the TD-CASCI simulations. While straightfor-
ward to use, eq 14 focuses on the total average of the dynamics
and thus may not easily capture subtle changes in the
dynamics. To improve this, in the second approach, dubbed
here hole-DM-adapted orbitals, we do not diagonalize p,yeraged
but rather diagonalize the averaged hole density matrix, h,eraged
= Po = Paveragedr Where py is the density matrix of the neutral
molecule (cf. eq 11). Diagonalizing hyeraged leads to averaged
natural charge orbitals and their corresponding eigenvalues, the
hole occupations.'*® These orbitals thus describe the evolving
hole in charge migration and thus naturally are important
ingredients of the orbital space. As the trace of hyyegeq is 1,
only a few orbitals can be selected from h,yergeq. We select
them based on the largest absolute value of the hole
occupations, which can be negative. The remaining orbitals,
dubbed here base orbitals, are chosen based on the natural
orbitals of the neutral ground state with occupancies close to
two. Since the natural charge orbitals are not orthogonal to the
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base orbitals, we symmetrically orthogonalize'*>'*® those

against the base orbitals and remove linear dependencies, if
necessary. Typically, linear dependencies only become an issue
once the used orbital space becomes very large, compared to
the used atomic orbital space.

Both procedures described above allow the active space to
be systematically increased. Note that these procedures can be
easily extended to other types of dynamics that are not based
on ionization. In that case, instead of subtracting the density
matrix of the neutral molecule to form the averaged hole
density matrix, one could, e.g., subtract the density matrix of
the initial state. Likewise, other established ways such as those
based on localized orbitals'®® could be used to obtain the base
orbitals. The DM adaption procedure could be improved by
using concepts other than natural orbitals, e.g, from quantum
information theor}7.65’l6l’l67’169 This, however, is beyond the
scope of this work.

4.2. Validation. To test the two dynamics-adapted orbital
approaches, here we compare two sets of simulations using the
DM-adapted and hole-DM-adapted orbitals and vary the size
of the active space both for furan and for chloroacetylene (see
Section 3.1 for the main setup). For both molecules, we use D
= 200 for the preliminary TDDMRG simulation to obtain the
averaged hole density. Despite the small bond dimension, the
simulation captures the rough qualitative behavior of the
dynamics, compared to a simulation with D = 1000 that is used
here as a reference (see SI Figure S7).

For the hole-DM-adapted orbitals of chloroacetylene, we use
eight base orbitals from the natural orbitals of an RDM
obtained from a frozen-core FCI DMRG neutral ground-state
calculation with D = 200. We use split localization (cf. Section
3.6) to optimize the orbital shape. Split localization of the hole-
DM-adapted orbitals is done using the base orbitals as
occupied space and the remaining orbitals as valence space.
For the DM-adapted orbitals, split localization is based on the
quasi-natural orbitals of the averaged RDM in eq 14 using a
natural occupation threshold of 0.5.

Figure 9 displays the results for chloroacetylene. The DM-
adapted orbitals (Figure 9a) capture many suboscillations of
the charge even if the active spaces are relatively small, such as
only 14 orbitals. The overall shapes of the curves for all CASs
shown are very similar, up to some horizontal shifts. On the
contrary, the hole-DM-adapted orbitals (Figure 9b) produce
dynamics that varies greatly as the active space size is
increased. Convergence is attained only when reaching ~27
orbitals out of 41 in total. Importantly, however, a comparison
of the partial charges of the simulations using either DM-
adapted orbitals or hole-DM-adapted orbitals with the FCI
TDDMRG reference (dubbed MPS-FCI) (Figure 9c) reveals
that when including 30 orbitals in the space, the hole-DM-
adapted orbitals lead to dynamics that is actually closer to
MPS-FCI than the DM-adapted orbitals, despite the former’s
poor performance when the active space is small.

Next to the two DM-adapted procedures, we have tested
three other ways of selecting orbitals for the active space: (1)
DMRGSCEF orbitals of the neutral molecule, (2) DMRGSCF
orbitals of the cation, and (3) state-averaged DMRGSCF
orbitals of the cation. In all three procedures, the initial
DMRGSCF guess is based on split-localized MP2 natural
orbitals. These simulations are shown in the SI (Figure S8) and
confirm that, for chloroacetylene, the CAS created by hole-
DM-adapted orbitals leads to the fastest convergence.
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Figure 9. Qc;(t) in chloroacetylene obtained using several active
spaces composed of (a) DM-adapted orbitals and (b) hole-DM-
adapted orbitals. The simulations with the largest CAS(300, 1S5¢) are
compared to the MPS-FCI result, a CAS(410, 15e), in panel (c). The
bond dimension is 1000, and the MPS is of SA complex type.

The results for the same type of comparison for furan are
shown in Figure 10. For the hole-DM-adapted orbitals, we use
13 base orbitals computed in the same way as for
chloroacetylene, except for the DMRG neutral ground-state
computation, which uses D = 1000. Since for furan, energy-
localized orbitals lead to a faster convergence with respect to
bond dimension (see Section 3.6), we use the quasi-natural
orbitals from the DM adaption procedures directly and order
them using a genetic algorithm. Here, the DM-adapted orbitals
(Figure 10a) converge slower than the hole-DM-adapted
orbitals (Figure 10b) with respect to active space size, which is
in contrast to our observation in chloroacetylene. However, as
in chloroacetylene, the hole-DM-adapted orbitals yield a better
agreement with MPS-FCI than the DM-adapted orbitals,
suggesting that a faster convergence with active space may be
realized by using hole-DM-adapted orbitals.

Overall, thus we find that hole-DM-adapted orbitals are
preferred over DM-adapted orbitals, which is in agreement
with our discussion in Section 4.1. Based on the results for
chloroacetylene, which do not display smooth convergence,
the hole-DM adaptation is not a full black-box method. As the
orbitals are not time-dependent, it is expected that erratic
results can be obtained if not all important orbitals are
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Figure 10. Q,(#) in furan obtained using several active spaces
composed of (a) DM-adapted orbitals and (b) hole-DM-adapted
orbitals. (c) A comparison of the CAS(400, 25¢) results from panels
(2) and (b) with the MPS-FCI result for this molecule, whose active
space is CAS(480, 25¢). See Figure 7 for details on Qc,(t). The bond
dimension is 500, and the MPS is of full-complex type.

included in space. Nevertheless, e.g., the use of concepts from
quantum information theory, as mentioned in Section 4.1,
would allow for additional improvements.

5. APPLICATIONS—DYNAMICS RESULTING FROM &
AND 7 ORBITAL IONIZATION IN FURFURAL

In this section, we will apply the knowledge about the
numerical behavior of TDDMRG learned from Section 3 to
furfural to observe charge migration from the formyl group
into the five-membered ring. We use the 6-31G basis set, giving
71 basis functions for furfural with seven core orbitals kept
frozen. The used geometry is given in Section S1 of the SL
We study two scenarios, where either a 7-bonding or a o-
bonding IBO of the formyl group is ionized. We will call these
two scenarios 7 dynamics and ¢ dynamics, respectively. The 7
(6) dynamics corresponds to the outer (inner) valence
ionization. Based on the previous findings, we use hole-DM-
adapted orbitals and found a CAS(400, 35¢) and D = 700 for a
complex MPS to be sufficiently converged for both scenarios
and for the observables of interest (see below). The time steps
used for the 7 and ¢ dynamics are 0.968 as and 0.484 as,

9825

respectively. The preliminary TDDMRG simulations to obtain
the two sets of orbitals use a bond dimension of 200. A
convergence analysis for the dynamics is available in Section
S5.1 of the SI; in particular, see Figures S9—S11.

Here, we are interested in the general dynamics and not in
particular benchmarks. Thus, we study two observables
different from those in Section 3, namely, the time-dependent
dipole moments and the hole density. The dipole moments are
calculated along the principal axes of inertia. The observables,
the used coordinates, and the initial states are shown in Figure
11, next to the two IBOs used for the ionization scenarios

(a) ”AE! J : @ d : g
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m dynamics
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Figure 11. Charge migration in furfural based on ionization from
either a 7 or a o orbital. (a) Left panel: geometry with the reference
frame used for calculating the dipole moments (principal axes of
inertia). Right panels: isosurface of the orbitals from where the
electron is ionized at ly(r)l = 0.06. (b) Hole density isosurfaces
evaluated at h(r, t) = +0.006. The green (violet) surfaces show
positive (negative) values. (c) Total dipole moments in x and y as a
function of time for the two scenarios. Solid (dot-dashed) lines show
ionization from the 7 (¢) orbital. Due to symmetry, the z-component
of the dipole vanishes. The vertical lines mark the times at which the
hole densities in panel (b) are evaluated.

(panel a). Despite the different shapes and symmetries of the
initial hole densities (panel b), at first sight, the initial
dynamics of the resulting charge migration is surprisingly
similar. However, a closer look reveals more subtle differences.
In particular, the o dynamics leads to a reduced migration with
larger parts of the density staying in the formyl group, whereas
for the 7 dynamics, a larger portion of the initial hole migrates
into the ring.

This is confirmed by inspecting the dipole moments (panel
c). In the x direction, the dipole changes from positive to
negative values (the initial migration into the ring) and then
oscillates around a negative mean value. Like the apparent
similarities of the time-dependent hole densities, the oscillation
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periods of the x dipole components of the ¢ and 7 dynamics
during the first 0.8 fs are almost equal, even though the energy
of the initial state of the ¢ dynamics is 18 eV higher than that
of the 7 dynamics. However, both ¢ and 7 dynamics show
these oscillations with a noticeably smaller initial shift of the
dipole moment for the ¢ dynamics from 2.80 ea, to —1.53 eq,
compared to that from 2.84 eaq, to —2.57 ea, for the &
dynamics. At later times, each of the two dynamics shows a
different behavior; e.g, at 1.4S fs, the dipole in the x direction
of the ¢ dynamics is around a minimum, whereas that of the 7
dynamics approaches a maximum. As the direction of the
initial charge migration in the molecule can only occur from
the formyl group into the ring, the y component of the dipole
is less affected by the dynamics and approximately is zero
throughout.

The observed effects might be explained by a similar, albeit
reduced overlap between the hole orbital and the restricted
open-shell Hartree-Fock (ROHF) cationic orbitals in the ring:
the initial 7 hole is mostly similar to one # ROHF orbital of the
furfural cation, whereas the initial & hole has large overlaps to
many ROHF orbitals, both in the inner valence and outer
valence regions. The initial & hole state thus has not only a
much higher energy but also a much larger energy bandwidth.
The dominant configurations of the ¢ dynamics then relax to
configurations that are also dominant in the 7 dynamics after a
short time interval following the start of the evolution. Note
that orbitals of different symmetries are coupled through
excited configurations; thus, e.g, #7* excitations can appear
during charge migrations of initial & holes. A similar effect has
been observed previously for a simpler scenario (see, e.g., ref
106).

In agreement with the above explanation, an analysis of the
natural charge orbitals (see SI Figures S12—S14) at t = 0.484 fs
reveals that 7 orbitals are active components not only in the 7
dynamics but also in the o dynamics. As the dynamics advance,
the charge orbitals become less similar: at 0.968 fs, both
dynamics have a dominant 7-type charge orbital localized at
the formyl group, whereas at 1.45 fs, the same type of orbital
remains important only for the ¢ dynamics. This decreasing
similarity between the two dynamics as time advances is in
agreement with the hole densities and dipoles from Figure 11.

6. CONCLUSIONS

Time-dependent extensions of the density matrix renormaliza-
tion group (TDDMRG) are promising candidates for efficient
simulations of complicated molecular electron real-time
dynamics. However, so far, only a few TDDMRG applications
exist and, due to a workflow that is more complicated than
ground-state optimizations, so far there are only a few
guidelines for choosing optimal simulation parameters. Here,
we have aimed for establishing a robust and general TDDMRG
simulation framework. Through simulations of charge
migration in different molecules, we have performed a series
of extensive studies of the properties of various simulation
parameters in TDDMRG and investigated ways to determine
compact orbital spaces for electron dynamics.

We have found that the time-dependent variational-
principle-based projector splitting integrator converges faster
and more smoothly than the time step targeting method with
both bond dimension and time step. Using a fully complex-
valued matrix product state (MPS) is more elaborate than a
state-averaged-based complex-valued representation, but the
fully complex-valued MPS converges faster with bond
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dimension and converges the norm of the state well, even if
the two-site version of the DMRG is used.

One of the questions we have aimed to address was whether
common wisdom from ground-state DMRG carries over to
TDDMRG. Indeed, we have found that some ground-state-
based findings do carry over to TDDMRG, namely, orbital
ordering, and the use of singlet embedding for nonsinglet
states. However, surprisingly, we found that split-localized
orbitals do not necessarily speed up bond dimension
convergence for larger molecules, compared to natural orbitals.
This is in contrast to the convergence behavior of ground-state
DMRG.

Next to the benchmark, we have tested several procedures to
obtain a good set of active orbitals. This is more difficult than
in time-independent DMRG as the orbitals need to describe
the dynamics well for all propagation times. We found that
orbital spaces consisting of a combination of occupied ground-
state natural orbitals and orbitals that diagonalize a reduced
density matrix (RDM) consisting of the difference between an
averaged time-dependent RDM and a ground-state RDM lead
to reasonably fast convergence. This procedure offers a
semiautomated way to converge the active space.

Lastly, we have made use of our findings in the simulations
of charge migration in furfural, where we compared the
dynamics of 7~ and o-hole-initiated charge migrations. We
found a rapid conversion of the initial ¢ hole to 7 hole states.
These simulations employ 35 electrons and 40 active orbitals,
and the dynamics displays nontrivial behavior, rendering them
significantly more challenging than previous molecular
electronic TDDMRG applications. Given the efficiency of
TDDMRG to simulate multireference situations, we believe
that it will be more widely used to study more intricate
dynamics, such as when an external field is present, or to
interpret experimental observations.
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Bl ADDITIONAL NOTE

“Note that different algorithms exist that exploit DMRG-like
approaches for time evolution. Here, we use “TDDMRG” to
generically refer to all of them.
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