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Abstract	40 

The present study is aimed at developing a numerical model to reproduce coupled hydro-mechanical 41 

processes associated with fault reactivation by fluid injection in low permeability rock, as part of the 42 

DECOVALEX-2019 project Task B. We proposed a modeling approach for simulating the processes 43 

using the TOUGH-FLAC simulator, and modeled a fault reactivation experiment conducted at Mont 44 

Terri Rock Laboratory in Switzerland. The first step of the study involved benchmark calculations 45 

considering a simplified fault plane and geometry. Fluid flow along a fault was modeled using elements 46 

of aperture-sized thickness on the basis of Darcy's law and the cubic law in TOUGH2, whereas the 47 

mechanical behavior of a single fault was represented by zero-thickness interface elements in FLAC3D 48 

upon which a slip and/or separation is allowed. A methodology to connect a TOUGH2 volume element 49 

to a FLAC3D interface element was developed for handling the hydro-mechanical interactions on the 50 

fault during fluid injection. Two different fault models for describing the evolutions of hydraulic 51 

aperture by elastic fracture opening and failure-induced aperture increase were considered in the 52 

benchmark calculations. In the coupling process, the changes in geometrical features and hydrological 53 

properties induced by mechanical deformation were continuously updated. The transient responses of 54 

the fault and host rock to stepwise pressurization were examined during the simulation. The hydro-55 

mechanical behavior, including the injection flow rate, pressure distribution around the borehole, stress 56 

conditions, and displacements in normal and shear directions were monitored in the surrounding rock 57 

and along the fault. The results of benchmark calculations suggest that the developed model reasonably 58 

represents the hydro-mechanical behavior of a fault and the surrounding rock. This modeling approach 59 

was applied to the fault reactivation experiment of the Mont Terri Rock Laboratory. In this interpretive 60 

modeling, a parametric study was conducted to examine the effects of input parameters regarding in 61 

situ stress and fault properties on the hydro-mechanical responses of the fault to water injection. Then, 62 

an optimal parameter set to reproduce the field experiment results was chosen by trial-and-error. The 63 

injection flow rate and pressure response during fault reactivation closely matched those obtained at the 64 

site, which indicates the capability of the model to appropriately capture the progressive pathway 65 

evolution during fault reactivation tests at the site. The anchor displacements were overestimated by the 66 

model, but a fair agreement was obtained in terms of the order of magnitude and the variation tendency.  67 

 68 
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1.	Introduction	75 

The importance of an appropriate assessment on the fault reactivation by fluid injection into rock is 76 

increasingly recognized, as promoted by rising demands for the technologies associated with geological 77 

CO2 sequestration, shale gas development, enhanced geothermal systems, and enhanced oil/gas 78 

recovery. Injected fluid changes the prevailing stress state in a reservoir and pre-existing faults and 79 

fractures, and thus potentially triggers fault slip and seismicity. Fault activation may also be induced 80 

associated with deep geological nuclear waste disposal, especially in low permeability rock, where 81 

thermally driven fluid pressure increases (thermal pressurization) and pressure increases due to gas 82 

generation could be significant. The fault reactivation process is a combination of hydrological and 83 

mechanical interactions, such as hydraulic aperture evolution, hydrological properties change, effective 84 

stress induction, and mechanical strength degradation. Development of technologies for understanding 85 

and estimating the behavior is essential in ensuring safe and reliable operation of relevant energy 86 

facilities and gaining public acceptance of potential hazards such as induced seismicity.  87 

The fault reactivation potential can be assessed using analytical and numerical methods. An 88 

analytical method estimates the possibility and extent of fault failure from theoretical calculations of 89 

fault plane stress states, which generally relies on the Coulomb failure criterion for shear strength.1 The 90 

fault stability and fault slip critical pressure threshold can be determined depending on fault direction 91 

based on a simple approach.2, 3 Analytical methods, however, imply many assumptions and 92 

simplifications, and thus have interpretation limitations for the complicated hydro-mechanical process 93 

in faults and reservoirs, although they are useful tools in the preliminary design stage. 94 

Numerical methods can offer a viable alternative for more comprehensive analysis on the fault 95 

reactivation risk. For example, numerical modeling enables consideration of the initial and induced 96 

stresses, progressive changes of hydrological and mechanical properties, and failure processes. 97 

Mechanically, fault representation by numerical approaches can be classified into two categories: 98 

continuum and discontinuum approaches, depending on whether the fault is modeled as a continuum 99 

material or as a discontinuity. In the former approach, which is widely employed in geomechanics, the 100 

fault is modeled as layer of finite thickness in a continuum model (finite element method or finite 101 

difference method).4−7 The fault is assumed to have the same mechanical responses as an equivalent 102 

continuum, and then relationships can be derived between fault properties and equivalent continuum 103 

properties. The latter approach defines a fault as a zero-thickness discontinuity (interface in continuum 104 

model or a series of contact formations in the discrete element method).8−15 This model is available to 105 

represent fault surfaces as distinct planes upon which slip and/or separation are allowed based on shear 106 

and tensile failure criteria. Cappa and Rutqvist10 showed that different fault modeling approaches using 107 

finite-thickness elements and zero-thickness interfaces produced similar results, and therefore, the least 108 

complex approach using finite thickness elements was appropriate for fault representation from a 109 
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comparative simulation on fault reactivation induced by CO2 injection. However, the study was based 110 

on the one-way coupled hydro-mechanical analysis not considering hydraulic aperture change due to 111 

mechanical deformation. It is still questioned whether the finite thickness element modeling with 112 

equivalent properties can adequately reproduce the effect of continually changing hydraulic aperture in 113 

a two-way coupled analysis. 114 

Both modeling approaches have limitations and assumptions for conceptualization of fault behavior. 115 

The choice is dependent upon the scale of interest, required properties of the associated model, and 116 

conditions of rock mass and discontinuities.1, 16 In the continuum model, the failure state is characterized 117 

by plastic strain and the displacement across a fault is a continuous approximation. Thus, the results can 118 

be dependent on grid resolution and may be unrealistic when predicting large displacement. In field-119 

scale problems where the fault thickness is negligible compared to the scale of interest, it may also be 120 

challenging to generate a thin layer that approximates the fault. To explicitly represent fault behavior in 121 

large-scale problems, a single discontinuity may be preferable, although the discontinuum approach 122 

requires cautious selection of fault stiffness to avoid numerical instability. 123 

The present study is aimed at developing a numerical method to reproduce the hydro-mechanical 124 

behavior of a fault by fluid injection using the TOUGH-FLAC simulator as suggested by Rutqvist et 125 

al.17 We propose a modeling approach through benchmark calculations with two different fault models, 126 

and demonstrate its applicability by reproducing the field experiment results obtained at the Mont Terri 127 

Rock Laboratory in Switzerland. This study has been conducted as part of the DECOVALEX 128 

(Development of Coupled models and their VALidation against EXperiments) project, an international 129 

research and model comparison collaboration for understanding and modeling of coupled thermo-130 

hydro-mechanical-chemical processes in geological systems.18 The current phase is DECOVALEX-131 

2019 running from 2016 through 2019, and this study falls under Task B entitled ‘Modeling the induced 132 

slip of a fault in argillaceous rock’. Seven modeling teams participate in analyzing fluid injection tests 133 

using different modeling approaches.19 Task B consists of three steps related to modeling of fault 134 

reactivation experiments performed at the Mont Terri Rock Laboratory. Step 1 is the model inception 135 

based on the benchmark calculation of a single fault plane, and Step 2 and Step 3 are for the interpretive 136 

modeling of fault reactivation experiments at the site.  137 

In this study, we describe our Step 1 and Step 2 research results. Section 2 introduces the developed 138 

numerical model and Section 3 presents the results of Step 1, the benchmark calculations. Section 4 139 

discusses the results of Step 2, the application of the developed model to a minor fault slip experiment 140 

at the Mont Terri Rock Laboratory, which is then followed by a few conclusions. 141 
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2.	Development	of	numerical	model	using	the	TOUGH‐FLAC	simulator	142 

2.1 Description of benchmark simulations  143 

The objective of DECOVALEX-2019 Task B is to develop, compare, and validate numerical models 144 

for simulating fault reactivation induced by fluid injection.19 Step 1 of Task B is a model inception with 145 

well-defined models based on a simplified representation of the fault plane and geometry. The key 146 

concerns focus on the coupling between the fracture hydraulic properties and the slip-induced 147 

displacement during fault reactivation. Therefore, an appropriate estimation of progressive evolution of 148 

hydraulic aperture is the most critical factor determining the coupled hydro-mechanical process 149 

occurring along the fault.  150 

The host rock is represented as a box-shaped region with a side length of 20 m containing a fault 151 

dipping 65º in its center. The estimated properties for Opalinus Clay with a minor fault and the injection 152 

scheme used in the field experiment on a minor fault are applied to the benchmark simulations. Fig. 1 153 

shows the injection pressure scheme consisting of nine steps: the pressure is increased up to 6.302 MPa 154 

until the eighth step, and then decreased to 3.382 MPa for the last step.  155 

In the benchmark simulation, it is assumed that the host rock is impermeable and that the injected 156 

water flows only through the fault. Two different fault models, FM1 and FM2, are considered to handle 157 

the hydraulic aperture evolution. The main difference between the models is that the fracture is closed 158 

until failure occurs in the former, while it is initially open in the latter. The model FM1 is based on the 159 

modeling experience with fault reactivation tests conducted at the Tournemire in Southern France.20 In 160 

their study, analysis of measured data indicated that the hydraulic aperture increase was higher than the 161 

approximation by the dilation during slip. In FM1, it is assumed that the fluid flow only occurs through 162 

the fractured (open) parts of the fault, which is initially closed before the stress state reaches the shear 163 

or tensile failure criterion. After failure, an open part is created, and an irreversible aperture called 164 

‘creation aperture’ is assigned as its current hydraulic aperture. The open part can thereafter experience 165 

elastic normal displacement in response to effective normal stress. Note that the fault is assumed to be 166 

initially open and permeable around the injection well to a distance of 0.5 m. This implies the existence 167 

of an initially created fracture. The hydraulic aperture of FM1 can be formularized into Eq. 1:   168 
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where bh is the hydraulic aperture of fault, ∆bhe is elastic deformation in normal direction, bhc is the 170 

creation aperture induced by tensile or shear failure, and rf is radius of the circular zone corresponding 171 

to the initially created fracture.  172 

The elastic deformation is determined by the effective normal stress increment and the normal 173 
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stiffness of the fault.  174 
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where Δσ’n is the effective normal stress increment and Kn is the normal stiffness of the fault.  176 

Model FM2 is a more conventional approach in which hydraulic aperture is assumed to be consistent 177 

with mechanical aperture. FM2 consists of a non-zero initial aperture, elastic normal deformation, and 178 

slip-induced dilation. The hydraulic aperture is expressed as Eq. 3.  179 

h hi he hsb b b b                                       (3) 180 

where bhi is the initial aperture and ∆bhs is the aperture induced by shear dilation along the fault zone.  181 

The dilation occurring at slip is approximated as a linear equation using the dilation angle, ψ, and 182 

shear displacement increment, Δus.  183 

tanhs sb u                                          (4) 184 

In FM1, initially bhi is zero and bhc is 28 μm within a distance of 0.5 m from the injection. After 185 

shear or tensile failure occurs, the hydraulic aperture is determined by the elastic deformation and 28-186 

μm creation aperture. In FM2, bhi is 10 μm, and ∆bhs is determined by a dilation angle of 10º after shear 187 

rupture initiation. The host rock and fault are considered to be elastic and elastic-perfectly plastic, 188 

respectively. Table 1 lists the input parameters of the host rock, fluid, and fault zone.  189 

2.2 Numerical model  190 

In the present study, we adopted the TOUGH-FLAC simulator, which was initially developed by 191 

Rutqvist et al.17 as pragmatic approach for modeling thermal-hydrological-mechanical (THM) processes 192 

in porous and fractured geological media. The TOUGH-FLAC simulator is based on linking two well-193 

established existing codes, TOUGH221 and FLAC3D22. The respective merits of both codes have 194 

allowed the TOUGH-FLAC simulator to be widely applied to many THM problems in geological media, 195 

such as CO2 injection, natural gas production, geothermal reservoir engineering, nuclear waste disposal 196 

and energy storage systems in rock caverns.7, 23−30 In this approach, TOUGH2 and FLAC3D are 197 

executed sequentially. The TOUGH2 calculates multi-phase pressures and temperatures and transfers 198 

the results to the FLAC3D, and then the FLAC3D conducts a quasi-static mechanical analysis at the 199 

TOUGH2 time step and updates the changes in input parameters for the next calculation in TOUGH2. 200 

The procedures to link the two codes are provided in detail in Ref. 17. 201 

Fig. 2 shows the benchmark model domain and mesh for the mechanical model built in FLAC3D. 202 

P1 is the injection point, and P2 and P3 are the monitoring points for mechanical and hydrological 203 
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responses to water injection. The monitoring points are located 1.5 m from the injection point in the 204 

strike and dip directions of the fault. The relative displacements between two anchors are monitored 205 

during the simulation. The anchors are installed at the fault hanging wall and footwall, respectively, and 206 

spaced at a vertical distance of 0.5 m. The host rock and fault are characterized by elastic and elastic-207 

perfectly plastic models, respectively, in FLAC3D. A zero-thickness mechanical interface model upon 208 

which slips and/or separation are allowed represents a single fault. The interface model is available to 209 

simulate distinct interfaces between zone elements, thereby simulating the presence of faults, joints, or 210 

fictional boundaries. If an interface element is defined and attached on a zone element face (host face), 211 

interface nodes are automatically created at every interface element vertex. The fundamental contact 212 

relation is defined between the interface node and its contacting zone element face (target face), and 213 

characterized by normal and shear stiffnesses and sliding properties.22 The shear and tensile failure are 214 

characterized by Coulomb shear strength and tensile strength. Based on an effective stress calculation, 215 

a slip and/or tensile separation can occur along the interface elements.  216 

Generally, the modeling approach using the TOUGH-FLAC simulator employs a compatible 217 

numerical mesh for both codes. In the present study, however, it is assumed that the host rock is 218 

impermeable and its poroelastic responses to water injection are negligible compared to the processes 219 

in fault, and thus the flow analysis and hydro-mechanical coupling for the host rock are not taken into 220 

account in the simulations. For this reason, only the flow along the fault was simulated in TOUGH2. 221 

By taking advantage of flexibility of space discretization in TOUGH2, we directly generated a very thin 222 

layer in which element thickness was identical to the real size of fault hydraulic aperture with a uniform 223 

porosity value of 1.0. The mesh included some non-orthogonal connections between two adjacent 224 

interface elements, which arose from the procedure to install triangular interface elements on 225 

quadrilateral zone faces of the FLAC3D grid. These non-orthogonal connections could cause some 226 

errors in pressure calculation, 31, 32 although the effect was not taken into consideration in the simulations.  227 

Fig. 3 shows the mesh for the fluid flow analysis. The injection well has a radius of 0.07 m and 228 

consists of 24 elements marked in blue. The mesh in the figure is only for the initial state calculation. 229 

The mesh geometrical features (volume and connectivity) are continuously updated based on the 230 

displacement calculated by FLAC3D through the hydro-mechanical coupling process. In FM1, the 231 

central elements denoted by the red indicate the initial fracture zone, which has a hydraulic aperture of 232 

28 μm (creation aperture). The remaining elements represent the closed zone of negligible thickness 233 

(10-3 μm). The elements for the closed fracture are potential flow paths, but are treated as inactive 234 

elements in the fluid flow calculation at the initial stage. Each TOUGH2 element corresponds to a 235 

FLAC3D interface element. After shear or tensile failure of an interface element is detected in FLAC3D, 236 

the corresponding element is switched to an active element for the subsequent flow calculation in 237 

TOUGH2. In FM2, every element initially has a thickness of 10 μm according to the initial hydraulic 238 

aperture.  239 
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The benchmark calculation assumes that the fluid flow is governed by Darcy’s law and the cubic 240 

relationship between flow rate and hydraulic aperture.33 In the present study, the fluid flow within a 241 

fault is approximated by two-dimensional horizontal flow within parallel walls separated by a hydraulic 242 

aperture and characterized by transmissivity and storativity, which have been primarily used for the 243 

flow in well hydraulics in confined aquifers of a finite-thickness.34 The fault transmissivity, Tf, is 244 

proportional to the cube of the hydraulic aperture:   245 

3

12f
f

h

g
T b




                                           (5) 246 

where ρf is fluid density, g is the gravitational acceleration, μ is fluid dynamic viscosity, and bh is 247 

hydraulic aperture.  248 

Thus, the permeability, kf, is written as a function of the hydraulic aperture:  249 

2

12
h

f

b
k                                              (6) 250 

Storativity describes the volume of water released from storage per unit decline in hydraulic head 251 

in the aquifer, per unit area of the aquifer. Assuming that a fault is an aquifer with the hydraulic aperture, 252 

bh, and a porosity of 1.0, the fracture storativity can be expressed as follows: 35  253 

( )f f h fS gb                                      (7) 254 

where αf and β are fault and fluid compressibility, respectively. 255 

The storativity is related to the compressibility of both the fault and the fluid. If we simplify the 256 

deformation of the fault as a one-dimensional problem in the normal direction, the fault compressibility 257 

can be determined using the fault normal stiffness as follows: 258 
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                                      (8) 259 

Fig. 4 illustrates the data transfer process between TOUGH2 and FLAC3D in the present study. The 260 

execution of each program and the data transfer process are repeated at each time step of a TOUGH2 261 

iteration. First, TOUGH2 calculates the pressure of each element and transfers the results to the 262 

corresponding interface elements in FLAC3D. Then, the mechanical responses, including fault 263 

deformation, are calculated based on an effective stress analysis in which the Biot effective stress 264 

coefficient36 is assumed to be equal to 1.0. The permeability and compressibility of each element are 265 

modified according to Eqs. 6 and 8. The geometrical change induced by fault deformation and failure 266 

is also updated by rebuilding the mesh for the next calculation in TOUGH2. In this procedure, for each 267 
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interface element of FLAC3D, a 6-noded prism-shaped element is generated using the updated 268 

coordinates of host face and target face. Then, the volume and coordinates of the element, and its 269 

connection information, including interface area, nodal distances for the interface, and orientation of 270 

the nodal line, are reset for TOUGH2 analysis. Basically, the porosity is calculated by compressibility 271 

in TOUGH2, but the value is reset to 1.0 at a beginning of a time step in our simulation because the 272 

geometrical change is also updated. The hydraulic aperture is calculated as the distance between the 273 

centroids of host face and target face. In FM1, the effect of creation aperture is considered by translating 274 

the interface node and its corresponding vertex on the target face by one-half of creation aperture size 275 

in opposite directions along the fault normal vector. In the benchmark simulation, the field principal 276 

stresses are given by σx = 3.3 MPa, σy = 6.0 MPa, and σz = 7.0 MPa. However, it was observed from the 277 

simulation of model FM1 that fracture propagation and fault slip were rarely induced under this stress 278 

condition. A few modeling teams of TASK B reported similar findings in the benchmark simulations.19 279 

To identify the difference between FM1 and FM2 more effectively, we increased the initial shear stress 280 

acting on the fault by reducing the intermediate principal stress, σy, so that the newly created fracture 281 

could reach monitoring points P2 and P3 at 1.5 m from the injection point. Note that we present the 282 

results of simulations with the initial stress condition of σx = 3.3 MPa, σy = 5.3 MPa, and σz = 7.0 MPa 283 

in the present study. The fracture propagated up to the monitoring points under a lower σy of 5.3 MPa 284 

in both models. Roller boundaries are set on all six sides of the model and the boundary planes are fixed 285 

in the respective normal direction. The initial pressure is set to 0.5 MPa, as estimated from 286 

measurements at the site, and the boundary pressure is kept constant during the simulation. 287 

3. Results of benchmark simulations 288 

3.1. Hydrological behavior  289 

This section describes the hydrological behavior of the different fault models, FM1 and FM2, in 290 

response to water injection. Figs. 5 and 6 show the profiles of hydraulic aperture and pressure along the 291 

fault strike direction (see Fig. 2a) for both fault models. In the figures, the results estimated at 100, 157, 292 

420, 453, and 807 s of water injection are given, which correspond to the ends of injection steps at 293 

1.919, 3.627, 5.484, 6.302, and 3.382 MPa, respectively (see Fig. 1).  294 

The two fault models exhibited completely different evolutions of hydraulic aperture and pressure. 295 

In FM1 with an initial 0.5 m radius fracture zone around the injection well, the fluid flowed only through 296 

the zone until 420 s. In this phase, the hydraulic aperture increased as a result of elastic deformation 297 

with increasing injection pressure and decreasing effective normal stress. Within the fracture zone, a 298 

nearly uniform pressure corresponding to the injection pressure developed immediately due to the small 299 

fracture volume. The stress conditions in close proximity to the well reached the shear failure criterion, 300 

but newly created fracture was not observed until 420 s. Under a higher injection pressure of 6.302 MPa, 301 

the shear failure initiated at 421.5 s along the edge of the initial fracture zone, and then propagated 302 
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rapidly until 453 s to a distance of 1.8 m. As the flow path expanded, the pressure gradient showed 303 

transient responses. Under a reduced injection pressure of 3.382 MPa between 453 s and 807 s, the 304 

hydraulic aperture decreased through elastic deformation recovery. Note that the creation aperture is 305 

irrecoverable in FM1.  306 

In FM2, where the fault was assumed to be initially permeable with hydraulic aperture of 10 μm, 307 

the water flowed throughout the entire fault. The hydraulic aperture progressively increased with 308 

injection pressure until 453 s by elastic deformation and/or slip-induced dilation, and then decreased by 309 

elastic deformation between 453 s and 807 s. Generally, radial fluid flow by injection in a homogeneous, 310 

isotropic, confined aquifer exhibits a pressure curve whose gradient decreases with distance from the 311 

injection well.34 The pressure distribution of FM2, however, showed a bell-shaped curve in the early 312 

injection steps (157 s in Fig. 6). This might be ascribed to continually and progressively changing 313 

fracture hydraulic aperture, permeability and compressibility during the injection. A preliminary study 314 

to examine the hydro-mechanical coupling effect suggested that the uncoupled model with the same 315 

properties produced the general shape of the pressure curve. In the present coupled model, an increase 316 

in hydraulic aperture raised the permeability and reduced the compressibility, resulting in an increase 317 

in hydraulic diffusivity. At the early steps, the hydraulic aperture around the well significantly increased 318 

in response to water injection, and thus disproportionately high pressure quickly developed in the region.  319 

As time proceeded, the injected water pressure transmitted to the boundaries of the model, as shown in 320 

the profiles for 420 s and 453 s. It seemed that the chosen extent of the benchmark model domain was 321 

not large enough to prevent boundary effects. It is expected that if the boundary condition of constant 322 

pressure was not applied, the pressure at the boundaries would increase with time to become higher 323 

than 0.5 MPa.  324 

Fig. 7 shows the variations in pressures monitored at points P2 and P3, which are located 1.5 m 325 

from the injection point in the fault strike and fault dip directions, respectively (see Fig. 2a). In FM1, 326 

the pressures were unchanged at initial pressure of 0.5 MPa until approximately 445 s and then abruptly 327 

increased up to 4.2 MPa. Contrary to the nonconsecutive variation in FM1, the pressures in FM2 showed 328 

gradual change in response to the injection pressure, even though the pressure began changing at 329 

approximately 140 s.  330 

The pressure development correlated closely to the injection flow rate. Fig. 8 shows the variations 331 

in injection flow rate for both models. A comparison between the results showed that the FM1 model 332 

produced a lower flow rate in the early steps. As mentioned above, the pressure within the initial fracture 333 

zone quickly reached steady-state flow because of the small fracture volume. In each injection step, the 334 

injection flow rate temporarily reached its peak initially, but decreased to a negligibly small value. With 335 

the fracture propagation between 420 and 453 s, the pressure gradient showed transient behavior, and 336 

the initial flow rate increased and plateaued during the injection. Newly opened fracture parts raised the 337 

differential pressure head between the well and fault, resulting in abrupt changes in the injection flow 338 
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rate. In the last injection stage with the injection pressure of 3.382 MPa, a back-flow into the well 339 

(negative flow rate) was observed in the simulation until the end of injection. The flow rate curve 340 

changed slowly compared to those observed in other injection stages, which might be ascribed to the 341 

increase in the storativity by irreversible creation aperture. This aspect can also be captured in Fig. 7; 342 

after 453 s in FM1, the pressures at the monitoring points were greater than the injection pressure. In 343 

FM2, the injection flow rate showed a more stepwise variation in response to injection pressure. FM2 344 

produces higher injection flow rate than FM1 in the earlier steps, because higher differential pressure 345 

head gradients developed within a wider range. Shear failure initiated at 215 s and progressively 346 

propagated along the fault until 453 s, but the effect of shear failure on the flow rate was not evidently 347 

observed contrary to the result of FM1.  348 

3.2. Mechanical behavior 349 

This section describes the mechanical behavior of the FM1 and FM2 models. To assess the mechanical 350 

fault behavior, the histories of stress states along the fault were recorded during the simulations, and the 351 

shear strength was calculated based on the Coulomb failure criterion using a friction angle of 22º and 352 

effective normal stress. Note that if the stress state at the interface node satisfies the Coulomb failure 353 

criterion in FLAC3D, sliding is assumed to occur. Then, the magnitude of shear stress is set to the 354 

current shear strength with the direction preserved. If the stress state reaches tensile criterion, the fault 355 

is assumed to be separated in the normal direction. Actually, a discontinuity in a rock is defined as any 356 

significant mechanical break or fracture of negligible tensile strength that already reached failure state.37 357 

Thus, ‘tensile failure’ in this study more exactly denotes ‘tensile opening’ induced by negative effective 358 

normal stress.  359 

Generally, in many of the transient subsurface flow problems with respect to fluid injection, it is 360 

assumed that total normal stress is constant and the pressure of the injected fluid causes a change in 361 

effective normal stress. Assuming that the Biot effective stress coefficient is equal to 1.0, the critical 362 

injection pressures above which shear and tensile failure occur, Pcs and Pct, can be theoretically derived 363 

from the criteria and given conditions for in-situ stress, fault direction, and fault friction angle. The 364 

theoretical predictions of Pcs and Pct of the benchmark model are found to be 3.99 MPa and 5.60 MPa, 365 

respectively. This indicates that shear failure and sliding, prior to tensile opening, is expected to take 366 

place at P1.  367 

Fig. 9 shows the variations in injection pressure, total normal stress, effective normal stress, shear 368 

stress, and shear strength monitored at injection point P1. The effective normal stress and shear strength 369 

showed a degradation or increase in response to change in injection pressure in the simulations. The 370 

stress state at P1 reached the shear failure condition when imposing an injection pressure much higher 371 

than the expectation; shear failure at P1 occurred at 5.484 MPa in FM1, and 4.511 MPa in FM2. Tensile 372 

fracture opening due to negative normal stress was not observed in either model. Contrary to the 373 
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theoretical assumption, total normal stress acting on the fault did not remain constant but increased in 374 

the simulations, and therefore the effective normal stress and shear strength of the model were higher 375 

than the calculation. This aspect might be ascribed to the physical constraint of normal displacement 376 

and is more evident in FM1 than in FM2. In FM1, where the initial rupture zone was only allowed to 377 

deform in the normal direction, compressive stress was concentrated along the edge, which raised the 378 

total normal stress. After the additional fracture was created, total normal stress was reduced. The 379 

increase in total normal stress until approximately 150 s observed in FM2 can be explained in the same 380 

way.  381 

Fig. 10 shows the fault shear displacement and failure zone, which were estimated at 453 s. In the 382 

displacement contour, the red denotes the maximum value and the blue denotes zero. Fig. 11 shows the 383 

variations in normal and shear displacements monitored at P1 and P2. In both models, the fault shear 384 

displacement occurred in the dip direction after shear failure and displacement in the strike direction 385 

was negligible. As mentioned, an increase in total normal stress shifted the point of the onset of shear 386 

failure to higher injection pressure, which caused FM2 to have a greater shear displacement and larger 387 

failure zone.  388 

Fig. 12 shows the displacement contours of the surrounding host rock estimated at 420, 453, and 389 

807 seconds of injection. Fig. 13 shows the relative displacement of the upper anchor to lower anchor. 390 

The rock deformation was limited to small regions adjacent to the newly fractured zone in FM1, whereas 391 

a large deformation was predicted along the entire fault in FM2. It is found from the anchor 392 

displacement in Fig. 13 and the displacements at injection point P1 in Fig. 11a that the anchor 393 

displacement is primarily correlated with the fault displacement. The anchor displacement was oriented 394 

in the fault normal direction before shear failure, and then inclined towards the dip direction after shear 395 

failure. The decreases in dy and dz between 420 and 453 s indicate that the upper surface of the hanging 396 

wall moved downward relative to the lower surface of footwall due to fault slip. This is also evident 397 

from the observations of rock and fault displacements in Fig. 12.  398 

4.	Application	of	developed	model	to	fault	slip	experiment	at	Mont	Terri	Rock	399 

Laboratory	400 

4.1 Descriptions of minor fault reactivation experiment  401 

The Mont Terri Rock Laboratory is an underground research facility located at a depth of 280 m below 402 

the surface in Saint Ursanne in the canton of Jura. The research facility can be accessed through the 403 

security gallery of the Mont Terri tunnel (Fig. 14). In the facility, various experiments have been 404 

conducted to investigate and analyze the hydrogeological, geochemical, and rock mechanical 405 

characteristics of argillaceous formations, specifically the Opalinus Clay layer, which has been 406 

considered as the preferred host rock for high-level waste disposal in Switzerland.38  407 
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The Mont Terri rock laboratory is intersected by a major fault called the ‘Main Fault’. The fault core 408 

is 0.8 – 3.0 m thick and is bounded by two major fault planes oriented 156°/45° (dip direction/dip angle) 409 

and 165°/40°, respectively. Several fault planes were observed and they were almost parallel to bedding 410 

planes oriented 145 – 155°/ 50 – 55°. The dip directions and dip angles of the fault planes ranged from 411 

120° to 150° and from 50° to 70°, respectively.  412 

A series of fault reactivation experiments were conducted in the major and minor planes of the Main 413 

Fault, which were aimed at quantifying hydraulic and mechanical characteristics of those major and 414 

minor fault planes in response to water injection. Fig. 15 shows the locations and apparatus of the fault 415 

reactivation experiments.39, 40 The fault reactivation experiments were conducted at four borehole 416 

interval sections (at depths of 47.2 m of borehole BFS1 and 44.65, 40.6, and 37.2 m of BFS2). In each 417 

test, a fault plane was stimulated by pressure-controlled water injection and the flow rate, pressure, 418 

displacement variations, and induced seismicity were monitored in the injection and monitoring 419 

boreholes. More detailed descriptions of the experiments are given by Gulglielmi et al.39 420 

The experiment for the numerical simulation of Step 2 of Task B corresponds to the injection test 421 

conducted at 37.2 m of BFS2. This section is the farthest from the fault core and the host rock is nearly 422 

intact rock affected by a few polished and striated secondary faults. The injection test was conducted 423 

for approximately 9,500 s. The initial period of 807 s was taken for the numerical simulation.  424 

Fig. 16 shows the field experimental results. Fig. 16a shows the injection chamber pressure and 425 

injection flow rate measured at 37.2 m of borehole BFS2 and the pressure monitored at a packed-off 426 

interval in borehole BFS4. The monitoring point is located at a distance of approximately 1.5 m in the 427 

fault strike direction. Fig. 16b shows the vertical, northern, and western components of the relative 428 

displacement of upper anchor to lower anchor, which are initially spaced at a vertical distance of 0.5 m 429 

and installed in the hanging wall and footwall. 430 

The pressure response at the monitoring point can be characterized by its abrupt increase occurring 431 

after 420 s of injection, which indicates the onset of fracture opening at the monitoring point. The 432 

consistent injection flow rate between 420 and 453 s reveals the increase in hydraulic conducting 433 

aperture followed by fracture propagation along the fault plane. The relative displacement of upper 434 

anchor to lower anchor initially corresponds to a normal closure of the fault, and then changes with 435 

injection pressure.  436 

4.2 Simulation of the experimental results  437 

The simulation of Step 2 is aimed at interpretively simulating the field experimental results by selecting 438 

appropriate boundary and initial conditions, constitutive models, and properties for the rock and fault. 439 

The modeling approach described in Section 2, including assumptions and constitutive laws, was taken 440 

for the simulation. We adopted the model FM1 to consider the hydraulic aperture evolution. The 441 

comparisons between field data in Fig. 16 and the results of benchmark simulations in Figs. 7, 8, and 442 
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13 reveal that FM1 can more reasonably capture the characteristics of the pressure build-up at the 443 

monitoring point and the variation in injection flow rate observed in the site than FM2. In FM2, the 444 

fault is assumed to be an open and permeable flow path regardless of fracture failure. Consequently, the 445 

immediate effect of fracture opening on the change in the injection flow rate cannot be properly 446 

simulated, even though the pressure build-up at monitoring points would be controlled by assigning a 447 

smaller initial aperture. 448 

According to Martin and Lanyon41 and Yong et al.42, the Mont Terri rock laboratory is subjected to 449 

an in-situ stress state where the maximum principal stress, σ1 = 6 – 7 MPa, the intermediate principal 450 

stress, σ2 = 4 – 5 MPa, and the minimum principal stress, σ3 = 0.6 – 3 MPa. The average orientations 451 

(trend/plunge) are analyzed to be 210º/70º, 320º/10º, and 50º/20º, respectively. Based on the studies, we 452 

assume that σ1 corresponds to the vertical principal stress σv, and σ2 and σ3 to the two horizontal principal 453 

stresses, σH and σh, which are oriented at 320º and 50º in the model. For simplicity of assigning the 454 

boundary and initial stress conditions to the model, we made the axes of coordinate, x, y, and z, parallel 455 

to directions of σh, σH, and σv, respectively, by rotating the geometric information of fault and in-situ 456 

stresses.  457 

Fig. 17 shows an example of a FLAC3D model rotated with respect to the z axis by 40º. As in the 458 

benchmark calculation, the boundaries were assigned a constant pressure in fluid flow analysis, and the 459 

grid points were fixed in the out-of-plane direction in mechanical analysis. The initial fluid pressure 460 

was set to 0.5 MPa, as estimated from measurements at the site.  461 

A series of simulations were performed under various conditions to examine the effects of 462 

influencing factors and to reproduce the field data shown in Fig. 16. Table 2 lists the ranges of the input 463 

parameters for fault and in-situ stress. The values chosen in the simulations showing the best match 464 

(Case 1) and second-best match (Case 2) are also given in the table. The friction angle, dilation angle, 465 

and tensile strength of the fault were fixed in the calibration. The input parameters of the host rock and 466 

fluid are the same as those used for benchmark simulations (see Table 1).  467 

With the priority given to the following characteristics observed from the field data, we calibrated 468 

the numerical model by improving the parameter set in a trial-and-error manner until the responses of 469 

the numerical model matched the field data. 470 

  471 

1) Flow rate and volume of injected water between 420 and 453 s  472 

2) Abrupt change in pressure at monitoring point after 420 s 473 

3) Magnitude and direction of anchor displacement vector   474 

 475 

The numerical and experimental results of injection flow rate and pressure at the monitoring point 476 

are compared in Figs. 18 and 19. The numerical results were obtained from the simulation case showing 477 

the best match. Note that little attempt was made for reproducing the variation in injection flow rate 478 
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within the first 420 s during which the fracture failure was not expected to occur. The erratic variation 479 

observed in the field data in the duration is beyond the scope of the present study. In terms of the 480 

injection flow rate and injected water volume between 420 and 453 s, the numerical model showed 481 

good agreement with the experimental results. In the model, the injection flow rate showed an 482 

instantaneous rise to a peak followed by a quick drop to zero in each injection step before 430 s. Then, 483 

it increased up to 21 liter/min that was consistently maintained until 453 s.  484 

Fig. 20 shows the pressure contours estimated at 425, 430, and 453 seconds. In the figure, r is the 485 

radius of the created fracture zone at each moment. As seen in the figure, small regions around the initial 486 

fracture zone only functioned as flow paths in the early stage, and therefore high pressure quickly 487 

developed within the zone. As new fracture areas were created through rupture propagation, the pressure 488 

developed in a transient manner, which resulted in continuous increases in the injection flow rate. The 489 

stress state at the monitoring point reached the failure criteria at approximately 430 s, and then the 490 

pressure started to increase. Even though the pressure curve obtained from numerical model exhibited 491 

a higher peak and slower responses than field observations, it reasonably reproduced the overall 492 

tendency, including timing of the increase. The volume of injected water between 420 and 453 s was 493 

calculated to be 8.0×10-3 m3 in the numerical model, which corresponds well to 7.7 × 10-3 m3 that is 494 

calculated from the curve of the field data. After 453 s, when a lower injection pressure of 3.382 MPa 495 

was imposed, negative flow rate values were estimated, which indicated flow-back into the well due to 496 

injection pressure being lower than the fault pressure. In the field, some flow-back was observed at the 497 

very end of the test even though it was not measured.  498 

The numerical and experimental results for variations in relative displacement between two anchors 499 

are compared in Fig. 21. They are within reasonable agreement, even though the numerical model 500 

estimated 3 – 4 times larger vertical components than the field data. In the numerical model, the upper 501 

anchor moved upward and in a southeastern direction horizontally, while the lower one was displaced 502 

in the exact opposite direction. If we decompose the relative displacement vector into two components 503 

in fault shear and normal directions, it is evidently observed that the anchor displacements are reflective 504 

of the fault movement. In Fig. 22, the components of the relative displacement vector in fault normal 505 

and shear directions, dn and ds, are presented and compared to normal and shear displacements, un and 506 

us, of injection point P1. The anchor movement was primarily affected by the elastic normal expansion 507 

of the fault before 420 s, and then dominated by fault slip after 420 s. The upper anchor slid along the 508 

fault, which resulted in a decrease in the vertical component between 420 and 453 s. With increasing 509 

fault shear displacement, the magnitudes of the horizontal components increased as shown in Fig. 21. 510 

After 453 s, the displacement in every direction was recovered due to elastic recovery in the fault normal 511 

direction.  512 
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4.3 Discussion  513 

In the calibration procedure, it was found that the hydro-mechanical responses of the fault to injection 514 

were not only interrelated but also affected by input parameters in conflicting ways. The complicated 515 

effects of several input parameters made it difficult to find a parameter set that satisfactorily reproduced 516 

all the experimental data in Fig. 16. We placed more emphasis on producing a reliable representation of 517 

the characteristics regarding the fracture opening and propagation, and thus focused on the variations 518 

in injection flow rate and pressure response. As a result, the anchor displacement curve even in the best 519 

matching case was in relatively poor agreement with field data.  520 

The injection flow rate and the pressure at the monitoring point were mainly dependent on the 521 

fracture opening and propagation process. In other words, the onset and extent of the failure can be 522 

controlled by adjusting the in-situ stress direction and magnitude, fault direction, and strength 523 

parameters. According to the theory of stresses in three dimensions43, we can calculate the normal stress, 524 

σn, and shear stress, τ, on a fault plane whose normal vector in the principal coordinate system is n = 525 

(n1, n2, n3), as Eqs. 9 and 10.     526 

2 2 2
1 1 2 2 3 3n n n n                                                     (9) 527 

2 2 2 2 2 2 2 2 2 2
1 2 1 2 2 3 2 3 3 1 3 1( ) ( ) ( )n n n n n n                             (10) 528 

Using the stresses and fault strength properties, theoretical estimates of the critical pressures above 529 

which shear and tensile failures of fault occur, Pcs and Pct, can be calculated based on the failure criteria. 530 

In the calibration process, we repeatedly adjusted the influencing input parameters in a trial-and-error 531 

manner so that the shear or tensile failure along the fault could be induced between 420 and 453 s. The 532 

initial condition of stresses on the fault plane and cohesion were the dominant parameters determining 533 

the onset and extent of the failure. Small normal stress and/or large shear stress and/or small cohesion 534 

promoted the fault failures, and vice versa.  535 

In the best matching case, the cohesion of interface elements was set to zero, and thus shear failure 536 

was theoretically expected to occur prior to tensile failure: the calculated values of Pcs and Pct were 4.93 537 

MPa and 5.01 MPa. However, in the simulation, both shear and tensile failures initiated at 422 s within 538 

the regions around the injection well. The fault effective normal stress dropped to a negative value 539 

instantaneously due to the imposed injection pressure, and the stress condition simultaneously satisfied 540 

the shear and tensile failure criteria. New fractures were created at 424 s and propagated to the 541 

monitoring points by approximately 430 s. The injection flow rate after failure was primarily influenced 542 

by elastic and plastic aperture enhancements. Therefore, the injection flow rate evidently increased with 543 

decreasing normal stiffness and increasing creation aperture size.  544 

The anchor displacement in the elastic stage was influenced by the normal stiffness and fault 545 
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direction. The magnitude decreased with increasing normal stiffness, and the direction exactly 546 

corresponded to the normal direction of the fault. The effects were evident in the numerical model, and 547 

thus it was possible to better match the field data by adjusting the influencing parameters. However, 548 

choices of the parameters were limited, because they also affected the elastic hydraulic aperture and the 549 

onset of fracture failure, resulting in different injection flow rate and pressure response. 550 

After the occurrence of fracture failure, the anchor displacement was dominated by fault shear and 551 

normal displacements. In particular, the fault shear displacement controlled the vertical component of 552 

the relative displacement between the anchors. With a large shear displacement, the vertical component 553 

fell below zero, which means that upper anchor moved downward relative to the lower anchor due to 554 

fault slip. In other words, for a more reasonable representation of anchor displacement curves, the shear 555 

displacement should be limited. In our model, the most influential factor on the shear displacement was 556 

the initial shear stress acting along a fault. We attempted to minimize the initial shear stress by adjusting 557 

the principal stresses in a range of 6.0 – 7.0, which was given in the literature41, 42, but even the 558 

simulation with the smallest minimum initial shear stress exhibited a large shear displacement.  559 

Figs. 23, 24, and 25 show the comparisons between the numerical results of Case 2 and field 560 

experimental results for injection flow rate, pressure at monitoring point, and relative displacement of 561 

the upper anchor to lower anchor. In terms of the injection flow rate and pressure response, Case 2 under 562 

the maximum principal stress of 7.0 MPa showed better agreement with field data than Case 1. However, 563 

the fault reactivation produced shear displacement of hundreds of micrometers, and consequently 564 

anchor displacement at the site was poorly represented. In Case 1, which showed the best match, the 565 

maximum principal stress was chosen as 5.1 MPa so that the fault could have a minor value of the initial 566 

shear stress, 0.032 MPa. As shown in Figs. 21 and 22, the fault slip was small, and the vertical anchor 567 

movement was more reasonably reproduced. From these findings, it can be inferred that the hydraulic 568 

aperture at the site was associated with tensile opening rather than hydro-shearing. Guglielmi et al.39 569 

indicated that the in-situ stress condition of the research site might be different from that reported by 570 

Martin and Lanyon41 and Yong et al.42 because of the excavation followed by stress redistribution. The 571 

simple assumption for vertical and horizontal principal directions taken in this study might also impede 572 

the calibration. 573 

Although the emphasis is placed on representing the hydro-mechanical responses associated with 574 

fault reactivation in the present study, the proposed model can be used for the prediction of induced 575 

seismicity. For example, the seismic moment can be estimated from the simulation results of the fault 576 

shear displacement and failure zone shown in Fig. 26. Based on the rock mass shear modulus, average 577 

slip (the area-weighted average of shear displacements over failed interface elements) and slip area, a 578 

seismic moment, Mo, of 1.57×105 Nm is predicted. The relation between seismic moment and 579 

magnitude reported by Hanks and Karnamori44 gives a moment magnitude, Mw, of -2.6. Since we used 580 

a simple elastic-perfectly plastic model for the fault frictional process, the estimate of seismic moment 581 
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may be inaccurate. With the appropriate selection of the properties and behavior models based on 582 

laboratory and field experiments, a better accuracy can be achieved in a further study.   583 

5.	Summary	and	conclusions	584 

In the present study, we have numerically simulated the water injection into a fault and examined the 585 

coupled hydro-mechanical processes along the fault and the surrounding rock. We proposed a modeling 586 

approach using the TOUGH-FLAC simulator through benchmark calculations for well-defined models, 587 

and demonstrated its applicability by reproducing field experiment results obtained at the Mont Terri 588 

Rock Laboratory in Switzerland.  589 

In our model, elements of aperture-sized thickness are used for the fluid flow analysis in TOUGH2, 590 

whereas interface elements of zero-thickness are used for the mechanical calculation in FLAC3D. In 591 

the coupling process, the geometrical features, hydrological properties, and effective stress are 592 

continuously updated by the sequential executions of both codes and the data transfer between the 593 

elements and interface elements. This modeling approach allowed the explicit representation of the fault, 594 

preventing the involvement of many parameters and assumptions for equivalent thickness and fault 595 

properties. Moreover, the merit of the interface element enabled us to observe how the tensile opening 596 

and hydro-shearing played roles in hydraulic aperture in a direct manner. The transient responses of the 597 

fault, including pressure response, injection flow rate, elastic behavior, fracture failure, and stepwise 598 

pressurization were analyzed for two different fault models, FM1 and FM2. The two fault models 599 

exhibited entirely different behaviors due to different pathway evolutions and the consequent pressure 600 

build-up, which indicates the importance of appropriate descriptions of hydraulic aperture in fault 601 

modeling.  602 

The developed model was applied to the fault reactivation experiment conducted at the ‘Main Fault’ 603 

intersecting the low permeability clay formation of the Mont Terri Rock Laboratory in Switzerland. We 604 

used the model FM1 to reproduce the fracture opening and propagation processes and the hydro-605 

mechanical characteristics observed at the site. With priority given to the reliable representation of 606 

fracture failure, the numerical model was calibrated to the field data by adjusting the input parameters 607 

in a trial-and-error manner. In this procedure, the effects of input parameters such as dip angle, dip 608 

direction, shear and normal stiffnesses, cohesion, fault creation aperture size, and in-situ stress 609 

conditions were discussed. In the best matching simulation, the results of flow rate and pressure build-610 

up at high injection pressure were in good agreement with the field experimental results. The relative 611 

displacement of anchors installed in proximity to the injection point showed a discrepancy between the 612 

numerical and experimental results. Even though the vertical displacement was 3 − 4 times greater than 613 

the experimental result, a fair agreement was obtained in the horizontal displacement and the overall 614 

variation tendency.  615 

It was found from the benchmark calculations and the simulation of field reactivation experiment 616 
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that the proposed model can capture the process of fracture opening and propagation, and thus provide 617 

a reasonable prediction of the hydro-mechanical behavior associated with fault reactivation by fluid 618 

injection. It is expected that this modeling approach can be applied to various fault hydraulic models 619 

tailored to suit field observations. However, to ensure the applicability of the modeling approach to 620 

field-scale problems there are a few technical problems that should be addressed in further study. In 621 

particular, special attention should be paid when handling the interface elements and their contacts.22 622 

For example, the use of nonplanar interfaces, overlapping interfaces, and multiple intersecting 623 

interfaces may cause some problems in detecting appropriate contacts and thus in calculating forces and 624 

displacements. The numerical model will be enhanced by continuing collaboration and interaction with 625 

other research teams of DECOLVAEX-2019 Task B and validated using available field data in further 626 

studies. 627 
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 758 

Fig. 1. Stepwise pressure injection scheme for benchmark calculations. 759 

 760 

 761 

 762 

 763 

          (a)                              (b)                           (c)                    764 

 765 

Fig. 2. Model domain and numerical mesh in FLAC3D for benchmark calculations: (a) model 766 

geometry and monitoring point locations, (b) host rock zone elements, and (c) fault interface 767 

elements.     768 

 769 

 770 

 771 
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 772 

 773 

 774 

Fig. 3. Initial mesh for fluid flow analysis in TOUGH2.  775 

 776 

 777 

 778 

 779 

Fig. 4. Hydro-mechanical coupling process and data transfer between volume elements of TOUGH2 780 

and interface elements of FLAC3D.  781 
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 782 

Fig. 5. Profiles of hydraulic aperture along the fault strike estimated at 100, 157, 420, 453, and 807 s 783 

of water injection.  784 

 785 

Fig. 6. Profiles of pressure along the fault strike estimated at 100, 157, 420, 453, and 807 s of water 786 

injection.  787 
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 788 
Fig. 7. Variations in pressures monitored at P2 and P3; the red lines denote the results of FM1 and the 789 

black lines denote the results of FM2.  790 

 791 

 792 

Fig. 8. Variations in injection flow rate at P1; the red denotes the result of FM1 and the black denotes 793 

the result of FM2.  794 

 795 

 796 
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 797 

(a) 798 

 799 

(b)  800 

Fig. 9. Variations in pressure, total normal stress, effective normal stress, shear stress and shear 801 

strength monitored at injection point P1: (a) FM1 and (b) FM2.  802 
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 808 

 809 
(a)  810 

 811 

 812 
(b)  813 

 814 

Fig. 10. Shear displacement and extent of shear failure zone estimated at 453 s of water injection with 815 

injection pressure of 6.302 MPa: (a) FM1 and (b) FM2.  816 

 817 

 818 
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 819 

(a) 820 

 821 
(b) 822 

Fig. 11. Fault normal displacement (un) and fault shear displacement in the fault dip direction (usd) 823 

estimated at (a) P1 and (b) P2; the red lines denote the results of FM1 and the black lines denote the 824 

results of FM2.  825 

 826 

 827 
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 828 

(a) FM1 829 

 830 

(b) FM2 831 

 832 

Fig. 12. Rock displacement contours: (a) FM1 and (b) FM2; the scaled arrow denotes the fault 833 

displacement vector at injection point P1.  834 

 835 

 836 
Fig. 13. Relative displacement of upper anchor to lower anchor; dz denotes the vertical displacement 837 

and dy denotes the displacement in the fault dip direction.  838 

  839 
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 840 

 841 

Fig. 14. Geological profile along the Mont Russellin and Mont Terri tunnels.38 842 

 843 

 844 

 845 

Fig. 15. Mont Terri ‘Main Fault' reactivation experiment39, 40: (a) fault plane with the injection 846 

location; (b) test equipment setup and deformation unit. 847 
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 852 

 853 
(a) 854 

 855 
(b) 856 

Fig. 16. Field experimental results for numerical simulation: (a) injection chamber pressure, pressure 857 

at monitoring point, and injection flow rate; (b) vertical and horizontal (northern and western) 858 

components of relative displacement of upper anchor to lower anchor. 859 

 860 



- 33 - 
 

 861 

Fig. 17. Numerical model including a fault plane with a dip direction of 135º and dip angle of 60º. 862 

 863 

Fig. 18. Variation in injection flow rate (Case 1) – comparison between field experimental (black line) 864 

and numerical (red line) results. 865 

 866 

 867 

 868 
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 869 

Fig. 19. Variations in pressures at injection and monitoring points (Case 1) – comparison between 870 

field experimental (dotted lines) and numerical (solid lines) results. 871 

 872 

 873 

 874 

Fig. 20. Contours of pressure on the fault plane estimated at 425, 430, and 453 seconds (Case 1); r 875 

denotes the radius of the open fracture. 876 

 877 

 878 
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 879 
 880 

Fig. 21. Variations in relative displacement of upper anchor to lower anchor (Case 1) – comparison 881 

between field experimental (dashed lines) and best-matching numerical (solid lines) results. 882 

 883 

Fig. 22. Comparison between anchor displacement and fault displacement (Case 1); un and us denote 884 

the normal and shear displacements of the fault monitored at injection point P1; dn and ds denote the 885 

components of anchors’ relative displacement vector in fault normal and shear directions. 886 

 887 

 888 

 889 
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 890 
 891 

Fig. 23. Variation in injection flow rate (Case 2) – comparison between field experimental (black line) 892 

and numerical (red line) results. 893 

 894 
 895 

Fig. 24. Variations in pressures at injection and monitoring points (Case 2) – comparison between 896 

field experimental (dotted lines) and numerical (solid lines) results. 897 

 898 
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 899 

 900 

Fig. 25. Variations in relative displacement of upper anchor to lower anchor (Case 2) – comparison 901 

between field experimental (dashed lines) and numerical (solid lines) results. 902 

 903 

 904 
Fig. 26. Shear displacement and extent of shear failure zone estimated at 453 s of water injection with 905 

injection pressure of 6.302 MPa (Case 1) 906 

 907 
 908 

 909 

 910 

 911 

 912 

 913 

 914 



- 38 - 
 

Table 1. Input parameters of the host rock, fluid, and fault zone for benchmark calculations. 915 

Material Parameter Value 
Host rock (Elastic) Bulk modulus (GPa) 5.9 

Shear modulus (GPa) 2.3 
Bulk density (kg/m3) 2450 
Permeability 0 

Fluid Density (kg/m3) 1000 
Compressibility (Pa-1) 4.4  10-10 
Dynamic viscosity (Pa s) 1.0  10-3 

Fault (Elastic-perfectly plastic) Fault model FM1 FM2 
Normal stiffness (GPa/m) 20 20 
Shear stiffness (GPa/m) 20 20 
Cohesion (MPa) 0 0 
Static friction angle (º) 22 22 
Dilation angle (º) 0 10 
Tensile strength (MPa) 0 0 
Initial aperture (μm) 0 10 
Initial creation aperture (μm) 28 0 

 916 

 917 

Table 2. Input parameters of fault and in-situ stress used for the calibration process. 918 

Parameter Range Case 1 
(Best match) 

Case 2  
(Second-best 
match) 

Fault Dip direction (º) 120 – 150 140 135 

Dip angle (º) 50–70 70 60 

Shear stiffness (GPa/m) 20–100 60 55 

Shear stiffness (GPa/m) 20–100 30 22 
Cohesion (MPa) 0–2 0 0.2 

Creation aperture at rupture (μm) 28–80 40 28 

Friction angle (º) 22 (Fixed) 22 22 

Dilation angle (º) 0 (Fixed) 0 0 

Tensile strength (MPa) 0 (Fixed) 0 0 

In situ 
stress  

Magnitude of principal stress (MPa) σ1 = 5.0 – 7.0 
σ2 = 4.0 – 5.0  
σ3 = 0.6 – 3.0 

σ1 = 5.1 
σ2 = 5.0  
σ3 = 2.0 

σ1 = 7.0 
σ2 = 5.0  
σ3 = 3.0 
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