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Quantifying the diversity of neural activationsin individual brain regions
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Abstract fairly small regions—appear to be activated by ipldt
tasks across diverse task categories (Anderson)20e

This paper offers the first comprehensive charazgon of meta-results reported in that study also suggesttie brain

the cognitive diversity of individual brain regioriEhe results

suggest that individual brain regions—even fairlgnad achieves _|ts V_arlety of function by puttl_ng the §aragions
regions—contribute to multiple tasks across difiere  together in different patterns of functional coggiem, a
cognitive-emotional domains, and moreover thatetigfittle finding that appears also to question the longeitanbelief
difference in diversity between cortical and sultical in the brain’s anatomical modularity (Coltheart 2D0
circuits. Such results suggest several novel research dinscfor
Keywords: neuroscience, selectivity, modularity, the C_ognitive sciences. For instance, if regithhe bra}in
philosophical issues. are indeed put to many d|fferent cognitive usess th
suggests that cortical parcellation and functiosttacture
Introduction mapping should be approached via multiple or cozssain

o . . . . investigations (Penner-Wilger & Anderson 2008; 2011
A common view in the COgnItlve neurosciences ig brain This would be a contrast to current practice, iniclwh
areas are highly selective and exhibit considerablgortical regions are assigned visual functions ligion
specialization, with each neural region respondioga  researchers, memory functions by memory researchers
restricted class of inputs and contributing prilyato a  attention functions by attention researchers, andos
single cognitive domain, such as language or mutatrol.  (Cabeza & Nyberg 2000). In addition, as we cometdize
However, over the past several years this prindipecome  \yhich brain regions, in what combinations, contiéto
under increasing critical scrutiny. For instane#though \hat tasks, the vocabulary of cognition—the way we
Broca’s area is associated with language processingns  categorize and label experiments and mental opeistiis
out to also be involved in many different actiomda |ikely to need significant revision (Poldrack 2010)
imagery-related tasks, including movement prepamati  These are big projects that will occupy the attersiof
(Thoenissen et al. 2002), action sequencing (Nishiét al.  many researchers for years to come. But the fiestessary,
2005), action recognition (Decety et al. 1997; Haiet al. ~ and crucial step is to begin to get some sensheofittual,
2003; Nishitani et al. 2005), imagery of human mwti  specific diversity of various structures in theibravhich
(Binkofski et al. 2000), and action imitation (Nitgni et al. regions are more, and which less specialized? theee
2005; for reviews, see Hagoort 2005; Tettamanti &Wder  gifferences in diversity between large corticalioeg, or
2006). Similarly, visual and motor areas—long preed t0  petween cortical and sub-cortical structures? iieent
be among the most highly specialized in the braiaveh paper begins to answer these questions by perfgrmin

been shown to be active in various sorts of languagmeta-analysis of 1,138 neuroimaging experimentsertak
processing and other higher cognitive tasks (Damdsi from 11 different task domains.

Tranel 1993; Damasio et al. 1996; Glenberg & Kakcha

2002; Hanakawa et al. 2002; Martin et al. 1995;612900; Methods
Pulvermdiller 2005). In light of such results, resbers

have started to question the boundaries betweenitoagy Materials

domains once thought separate and distinct, such the NICAM database (Anderson et al. 2010) currently
perception and cognition (Barsalou 1999; 2008) anqgntains information from 2,603 fMRI studies reartin

cognition and emotion (Pessoa 2008; 2010). 824 journal articles. All the studies involve hagltadults
Recent meta-analyses of imaging results have tetwled ;4 yse a within-subjects, subtraction-based, whialin

support this emerging challenge. ~For example, &USS yegign That is, for all the studies in the datebdsain
Poldrack (2006) estimated the selectivity of Brecarea by activity during an experimental task was observeer dhe
performing a Bayesian analysis of 3,222 imagingligsl \yhole brain (not just a region of interest), ancerth
from the BrainMap database (Laird et al. 2005). Heompared to and subtracted from activity observedhe
concludes that current evidence for the notion Bratca's  ggme participant during a control task. The logit o
area is a “language” region is fairly weak, in pagtause it g piraction method is such that it should uncovey the
was more frequently activated by non-language tésé8  |egions of activation that support the specific taen
by language-related ones. Similarly, a statistacalysis of ¢, ction that best captures the difference betweées
1,469 experiments from the NICAM database (Andembn eyparimental and control task. The neural activesio

al. 2010) demonstrates that most regions of thimbraven supporting the mental operation that the two taskee in
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common—the visual process allowing one to seetirab

in a language task, for example—should be subtlactz.
The database lists, among other things, the cegnitbmain
investigated in each study, using the BrainMap logtp
(Fox & Lancaster 2002), and the locations in Taletir
(Talairach & Torneau, 1988) and MNI (Evans, Colli&s
Milner, 1992) space of the 21,553 post-subtracfisifri

activation peaks observed during those 2,603 studie

Procedure

The general methodology for this sort of studyinspte and
straightforward. First, choose a spatial subdivisaf the
brain, then choose a subset of experimental dom@ins
investigate, and finally assign activations to eaththe
spatial regions according to whether the activatieak fell
within the boundaries of that region. Spatial bigniof

(always 0.091 with 11 categories) akequals the number
categories. Diversity is1¢{DV), normalized such that the
values range from 0 (all activations in one catgpgto 1
(activations spread equally across all 11 categprie

Zk:(Cati — mean)’

i=1

DV =

Kk

The diversity of a region can also be consideredfa
Bayesian perspective (Poldrack 2006). Given the
observation of activity in one of these regions,who
confident can we be (what is the posterior prolitghtihat)
the activation is the result of a task in a donodimterest?

P(Az|Dx)P(Dx)

P(Dxl4,) = P(Az|Dx)P(Dx)+P(Az|~Dx)P(~Dx)

activations offers some of the advantages of dpatia

smoothing, as well as providing orientation to @ted
anatomical structures. See (Wager et al. 2009; Weigal.
2007) for further discussion. At this point the elisity of
activity in each region can be calculated, as desdr
below.

Here A, means an observation of activity in regprand
D, is the domain of interest. The posterior probgbilhat
an observation of activity in regianindicates engagement
of a task in domairx depends on the probability of an
activation in z given a task in x, the prior protigpthat a

The analysis was performed at two levels of spatiajask in x is being engaged, the probability of etivation in

granularity. First, the brain was divided into &ndard
anatomical regions based on Freesurfer data (Fistchl.
2004). These regions are listed in table 1. Thessedh
regions were further sub-divided to form 1,052 demal
regions. The cortical regions were sub-dividedbsaking
the brain into equally spaced spheres with a raoidOmm
by region; while the sub-cortical structures weiidid
according to known anatomical structures (e.qg. logaaglia
was divided into caudate, claustrum, lentiform eusl
etc.), again according to Freeesurfer data.

The study was restricted to the following eleveskta
domains: three action domains—execution, inhibjtiand
observation—two  perceptual domains—vision
audition—and six “cognitive” domains—attention, eioaq,
language (semantics), explicit memory, working mgmo
and reasoning. The result of this winnowing procless
1,138 experiments collectively reporting 7,408 tomas of
peak activation falling within the brain regionsfided

and

z when the brain is engaged in a task in domainx, and
the general probability of engaging tasks notxinFor
current purposes, we assume no prior knowledgehef t
likelihood of region z being activated by any domahus
the prior probabilityP(D,) is set at 1/11 (0.091). The other
values are calculated in the standard way frondtta. The
final number of interest is the Bayes factor, whishthe
ratio of the posterior to the prior probability. ei¢ we
calculate the Bayes factor assuming the domaimteiest
for each region is the domain having the highespgrtion
of activations in that region. In other words, wél be
calculating the degree of evidence for thest possible
scenario. By convention, a Bayes factor betweemd &
indicates weak evidence; between 3 and 10 moderate
evidence, and above 10 strong evidence (Jeffr&gl )1

All values reported here werdso calculated using an
alternate spatial subdivision of the brain formgdibviding
the brain into equally-spaced spheres of 10mm sablased

above. The number of activations in each region wagn g randomly seeded initial location. As thesailtesdid

normalized to account for differences in the numbér
experiments per domain in the entire sample.
Activation peaks are only one of many kinds of déiat

not differ significantly from those reported hemedjcating
the results are not an artifact of the subdivisiavg report
only the results for the subdivision anchored town

could be used in such a meta-analysis. They haee thynatomical structures.

distinct advantage that large amounts of such daéa
readily available, and certainly activation peakstain a
great deal of useful information. See (Fox, Parséns
Lancaster 1998; Kober & Wager 2010; Wager et ah920
Wager et al. 2007) for further discussion of thisda
alternate methods.

For each region,
calculated using a measure of diversity variahilitsgsed on
standard deviation,
demographic diversity in populations and neighbodo
(Chang 1999; Byrne & Flaherty 2004). Diversity wady
measured for regions activated by 5 or more expmrism

In this equationCat; refers to proportion of activations in

each category;mean refers to the average proportion

the diversity of activations was

commonly used by to measur

Results

The overall average diversity of the 78 large amétal
regions was 0.70 (SD 0.12). The overall averagerdity
of cortical regions was 0.71 (SD 0.11) and of sutical
was 0.63 (SD 0.17). The average Bayes factor fer7a8
large anatomical regions was 3.14 (SD 1.38). Nwame

gayes factor for cortical regions was 3.08 (SD 1 &%l for

Subcortical regions was 3.57 (SD 2.02). Individualues
are listed in table 1, and displayed in figure Linitbers in
parentheses indicate the number of experimentsaaici)
the region.
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Table 1: Diversity of some standard anatomicalcstmes in

medial 0.71 0.56

orbitofrontal (15) (23)

cortex 2.06 3.61
0.78 0.76

precentral gyrus| (270) | (389) 2.98 2.7

frontal pole n/a (1) | n/a(0) n/a n/a
0.80 0.80

pars opercularis | (65) (133) 2.7 2.49
0.78 0.53

pars orbitalis (14) (19) 2.73 6.01]
0.69 0.76

pars triangularis | (49) (82) 3.2 241

superior frontal | 0.79 0.88

cortex (353) | (400) 2.73 1.52

Cingulate

caudal anterior | 0.78 0.67

cingulate cortex | (50) (48) 2.23 2.34

isthmus of the 0.72 0.62

cingulate cortex | (46) (43) 2.58 2.79

posterior 0.53 0.69

cingulate cortex | (41) (47) 4.92 2.35
0.78 0.74

precuneu (135 (146 3.11 3.3€

rostral anterior | 0.66 0.68

cingulate cortex | (34) (28) 2.96 3.05

Subcortical
0.86 0.83

basal ganglia (134) | (120) 1.68 2.19
0.44 0.61

hippocampus (6) (14) 4.1 3.39
0.49 n/a

hypothalamu (8) (3) 4.1 | n/s
0.50 0.42

amygdala (12) (25) 4.99 6.64]
n/a n/a

midbrain (2) (2) n/a n/a
0.73 0.75

thalamus (66) (72) 252 2.42)

the brain.
Diversity Bayes Factor
Structure Right | Left Right L eft
Occipital Lobe
0.71 0.71
cuneus (19) (47) 3.28 3.44]
lateral occipital | 0.76 0.85
cortex (135) | (161) 2.49 2.19
0.77 0.80
lingual gyrus (87) (122) 2.21 1.82
Temporal Lobe
bank of the 0.70 0.72
superior (32) (74)
temporal sulcus 2.61 2.91
inferior temporal| 0.82 0.70
cortex (52) (278) 2.02 3.74
0.81 0.78
fusiform gyrus (174) | (219) 1.65 2.36
middle temporal | 0.80 0.75
cortey (80) (84) 2.0z 2.5¢4
superior 0.67 0.57
temporal cortex | (164) | (159) 4 4.64
0.62 0.38
temporal pole (13) (7) 2.98 6.57
transverse 0.36 0.44
temporal cortex | (23) (26) 6.46 5.8
Parietal L obe
0.63 0.63
entorhinal corte | (18) (6) 2.8z 3.3¢
inferior parietal | 0.89 0.81
cortex (192) | (243) 1.62 2.6]]
paracentral 0.75 0.65
lobule (27) (73) 2.33 3.69
parahippocampal 0.71 0.76
cortex (42) (63) 3.16 2.12
pericalcarine 0.58 0.68
cortex (58) (44) 4.24 3.3
0.68 0.65
postcentral gyrug (110) | (200) 4.09 4.36
superior parietal | 0.70 0.70
cortey (222 (344 3.8¢ 3.82
supramarginal | 0.69 0.63
gyrus (130) | (113) 4.05 4.44
Frontal L obe
caudal middle 0.79 0.84
frontal corte; (132 | (144 2.7¢ 1.6
rostral middle 0.78 0.86
frontal cortex (164) | (208) 2.68 1.78
lateral 0.81 0.78
orbitofrontal (76) (69)
cortex 2.39 2.15

To better evaluate these numbers, consider |egrimf
temporal cortex, with a diversity of 0.70, equathe overall
average. The proportion of activations in eachhef task
domains is shown in table 2.

The overall average diversity of the 574 smallicattand
21 small subcortical regions activated by 5 or more
experiments was 0.52 (SD 0.13). Those 595 regiosie w
activated by an average of 10.67 experiments. Mesat
average diversity of the cortical regions was (SR 0.13)
and of the subcortical regions was 0.59 (SD 0.1Zhe
average Bayes factor for the 595 regions is 4.45 1%57).
The average Bayes factor for cortical regions #34SD
1.68) and for subcortical regions is 3.68 (SD 1.M/th
595 regions, it is not possible to provide indiatldata
here. However, the full results will be posted at
http://www.agcognition.org/diversity.html
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0.70 - 0.66
0.66 - 0.61
0.61 - 0.56
0.56 -0.52
0.52 -0.47
0.47 -0.42

Left medial

Frontal

Dorsal

Figure 1: Depiction of the diversity of activatiofts large anatomical regions. Grey indicates no
information. Image prepared by Josh Kinnison arikaBth Padmala, Indiana University.
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Interestingly, only two of the 595 small regionsdha
diversity of zero: a sub-region of right precentggirus
centered on Talairach coordinates [26, -22, 60} thas
active only in five action execution tasks; andul-segion
of left postcentral gyrus centered on [-38, -31] th@at was
active only in nine action execution tasks. The nudgerse

to moderate support for such conclusions (Jeffregs.1).
Nevertheless, there does appear to be variability i
regional selectivity, and the full results will bego allow
us to differentiate between regions for which reeer
inference might be appropriate, and those for whicls
clearly not. However, there is also considerablgatian in

small region, at 0.79, was a sub-region of leftsparthe amount ofevidence for diversity in each region,

triangularis, centered on [-41, 27, 8], that watvacin 15
tasks across 8 of the cognitive domains (all exeagion
execution, action inhibition, and vision).

Table 2: Diversity of activations in left inferictemporal
cortex.

Domain Proportion of activations
Action executio 0.06
Action imaginatiol 0.C6
Action inhibitior 0.0C
Attentior 0.¢2
Languag 0.34
Explicit memon 0.12
Working memor 0.12
Reasonin 0.12
Emotior 0.06
Vision 0.¢7
Audition 0.02

To get some better sense of typical small regiomerdity,
consider a sub-region of the right supramarginalugy
centered at Talairach coordinates [44, -35, 3%t thas
activated in nine experiments and had a diversit9.62.
Action imagination accounted for 42% of the aciivas;
27% were in action execution, 20% in reasoning Hthb in
working memory.

Although there do appear to be some interestingpnag
asymmetries in diversity, there is no significaiffedence
between the average regional diversity of the defi right
hemispheres. There is a significant positive catieh
between diversity and the number of experimentvatatg
a region (r=0.50, p<.001 for large regions; r=0.46,001
for small regions).

Discussion
Although there have been prior studies investigatihe
selectivity of individual brain regions (Poldrack006;
Tettamanti & Weniger, 2006; Gauthier et al., 20€0} is
the first study to offer a comprehensive surveyetfional
selectivity in the brain. Overall, the results sesfothat most
regions of the brain—even fairly small regions—tadly
contribute to tasks across multiple cognitive-emdi
domains.
This reinforces the growing realization that reeers

inference—inferring what class of mental operaigbeing
engaged from observation of regional brain actjviyg.

especially for the smaller regions. The positiverelation
between diversity and number of observed activatiemot
surprising, as diverse areas will naturally be \actinore
often. What is not known is whether further obs¢ions
will tend to increase the measured diversity actbssrain,
thus decreasing regional variability and hemisgheri
asymmetries. Such matters deserve increased attenti

Although most regions of the brain do not appeabdo
domain-selective, the current evidence is compatilith
the possibility that brain regions each performirgle,
specific mental operation that is used in perfogninany
different tasks (Anderson, 2010). Knowing the detagks
that activate each region will be an important seuof
information for discovering whether such a posgipil
obtains, and what the mental operations might earfEr-
Wilger & Anderson, 2011).

It is also possible that while individual regionse anot
domain-selective, specifioetworks of regions are domain-
selective (Anderson et al. 2010; Sporns 2011). sThi
possibility, and the complementary possibility thahay be
possible to predict general mental states from rvbsiens
of network activation, will be one focus of futuserk.

However, these are, as they say, empirical questieor
many researchers, the most natural interpretatfothese
results will be that local neural circuits and disited
networks can perform different operations undefedit
circumstances (Lloyd 2000; Hardcastle & Stewart 200
The cumulative results of years of functional néuaging
invite us to (cautiously) revisit some fundamermjaéstions
about the functional organization of the brain.
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