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Abstract

PhD Thesis - Surface Acoustic Waves Integrated with Solid-State Single Photon

Sources and Superconducting Electronics

by

Michael Choquer

One of the outstanding issues of many stationary qubit platforms is their limited

ability to connect qubits across long distances, necessary for scaling quantum computers

to sizes where they can be useful for solving difficult problems. This thesis investi-

gates the design and development of novel SAW devices combining strong piezoelectric

and superconducting alloy materials with semiconductors hosting two classes of quan-

tum emitters–self-assembled In(Ga)As quantum dots, and quantum emitters in h-BN and

WSe2 layered materials. The aims of this research are to both understand the mechanism

of the optomechanical coupling and engineer high-quality devices which push forward the

state of the art of SAWs coupled to optically active quantum emitters. Two studies were

performed with these hybrid quantum systems, wherein the electromechanical and op-

tomechanical performance of the devices were independently verified through microwave

reflection and photoluminescence spectroscopy. These studies prompted an extensive

design and fabrication effort to create a next generation of optimized SAW devices, of

which their characterization is just beginning at the writing of this thesis.
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Chapter 1

Introduction

Now deeply in the ”second quantum revolution,” technologies exploiting the unique prop-

erties of quantum superposition and entanglement are intensely investigated, both in

academic labs and in industry [64, 224, 282, 276]. Indeed, currently 27 countries around

the world are investing billions of dollars in the development of quantum technologies

[317]. One of the principle aims of these efforts is developing quantum computers which

can directly simulate complex quantum systems, opening a new door into materials dis-

covery, system optimizations, and pharmaceutical drug development and discovery. This

is an enormous challenge, requiring sustained collaboration over several decades between

applied physicists, materials scientists and engineers to push forward the performance of

many qubit technologies.

One of the predominant issues the stationary qubit platforms experience as the sys-

tem sizes scale is the limitation in connecting larger numbers of qubits across long dis-

tances. Kimble proposed a ”quantum internet” to address this problem [143], whereby

the stationary qubit nodes are entangled with optical photons, which can propagate

across distances of several kilometers without incurring significant losses, with the added

benefits of operating at room temperature and being compatible with existing classi-
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cal telecommunications optical fiber networks. Such a quantum internet will allow many

quantum nodes to exchange quantum information with each other, functioning as a mod-

ular system and enabling a wide array of new device architectures. Figure 1.1 shows

a prototypical example architecture for a quantum network. Here, quantum switches

(QS) and quantum repeaters (QR) route quantum information between the stationary

quantum nodes, which can include quantum sensors, quantum-certified random num-

ber generators (RNGs), quantum memories (QMemory), modular quantum computing

units (QMod), and even end users–for example, those supplying or receiving parts of a

multipartite quantum state for distributed quantum information processing.

Moving towards the realization of a distributed quantum network, many research

efforts are investigating hybrid quantum systems, particularly those which can transfer

quantum information between distinct physical degrees of freedom. Essential for the de-

velopment of quantum networks is a device which can couple quantum systems operating

at gigahertz frequencies, including many quantum processors and memories, to optical

photons operating at frequencies of 100s of terahertz. Such a quantum frequency con-

verter (QFC) is the ultimate goal of the current effort in microwave to optical quantum

transduction.

Microwave-to-optical quantum frequency conversion is a difficult process because of

the large difference in operating frequencies–from ≈ GHz frequencies for superconducting

qubits and other solid-state microwave quantum systems, to several hundred THz for

optical photons, a difference of ≈ 105 Hz. A single optical photon incident on a transducer

device can be absorbed and generate quasiparticles which break superconductivity and

limit the performance of superconducting qubits [199].

Many approaches are being taken for quantum transduction: only the three most

common classes of methods will be briefly discussed here. The first is direct transduction

using the electro-optic effect [80, 215, 186, 119], which is broadband and more straight-
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Figure 1.1: Example quantum network. Reprinted from Ref. [12].

forward to scale; however, the intrinsically weak nonlinearity of the electro-optic effect

has been a serious obstacle in this direction. One viable alternative is manipulating ei-

ther three-level, Λ-type systems or Rydberg systems in ensembles of cold neutral atoms,

which can possess narrow optical transitions with accessible hyperfine transitions in the

microwave frequency range [151, 56, 77]. However, these cold-atom systems are diffi-

cult to integrate with superconducting quantum systems; similarly, three-level systems

in solid-state ion ensembles implanted in a host crystal often possess deleterious inhomo-

geneous broadening, which limits the achievable microwave-to-optical coupling strength

[157].

The third and most widely studied approach to transduction is to introduce a mechan-

ical resonator as an intermediary between the microwave quantum system and optical

photons, the latter resonantly enhanced in an optical resonator. Efforts using the op-

tomechanical approach have recently entered the quantum regime, with optomechanical
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efficiencies as high as 93 % [266], even demonstrating nonclassical correlations between

optical and microwave fields [190].

Up until very recently [266], attempts at quantum transduction with mechanical

resonators have struggled to overcome the thermal decoherence from heating due to

optical absorption [235]. One modification to the optomechanical approach which may

reduce device heating is using solid-state optically active artificial atoms in lieu of optical

resonators, the primary examples include self-assembled quantum dots, defects in wide-

bandgap materials, and quantum emitters in layered materials. The optical pumping

powers required to drive these systems can be lower than nanowatts [73, 284], compared

to microwatts to milliwatts for the state of the art in suspended optomechanical crystals

[235] and suspended membranes integrated within Fabry-Perot optical cavities [7].

These quantum emitters are also especially sensitive to strain fields, motivating explo-

ration into coupling their single-photon emission to elastic mechanical waves. Mechanical

resonators in the form of suspended cantilevers or antennas have demonstrated coupling

to embedded artificial atom systems through strain generated from elastic mechanical

motion[323, 281, 40, 314]. In parallel, mechanical resonators hosting surface acoustic

waves (SAWs) have gained increasing interest in recent years [61], owing to their relaxed

planar fabrication methods and high strain concentration at the surface. SAW resonators

hosting a piezoactive material can couple to a wide variety of quantum systems sensitive

to strain, electric, and even magnetic fields; SAWs have been demonstrated to couple to

many forms of individual artificial atoms, including optically-active semiconductor quan-

tum dots (QDs)[90, 194, 252, 311], electrostatically-defined quantum dots[112, 187, 125],

defect centers in wide-bandgap materials [95, 313, 116], superconducting qubits [102,

202, 264], and van der Waals materials[123, 159]. This flexibility in coupling modalities

opens up possibilities go beyond coupling to individual quantum systems by using SAW

resonators and propagating SAWs as a universal quantum bus to connect dissimilar,

4



spatially separated quantum systems [251, 52].

This thesis investigates the design and development of novel SAW devices combin-

ing strong piezoelectric and superconducting alloy materials with semiconductors hosting

two classes of quantum emitters–self-assembled In(Ga)As quantum dots, and quantum

emitters in h-BN and WSe2 layered materials. The aims of this research are to both

understand the mechanism of the optomechanical coupling and engineer high-quality

devices which push forward the state of the art of SAWs coupled to optically active

quantum emitters. Two studies were performed with these hybrid quantum systems,

wherein I led the design and fabrication and supported the electromechanical charac-

terization work. I also led an extensive design and fabrication effort to create a next

generation of optimized SAW devices, of which their characterization is just beginning

at the writing of this thesis. Chapter 2 introduces the theoretical background behind

surface acoustic waves, including their governing equations, computer simulation with

finite element method solvers, SAW resonators and acoustic Bragg reflectors, generation

of SAWs, SAW materials, and selected advanced design methods. Chapter 3 is both a

tutorial on theoretical SAW-quantum emitter and SAW-spin coupling, as well as a survey

of the state of the art of SAWs and optically active solid-state artificial atoms. Chapter

4 discusses the design of the SAW devices shown in this thesis, with device engineering,

device parameters, and simulations explained. Chapter 5 shows the fabrication meth-

ods and process development for these same SAW devices. Chapter 6 and Chapter 7

show the experimental characterization of the first-generation SAW devices coupled to

quantum dots and emitters in layered materials, respectively. Finally, Chapter 8 dis-

cusses future directions and outlook on the field of quantum control of quantum emitters

with SAWs.
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Chapter 2

Surface Acoustic Waves

Surface acoustic waves (SAWs) are elastic waves which are confined to the surface of

a solid. These waves were first theoretically predicted by Lord Rayleigh in 1885 [233]

and later measured in recordings of seismic activity. SAWs are used in a variety of

applications, including radio-frequency (RF) signal processing, acousto-fluidic devices,

and biological and chemical sensors [61].

As mentioned in Chapter 1, both the exceptionally small acoustic wavelength and

the surface-confined nature of SAWs make them appealing for classical and quantum

technologies. The speed of sound is about five orders of magnitude less than the speed of

light in most materials, with a corresponding difference in the wavelength of RF SAWs

and electromagnetic waves. The much smaller wavelength scale enables RF bandpass

filters, resonators, and delay lines with frequencies ≈ 10 MHz-10 GHz to occupy less

than a few centimeters, at most, on a planar circuit. Recent work has pushed SAW

operating frequencies above 30 GHz [302], extending the range of applications. SAWs

are also easily generated on the surface of a piezoelectric material with metallic electrodes

patterned onto the surface. These µm to sub-µm scale electrodes can be fabricated using

photolithography or electron-beam lithography, leveraging the decades of research and

6



Section 2.1 Basic PropertiesSection 2.1 Basic PropertiesSection 2.1 Basic Properties

development and economies of scale of the semiconductor industry to produce SAW

devices.

This chapter addresses the fundamental principles of SAWs and their generation and

manipulation using periodic structures. First, the governing equations of SAWs are intro-

duced, followed by the boundary conditions and modelling techniques for Rayleigh SAWs.

Next, a basic discussion of SAW resonators and integrated transducers is presented as

well as a brief survey of materials for SAW devices and quantum control. Finally, band-

structure engineering and focusing SAW structures are shown as advanced techniques for

manipulating SAWs. Much of the theoretical background for this work is sourced from

the books by David Morgan [203] and Daniel Royer and Eugène Dieulesaint [243].

2.1 Basic Properties

SAWs are mathematically described using linear elastic wave theory, which omits

the higher-order terms for the solid displacement, which for the rigid materials used in

this thesis are completely negligible [11]. In this theory, a change in the position, r⃗,

of a point due to a deformation of the solid is quantified using a displacement vector,

u⃗. Unlike the displacement vector, however, the linearized strain tensor, S, is invariant

under any rotations or rigid translation of the solid, therefore providing a measure of the

internal deformation of the solid. The linearized relation between the strain, Sij, and

displacement, ui, for the displacement direction i ∈ x, y, z for the spatial coordinates

rx, ry, rz is then the following:

Sij =
1

2

(
∂ui
∂rj

+
∂uj
∂ri

)
, i, j = x, y, z (2.1)

Equation 2.1 shows that the strain tensor is symmetric, Sij = Sji, and so contains 6

independent elements: {Sxx, Syy, Szz, Sxz, Syz, Sxy}. As the strain tensor has two indices,

7
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Figure 2.1: Coordinate System

it is a second-rank tensor, and therefore transforms under coordinate rotations with two

rotation matrices aij shown in B. In a generalization of Hooke’s Law, strain is described

as a scaled linear combination of the components of the stress tensor, Tij:

Tij = cijklSkl, i, j, k, l = x, y, z (2.2)

The tensor cijkl is known as the stiffness or elasticity tensor, and is a fourth-rank tensor

with 34 = 81 components. Fortunately, the stiffness tensor has several symmetries that

significantly reduce the number of independent components, which are also called the

elastic constants. The first symmetry, known as the minor symmetry, arises because

both the strain and stress tensors are symmetric, cijkl = cjikl and cijkl = cijlk, which

simplifies the stiffness tensor to 36 independent components. Secondly, thermodynamic

8



Section 2.1 Basic PropertiesSection 2.1 Basic PropertiesSection 2.1 Basic Properties

arguments are used to show that the two pairs of indices of the stiffness tensor can be

interchanged, so that cijkl = cklij. This is known as the major symmetry, and it further

reduces the independent components of the stiffness tensor to 21 components. Lastly, the

symmetry group of crystalline materials dramatically simplifies the stiffness tensor. For

example, crystalline materials with cubic symmetry, including GaAs used in this thesis,

have stiffness tensors with only three elastic constants: C11, C12, and C44. The substrate

used in this work, LiNbO3, has trigonal symmetry and therefore has 6 elastic constants:

C11, C12, C13, C14, C44, and C66, with C66 = 1
2
(C11 − C12). These elastic constants are

observed to change with temperature [280]. Rotations of the coordinate system will

transform the stiffness tensor as shown in B for the crystalline materials used in this

thesis.

2.1.1 Governing Equations

In the following, a generalization of Newton’s second law of motion is used to derive

a set of wave equations which are the governing equations for SAWs in a piezoelectric

material. From linear elastic wave theory, the force per unit volume,
∂Tij

rj
is equivalent to

the product of the density ρ of a solid and its acceleration, ∂2ui

∂t2
:

∂Tij
∂rj

= ρ
∂2ui
∂t2

, i, j = x, y, z (2.3)

While Equation 2.3 is a wave equation for any anisotropic material, it does not take into

account the piezoelectric effect, which is the mechanism for generating SAWs from RF

waves, as will be discussed in Section 2.2. Piezoelectricity is the production of an electric

field, E⃗ , from a strain inside a crystalline material lacking inversion symmetry. The piezo-

electric effect couples the elastic field quantities of a solid, the stress and strain tensors,

to the electric field and electric displacement. There are two ways of expressing these

relationships; for brevity, only the ”stress-charge” form of the equations are expressed

9



Section 2.1 Basic PropertiesSection 2.1 Basic PropertiesSection 2.1 Basic Properties

below:

Tij = cijklSkl + ekijEk, i, j, k, l = x, y, z (2.4)

Di = ϵijEj + eijkSjk, i, j, k = x, y, z (2.5)

where eijk is the piezoelectric coupling tensor, D⃗ is the electric displacement and ϵij is the

permittivity tensor of the material. The piezoelectric coupling tensor has the symmetry

eijk = eikj from the corresponding symmetry of the strain tensor. Solving Equations 2.4

and 2.5 simultaneously along with the Maxwell equations for the electric and magnetic

fields yields two solutions for the coupled mechanical and electromagnetic fields. The first

solution is a predominantly electromagnetic wave with some mechanical strain, which has

a wave velocity greater than the speed of light due to the piezoelectric coupling. This

quasi-electromagnetic wave therefore has a velocity much greater than the speed of sound

in the solid. The speed of sound, in turn, takes different values depending on whether

a pressure wave or shear wave is excited; in general, it is proportional to
√
E/ρ, where

E is Young’s elastic modulus and ρ is the density of the material. These two constants

limit the speed of sound to approximately 1000-6000 m/s, approximately five orders

of magnitude below the speed of light in vacuum, 2.998 ×108 m/s. Because the wave

velocity of the quasi-electromagnetic solution has a large mismatch from the speed of

sound, it is not an elastic wave solution and can be neglected. The other solution is the

quasi-acoustic wave, with a propagation velocity around the speed of sound. Because

the velocity of the quasi-acoustic wave is so low compared to that of an electromagnetic

wave, the magnetic field generated from the spatially-varying electric field is minimal and

can be neglected: ∇× E = −∂B
∂t

≈ 0. This approximation allows the electric field to be

expressed as the gradient of a scalar potential:

Ei = −∂Φ

∂ri
, i = x, y, z (2.6)

10
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Equation 2.6 greatly simplifies the governing equations for SAWs. Inserting this equation

into 2.4, then inserting the resulting equation into Equation 2.3 along with Equation 2.1,

the equation of motion for the SAW wave can be found for a piezoelectric solid:

ρ
∂2ui
∂t2

= ekij
∂2Φ

∂rj∂rk
+ cijkl

∂2uk
∂rj∂rl

, i, j, k, l = x, y, z (2.7)

By assuming the SAW substrate is an insulating material, ∇ · D⃗ = 0 because there are

no free charges, which simplifies Equation 2.5 to the following:

ejkl
∂2ul
∂rj∂rk

− ϵjk
∂2Φ

∂rj∂rk
= 0, i, j, k, l = x, y, z (2.8)

Equation 2.7 and Equation 2.8 result in four equations for the three components of

the displacement u⃗ and the scalar potential Φ. To solve these equations for SAWs,

the boundary conditions for SAWs propagating in a piezoelectric solid material will be

applied.

2.1.2 Boundary Conditions

Figure 2.1 shows the coordinate system used for the following. The solid SAW sub-

strate is assumed to be infinite for z < 0. At the surface z = 0, the force normal to the

surface and therefore the corresponding stress components must vanish, which implies

the following, known as a free boundary condition:

T31 = T32 = T33 = 0|z = 0 (2.9)

To find acoustic wave solutions which are localized to the surface of the material, a

constraint that the displacement drops to zero is used:

ui|z→−∞ = 0 (2.10)

For piezoelectric solid materials, the electric boundary conditions also need to be applied.

The first such condition is that the electric potential must be continuous across the surface

11
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Figure 2.2: Modelling Unit Cell

boundary:

Φ|z→0,z<0 = Φ|z→0,z>0 (2.11)

Like the displacement, the electric potential decays to zero far away from the surface:

Φ|z→±∞ = 0 (2.12)

The electrical boundary condition applied to the surface z = 0 can be used to determine

the purely electromechanical behavior of Rayleigh SAWs in a piezoelectric material, de-

coupled from mechanical effects. In the first case, a hypothetical dielectric material with

permittivity ϵd = 0 is placed on the surface of the SAW substrate, which by being in-

finitely thin, the dielectric modifies the electrical boundary conditions without affecting

12
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the mechanical properties of the solid, also known as mechanical loading. Because the

surface permittivity is zero, the free charge at the surface is zero, and therefore the elec-

tric displacement field component vanishes Dz|z=0 = 0, and the tangential electric field

components Ex,y are continuous. This boundary condition is known as the ”open circuit”

condition. In the second case, an infinitely thin film of a perfect electrical conductor with

ϵd = ∞ is placed on the surface, also with no mechanical loading effect. Such a ”short

circuit” condition causes the electric potential Φ as well as the tangential electric field

and electric displacement Ex,y and Dx,y to vanish. These boundary conditions influence

the SAW wave velocity from vf for the open-circuit or ”free surface” condition to vm for

the short-circuit or ”metallized” condition. The metallized SAW velocity is lower than

the free surface velocity because the condition of zero tangential electric field for the met-

allized surface reduces the piezoelectric contribution to the wave velocity. If instead, the

solid is exposed to vacuum with ϵd = ϵ0, then the wave velocity falls somewhere between

the two extremes, such that vm < vvac < vf . The relative change in the wave velocity be-

tween the free and metallized surfaces is quantified using the electromechanical coupling

coefficient, defined as follows:

K2
S =

v2f − v2m
v2f + ϵd

ϵp
v2m

(2.13)

where ϵp is the permittivity of the piezoelectric substrate, and ϵd is the permittivity of

medium above the piezoelectric solid, such as vacuum or air with ϵ ≈ ϵ0. This square of

the electromechanical coupling coefficient is equivalent to the portion of energy converted

from electrical energy applied to the surface into mechanical energy. The coefficient is

therefore bounded 0 ≤ K2
S ≤ 1, and it measures how strongly a particular material can

excite SAWs from applied electrical RF signals, which depends on both the orientation of

the crystal cut of the material as well as the SAW propagation direction. In the literature,

a simplified definition of the electromechanical coupling coefficient is commonly used,

13



Section 2.1 Basic PropertiesSection 2.1 Basic PropertiesSection 2.1 Basic Properties

which is very similar to K2
S for materials where vf ≈ vm and ϵp ≫ ϵd:

K2
S =

(vf − vm)(vf + vm)

v2f + ϵd
ϵp
v2m

vm≈vf−−−−→ K2 =
2(vf − vm)

vf (1 + ϵd
ϵp

)
ϵp≫ϵd−−−→ 2∆v

vf
(2.14)

For convenience in calculating K2, the ”free surface” velocity condition ϵd = 0 can be

simplified to SAWs propagating in vacuum ϵd = ϵ0 [203].

2.1.3 Finite Element Modelling of SAWs

For acoustically anisotropic materials, which includes all crystalline materials, there

is often no analytical solution to solving Equation 2.7 and Equation 2.8. Instead, finite-

element modelling (FEM) is used to find the solution to the wave equation. The SAWs

studied in this thesis are the Rayleigh SAWs, which have displacement components in the

x, z plane, known as the saggital plane; a diagram of the coordinate system used in this

work is shown in Figure 2.1. Because Rayleigh waves are polarized in the saggital plane,

they can be simulated using a 2D model, which is much less computationally intensive

to solve than an FEM in three dimensions.

Figure 2.2 shows the simulation geometry and boundary conditions used to model

SAWs. A 2D unit cell of width acell is created, with a dimension chosen based on the

requirements of the structure. For SAWs propagating in free space–hereafter defined as

propagation in an unpatterned substrate in vacuum–the translational symmetry in the x

direction means acell can be made much smaller than the SAW wavelength ΛSAW , since

periodic conditions are applied and which specify the phase difference between the source

and destination boundaries. Setting acell ≪ ΛSAW reduces the number of spurious bulk

modes matching the approximate SAW frequency which can be returned from an FEM

mode solver: acell = ΛSAW/10 was used to produce the SAW mode profile in Figure

4.10c. A Floquet periodic boundary condition is applied to the left and right faces at

x = {0, acell}, such that ua = u0 exp(−ikSAWacell) and Φa = Φ0 exp(−ikSAWacell). This

14
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Floquet relationship between the dependent variables applies for phasor quantities in the

frequency domain. Setting the phase u0 to zero as a reference and taking the real part of

the phasor quantities extracts the values in the time domain at time t = 0. As discussed

previously in 2.1.2, a free boundary is applied to the surface of the SAW substrate, and

the substrate is assumed to be infinitely long in the -z direction. While the depth, d

has to be set to some finite value to simulate SAWs in an FEM solver, if d is set to too

low relative to ΛSAW , then the modes returned by an FEM solver would be Lamb waves

due to coupling between the wave solutions localized at the top and bottom boundaries.

Empirically, d ⪆ 3.5 ΛSAW isolates the bottom boundary sufficiently well for simulating

SAWs, and meshing dimensions of ΛSAW/20 or finer are ideal for sufficiently resolving

the SAW strain distribution in the unit cell.

2.2 SAW Resonators and IDTs

Using classical wave theory, SAW resonators and IDTs are analyzed and designed

through either the coupling-of-modes (COM) or the reflective array method. Finite-

element methods[205] are commonly employed to extract coupling-of-modes parameters

of periodic unit cells[132] and to match SAW mode profiles to the reflection spectra of

IDTs[84] and SAW resonators[262]. The unit cell response can then be cascaded with

other grating and IDT unit cells to determine the SAW device’s scattering properties,

characterized by the P -matrix[243, 108]. SAW resonators and IDTs are also modelled

through equivalent circuit representations[265, 8], including the Butterworth Van Dyke

circuit [155], which can be characterized empirically through measurements of the S11

scattering parameter[203, 294] and has been extended to the quantum regime[325].

15



Section 2.2 SAW Resonators and IDTsSection 2.2 SAW Resonators and IDTsSection 2.2 SAW Resonators and IDTs

2.2.1 Bragg Reflection of SAW Electrodes

High-quality SAW resonators cannot be constructed from localized reflectors[24],

which strongly scatter SAWs to bulk acoustic waves. Instead, SAW resonators are cre-

ated using distributed Bragg reflectors (DBRs). Analogous to optical Bragg grating

mirrors, for SAWs small periodic perturbations to the surface-wave velocity result in an

appreciable reflection coefficient when distributed over many acoustic wavelengths. These

reflectors suppress surface-to-bulk mode scattering because SAWs have a lower acoustic

velocity than bulk waves, shifting the coherent coupling to bulk modes to above the

SAW grating’s upper stopband edge (Figure 2.4). SAW gratings are commonly realized

either through metallic strips deposited on a piezoelectric substrate surface, or by etching

grooves in the substrate to couple propagating SAWs from the left and right[262]; grooves

typically produce resonators with higher quality factors for materials with lower piezo-

electric coupling, such as GaAs[203, 38]. A unit cell of such a SAW DBR is schematically

represented in Figure 2.8a with the characteristic design parameters being the etched

groove depth h and pitch p.

Before discussing the SAW devices used in this work, this subsection analyzes the

behavior of SAW distributed Bragg reflectors (DBRs). The relationships and trends

discussed herein will provide the theoretical background for the subsequent subsection

on SAW resonators. DBRs for SAW waves are formed using periodic arrays of either

deposited metal electrodes or etched grooves; the below analysis does not distinguish

between these two types of reflectors. The electrode reflectors may be either shorted by

connecting them using bus bars on either end of the electrodes or left disconnected in an

open-circuit or floating configuration, which modifies the reflection coefficient as shown

below. The below analysis is based on the reflective array method (RAM); alternatively,

the coupling-of-modes (COM) method gives similar results and is commonly used in
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Figure 2.3: RAM analysis of an infinite-length grating. Reproduced from Ref. [203].

optics and microwave electrics. The RAM is used here because it includes expressions

for the reflection and transduction parameters of a single-electrode transducer or grating,

unlike the COM, which requires input from other methods. In practice, the COM method

is commonly used in the SAW literature [132, 25, 203], especially since finite-element

methods discussed above allow the coupling parameters to be more accurately modelled

and for more complicated SAW devices than using analytical methods such as the RAM.

Infinite-Length Grating

This analysis will use the RAM to obtain a theoretical expression for the width of the

reflection stop band. Figure 2.3 shows a simplified schematic for the reflection parameters

from an array of individual reflecting strips with a pitch p, which is assumed to be infinite

along the x direction. Each strip is symbolized by a rectangle, and they produce pairs of

respective left and right-scattered waves {cn, bn} and {cn−1, bn−1} from SAWs interacting

with neighboring strips to the right and to the left, respectively. The vertical dotted lines
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indicate the port positions, where the scattered SAW amplitudes are evaluated; port 1 is

on the left and port 2 on the right side. The strips are identical, and therefore all have

a transmission coefficient ts and reflection coefficients {rs1, rs2} for the respective waves

coming from the left and from the right. This analysis assumes energy conservation from

strip to strip, which will be relaxed later when losses will be considered.

The reflection and transmission coefficients only denote the scattered wave amplitudes

with respect to the center of the strip. To also consider the accumulated phase in moving

from one port to the next, the P -matrix is used, as defined in Appendix D of Ref.

[203], which is a type of scattering matrix used for SAW gratings and transducers. The

P -matrix components are below:

p11 = rs1 exp(−jkep) (2.15)

p12 = p21 = ts exp(−jkep) (2.16)

p22 = rs2 exp(−jkep) (2.17)

Here, ke is the effective SAW wavenumber corresponding to an effective velocity ve = ω/ke

which accounts for the change in phase velocity due to the reflecting strips. It is real

because of energy conservation. The reciprocity between the uniform strips in the array

implies p21 = p12, which means that transmission is equal in both directions. The trans-

mission coefficient ts can be taken to be real, since any additional phase accumulation in

transmission between strips can be transferred to ke. By taking ts to be positive, energy

conservation leads to the following:

ts =
√

1 − |rs1|2 =
√

1 − |rs1|2 > 0 (2.18)

so that |rs1| = |rs2|. Power conservation for the P -matrix components leads to the

conclusion

rs2 = −r∗s1. (2.19)
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If the strips are symmetrical about the center, then rs2 = rs1, and therefore the reflection

coefficients are imaginary.

Now the scattering from one strip will be written in terms of the wave amplitudes

from its neighbors:

bn−1 = (rs1cn−1 + tsbn) exp(−jkep) (2.20)

cn = (rs2bn + tscn−1) exp(−jkep). (2.21)

Rearranging to express the waves on the right side in terms of those on the left:

cn = (1/ts)cn−1 exp(−jkep) + (rs2/ts)bn−1, (2.22)

bn = −(rs1/ts)cn−1 + (1/ts)bn−1 exp(jkep). (2.23)

which uses Equation 2.18 and 2.19. The scattering amplitudes {cn, bn} can now be set

equal to those of a grating-mode solution, such that

cn = cn−1 exp(−jγp) bn = bn−1 exp(−jγp). (2.24)

Substituting these expressions into Equation 2.23 yields

cos(γp) =
cos(kep)

ts
. (2.25)

Again assuming no losses, ke is real, so cos(γp) is real. For most frequencies ω = ve/ke,

γ is real, and Equation 2.25 has a solution with γ ≈ ke. Because ts < 1, however, the

right side has a magnitude greater than unity when kep is near an integer number M of

π, when p ≈MΛ/2. This results in γ becoming complex, with an imaginary component

which attenuates the SAW, forming a stop band. Figure 2.4 shows the real and imaginary

components of γ, a dispersion relation with multiple smooth curves punctuated by dis-

continuities in the normalized frequency kep/π. These discontinuities represent frequency

bands where the propagation constant ke becomes imaginary, which causes SAWs prop-

agating within the solid to become attenuated and reflected backwards. Therefore no
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Figure 2.4: Dispersion diagram for the grating mode, Equation 2.25. Reproduced from

Ref. [203].

SAWs can propagate indefinitely within these reflection bands or acoustic ”band gaps”.

The imaginary propagation constant of ke increases to a maximum around the middle

within these reflection bands; therefore, stronger reflection of SAWs is expected close to

the middle of the band gap [130].

If both ve and the reflection coefficients rs1 and rs2 are assumed to be independent of

frequency, the stop bands have the same width:

∆f/fc1 = (2/π) arcsin |rs1| ≈ 2|rs1|/π (2.26)

where fc1 = ve/(2p) is the center frequency of the first stop band where M = 1. The

approximation is valid when rs1 ≪ 1, which is valid in practice. Within each stop band,

γ can be expressed in the form γ = Mπ/p + jα, where α is the attenuation coefficient.

The attenuation is maximum at the center of the stop band, where cosh (αp) = 1/ts,

resulting in α ≈ |rs1|/p for rs1 ≪ 1.
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Equations 2.24 and 2.25 are the solution for a Bloch wave. For a given frequency,

there are an infinite number of solutions for γ in Equation 2.25, which repeat on an

interval of 2π/p and have two solutions within each interval. These solutions differing

by 2π/p are actually the same solution because of the discrete translational symmetry

of the ports. For a mathematical justification, Floquet’s theorem states that waves in a

periodic material are of the form

ψ(x) =
∞∑

n=−∞

an exp[−j(k + 2πn/p)]

where (k + 2πn/p) corresponds to one of the bands of γ. The amplitude coefficients an are

determined by the boundary conditions. If 2π/p is added to k, the series is fundamentally

unchanged, with an being replaced by an+1. Therefore, the domain −1 < γp/π < 1

contains all of the information of the solution, what is known as the first Brillouin zone.

For the passbands where γ is real, the group velocity of the SAW wave is given by the

slope of the solution curves for Re[γp/π]. The group of solid lines in Figure 2.4 all have

the same group velocity because they belong to the same solution of Equation 2.25. The

group of dotted lines are the second solution, which propagate in the opposite direction.

This analysis assumed the reflection coefficients rs1, rs2 were completely localized,

which is an idealisation. In reality, the electric fields generated in scattering from a

reflecting strip will couple to neighboring strips, causing the reflection to depend on

the environment around each strip. Instead, effective reflection coefficients can be used

with magnitudes compensated to give accurate scattering behavior of the array, which

preserves the results from the above analysis.

Finite-Length Grating

A real grating can be modelled as a finite array of N reflecting strips, which are

indexed with {c0, b0} being the wave amplitudes on the left side, and {cN , bN} those on
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Figure 2.5: Reflection coefficient of a periodic grating with center frequency 100 MHz.

Reprinted from Ref. [203].

the right side. Setting the input amplitudes to zero and solving the resulting equations

yields the P -matrix of an individual strip, according to Appendix D of David Morgan’s

book, Ref. [203]. With bN = 0, meaning no input from the right side, P11 = b0/c0

and P21 = cN/c0. With c0 = 0, P22 = cN/bN and P12 = b0/bN . The P -matrix of the

entire grating can then be found by diagonalizing the P -matrix of the strip, yielding the

following:

P11 =
p11 sinNγp

sinNγp− p12 sin (N − 1)γp
, (2.27)

P12 = P21 =
p12 sin γp

sinNγp− p12 sin (N − 1)γp
, (2.28)

P22 =
p22 sinNγp

sinNγp− p12 sin (N − 1)γp
(2.29)

where the pij are given by Equations 2.17. As with the infinite grating case, the P -

matrix elements are relative to the ports, which are offset a distance p/2 outwards from
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the centers of the end strips. By using power conservation, the magnitude of P11 can be

shown to be given by

1

|P11|2
= 1 +

∣∣∣∣ tsrs1
∣∣∣∣2 sin γp2

sinNγp2
(2.30)

which shows that |P11| cannot exceed unity. The reflection coefficient for the center of

the first stop band where p = Λ/2 is the following:

|P11| = tanhN αp ≈ tanh(N |rs1|) (2.31)

which follows from manipulation of Equation 2.29. At the center frequency, the phase of

P11 differs from the phase of rs1 by π; however, if the phase of P11 is instead referenced

to the center of the first strip, then its phase is equal to that of rs1.

For a weakly reflecting grating with N |rs| ≪1, Equation 2.30 yields the following,

which is valid when multiple reflections within the grating are negligible. :

|P11|2 ≈ |rs1|2
(sinNke p

sin ke p

)2
(2.32)

Figure 2.5 shows the reflection coefficient P11 for two gratings of different lengths. A

strong grating with N = 250 strips is shown in solid lines, with a shorter grating with N =

40 strips is shown with dotted lines. For the same unit reflection coefficient |rs1| = 0.015,

the shorter grating follows the same general envelope as the longer grating, except for in

the mirror stopband given by Equation 2.26, where the longer grating achieves near-unity

distributed reflection since N |rs1| = 3.75 ≫ 1. The reflection magnitude |P11|2 reaches

unity in the limit N → ∞. Further increasing the length of the longer grating will not

increase the bandwidth of the stopband, which is instead set by the single-strip reflection

|rs1| in Equation 2.26.

Even for strong gratings, an incident surface acoustic wave experiences a delay τg upon

a complete reflection from a grating, which can also be characterized by an equivalent

penetration depth Lp. The delay is given by τg = − dϕ
dω

, where ϕ is the phase of P11,

23



Section 2.2 SAW Resonators and IDTsSection 2.2 SAW Resonators and IDTsSection 2.2 SAW Resonators and IDTs

Equation 2.29. For a semi-infinite grating with N → ∞, τg = p/(ve|rs1|). The resulting

penetration depth is then

Lp =
veτg

2
=

p

2|rs1|
(2.33)

which for a strip with a width a to pitch ratio of 1/2 simplifies to Lp = a/|rs1|.

2.2.2 Excitation of SAWs

SAWs are generated in piezoelectric materials via the inverse piezoelectric effect,

where a strain is generated within a material when an electric voltage is applied to surface

of the material. Using periodic metallic electrodes patterned onto a SAW substrate,

SAWs can be generated when the electrode spacing creates constructive interference for

either the fundamental SAW resonance or a higher-order resonance, which depends on the

combination of substrate and electrode materials. These periodic electrode devices are

called interdigital transducers (IDTs). By time-reversal symmetry, the reverse process

using the direct piezoelectric effect allows IDTs to detect SAWs. IDTs can be designed

to excite SAWs over a certain frequency band; the substrate material, cut and SAW

orientation as well as the device geometry affect the IDT bandwidth and the maximal

SAW amplitude.

(a) Split-1 IDT (b) Split-2 IDT (c) FEUDT

Figure 2.6: Electrode polarity diagrams of the IDT designs used in this work.
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Figure 2.7: Array factor of a uniform transducer around the fundamental response.

Figure 2.6 shows schematic diagrams of the IDT designs used in this work, with

electrodes with independent voltage polarities shown in separate colors. The Split-1

design is used for the Gen-1 devices, the Split-2 design is used for the Gen-2 SAW-2DM

devices, and the FEUDT design is used for the test structures of the Gen-2 SAW-QD

devices. The IDT aperture length AIDT is the length of overlap between electrodes of

opposite polarity, setting the width of the SAW wavefront. The metallisation ratio,

η = aIDT/pIDT is the ratio between the electrode ”finger” width aIDT and the electrode

spacing pIDT , which is commonly set to aIDT/pIDT = 0.5. The metallization ratio for

the in Figure 2.6 is 0.5. The round-trip phase, φRT is shown for selected electrodes

of the Split-1 and Split-2 designs. The phase φRT of adjacent electrodes in the Split-

1 design are always mutually in-phase modulo 2π, which reinforces internal reflections

from the IDT. By contrast, adjacent electrodes in the Split-2 design exhibit destructive

interference, which reduces internal reflections from within the IDT. Avoiding internal

reflections helps mitigate complex distortion of the IDT frequency response.
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The length of the IDT or equivalently the number of IDT electrodes, Np, affects the

IDT bandwidth through the array factor, shown below for a non-reflective transducer.

The magnitude of the IDT array factor is

|A(ω)| ≈ Np

∣∣∣∣sin(Npθ)

Npθ

∣∣∣∣ (2.34)

where θ = π(ω − ω0)/ω0, with ω0 = πve/p the center frequency of the fundamental

IDT response. This equation approximates the transducer response, because the element

factor has been omitted because it is a slowly varying function of ω. The zeros of |A(ω)|

nearest the center frequency f0 occur at f = f0(1 ± 1/Np), and the points 4 dB in

amplitude from the center at f0(1 ± 1/2Np. Defining T = Np/f0 as the length of time

to cross from one side of the transducer to the other, the 3 dB bandwidth is given

approximately by ∆f ≈ 1/T , as shown in Figure 2.7. This relationship is valid for both

Split-1 and Split-2 design transducers.

As a linear electrical device, IDTs can be modelled with equivalent electrical circuits,

which help to predict the device admittance. Typically IDTs have a high admittance

resulting from a large capacitance C = NpCt, where Np is the number of IDT electrode

periods, and Ct is the capacitance per period, which depends on the substrate material

as shown in Table 2.3. The values for Ct are shown for single-electrode transducers:

for the double-finger transducers, Ct must be multiplied by
√

2. Multiplying Ct by the

aperture width AIDT and the number of IDT electrode periods NIDT yields the capac-

itance of the IDT, which is often the dominant component of its electrical admittance

Y (ω) [203]. Electrical matching can maximize the power transfer from an electrical sig-

nal into the IDT and vice versa, from the device to a measurement device. The power

transfer efficiency can be quantified by the insertion loss[203]. For quantum applications,

improving the IDT power efficiency is highly desirable, motivating research in unidirec-

tional SAW transducers[75, 322, 72] that break mirror symmetry in the IDT unit cell to
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(a) Schematic of a SAW mirror unit cell.

Etch Depth (a.u.)

Q 
(a

.u
.)

N=300

N=100

(b) Quality factor of cavities using grooved

mirrors.

launch SAWs predominantly in one direction, as opposed to regular IDTs where waves

are produced in either direction, resulting in at least a 3 dB conversion loss. Alterna-

tively, IDTs placed in the central cavity region of SAW resonators [8, 211, 247, 313, 6]

eliminate insertion loss from reflection from outside of the cavity. Loss in IDTs can be

reduced further by electrodes made from low-temperature superconductors, which show

significant improvements below the superconducting critical temperature[322, 175].

2.2.3 SAW Resonators

The SAW resonator quality factor is a critical performance parameter for cavity quan-

tum optomechanics. The quality factor is defined as Q = f
∆f

, where f is the resonance

frequency and ∆f is the full width of the resonance at half-maximum (FWHM). For

SAWs, it determines the acoustic energy density on resonance and the enhancement of

the optomechanical interaction between SAWs and the quantum emitters in this work.

The quality factor of SAW resonators is limited by several decay channels, including
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propagation loss from the elastic SAW substrate material, diffraction causing SAW en-

ergy to escape from the resonator cross-section, SAW conversion to bulk modes, SAW

leakage from the resonator mirrors, and SAW transduction to microwave photons via the

IDTs. Q for SAWs can be divided into two components as 1/Q = 1/Qi + 1/Qe, where

the internal and external quality factors, Qi and Qe, respectively represent the limits

from SAW decay and from dissipative coupling to IDTs. Also known as the unloaded

quality factor, Qi includes intrinsic material, diffraction, bulk scattering, and SAW mir-

ror leakage decay channels, and it represents the ultimate achievable quality factor for

a particular SAW resonator design in the limit of vanishing acoustic loss from IDTs[24].

Measurements of Q for state-of-the-art gigahertz SAW resonators at millikelvin temper-

atures show Qi > 105 for low-loss quartz [179], GaAs [6], and ZnO [175] substrates,

and Q≈ 104−105 for gigahertz-frequency SAW resonators at cryogenic temperatures in

LiNbO3[262, 25] and AlN [129].

Figure 2.8b shows the relationship between the quality factor of a SAW resonator

and the etched groove depth of the mirrors for two different total groove numbers N =

300 (blue) and N = 100 (green). For smaller etch depths, the reflection per groove

is lower, requiring longer gratings with more grooves to achieve high SAW reflection.

Consequently, the quality factor of a SAW resonator with finite mirror length will be

limited by leakage losses for relatively small groove depths, typically on the order of 1 %

of the acoustic wavelength[203, 251]. Although increasing the etch depth will increase the

mirror reflection, deeper grooves also increase SAW scattering to bulk modes, eventually

limiting Qi for larger groove depths. SAW-to-bulk mode conversion occurs predominantly

near the boundaries of the SAW resonator mirrors[162], where SAWs propagating in the

unpatterned free surface comprising the SAW cavity region experience a mode conversion

process when entering the grating.

One approach to mitigate bulk mode conversion in SAW resonators is to add a tran-
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sition region between the mirrors and the central cavity region, where the parameters

of the SAW groove unit cell (Figure 2.8a) are varied adiabatically. This transition has

been achieved by tapering the groove depth towards the ends of the gratings[162]. Al-

ternatively, a localized SAW defect state can be engineered in the middle of the mirror

bandgap by patterning the entire SAW resonator in a grating structure with an adiabatic

transition from the groove period in the mirrors to a greater period in the central cavity

region[262]. The latter approach is equivalent to creating a Wannier envelope function

for the SAW mode in both real and reciprocal space [216], which confines the mode to

near diffraction-limited volume, increasing the SAW amplitude interacting with artificial

atoms while preserving a high Qi. The design of such transition regions will be discussed

in Chapter 4.

2.3 SAW Materials

Table 2.3 shows several low-loss piezoelectric SAW materials that are commonly used

in quantum applications, each with trade-offs in SAW-specific properties and integration

with artificial atoms. While piezomagnetic materials are currently being investigated

for SAWs in the quantum regime [47], hereafter this thesis will focus on piezoelectric

materials. Note that SAW resonators can consist of a single piezoelectric host material,

such as lithium niobate (LiNbO3) or gallium arsenide (GaAs), or incorporate a thin film

of piezoelectric material such as aluminum nitride (AlN) or deposited zinc oxide (ZnO)

to increase the electromechanical coupling efficiency on a non-piezoelectric or a weakly

piezoelectric substrate, for instance silicon, zinc telluride, silicon carbide, and diamond.

The row Cut/Dir. shows the particular crystal cut and SAW propagation direction

that is common for these materials. As defined previously in Section 2.1.2, K2 is the

piezoelectric coupling coefficient and CS is the effective capacitance of an IDT electrode
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pair, shown here for the single-electrode polarity sequence [203]. These two parameters

determine the IDT frequency bandwidth and the capacitance of the IDT, respectively,

the latter being important for IDT impedance matching. The diffraction coefficient, γ

determines the magnitude of diffraction, with the ideal case of zero diffraction at γ = −1.

The two velocities listed, v0 and veff are respectively the measured unpatterned SAW

substrate velocity and the velocity including the electrical and mechanical loading from

IDTs. The propagation loss, αmat is the upper bound on the propagation loss from the

elastic material loss at millikelvin temperatures, which can be estimated from known

quality factors of SAW resonators[8] or by the insertion loss measurements of SAW delay

lines[75]. The bottom row, Qi×f shows the highest demonstrated intrinsic quality factor-

resonant frequency products in each platform for SAW resonators suitable for quantum

applications with operation frequencies, f ≈ GHz. In the particular case†, the material

propagation loss was extracted from the intrinsic quality factor, mirror separation, wave

velocity and free spectral range according to the following formulas from Ref. [179] and

[203]:

FSR =
v

2(Lp + d)
→ Lp =

v

2FSR
− d (2.35a)

Lp =
Λ

4|rs|
→ |rs| =

Λ

4Lp

(2.35b)

Qg =
π(d+ 2Lp)

Λ(1 − tanh(|rs|Ng)
(2.35c)

α =
πf0
v

× (1/Qi − 1/Qg) (2.35d)

Here, the velocity, v ≈ 2864 m/s; free spectral range, FSR = 2.3 MHz; and the mirror

separation, d = 600µm were known, which was used to calculate the penetration depth,

Lp = 22µm from Equation 2.35a. The value for Lp was then used to calculate the

single-strip reflectivity, |rs| = 0.008 using Equation 2.35b. Next, the grating loss-related

quality factor, Qg was calculated using Equation 2.35c with the number of grating strips,
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Ng = 500. Finally, the propagation loss, α = 0.07 dB/cm was calculated using the

resonance frequency, f0; the internal quality factor, Qi; and v and Qg. For case††, the

intrinsic quality factor was estimated as Qi ≈ Q. For case‡, the Qi × f product and

propagation loss αmat are quoted for a SAW device in thin-film AlN on sapphire. While

this device does not have a substrate of pure AlN, the mode is heavily concentrated in the

AlN layer, with close to 80 % of the total energy residing near the surface [129]. Therefore

the quality factor of the characterized AlN-on-sapphire SAW resonator is indicative of

what may be expected for SAWs on pure AlN substrates.
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Two of the most common materials for classical SAW technologies are LiNbO3 and

quartz[203]. LiNbO3 has exceptionally high electromechanical coupling K2 compared

to other SAW materials; however, materials with greater piezoelectricity also possess

a greater susceptibility to stray electric fields, increasing environmental dissipation and

decoherence. Using low-piezoelectricity substrates such as quartz[179] and GaAs[6] has

yielded devices with high Qi × f products for resonances in the range of several GHz,

with the product in GaAs exceeding 1015 Hz. Despite the relatively low piezoelectricity,

these substrates introduce deleterious dielectric loss to superconducting quantum circuits

[255]. A recent work by Jiang et al. demonstrated the successful integration of AlN thin

films on sapphire for high-quality SAW resonators exhibiting a Qif product exceeding

1014 while preserving a high quality factor for coplanar waveguide resonators fabricated

on the exposed sapphire substrate after AlN thin film wet etching [129].

In addition to single-crystal SAW substrates, numerous SAW material heterostruc-

tures consist of a thin film of piezoactive material deposited on a host substrate which

has a higher Rayleigh SAW velocity than the film, facilitating efficient SAW generation

in substrate materials without a strong intrinsic piezoelectric or piezomagnetic response.

Such heterostructures are present in many of the works featured in this review[283, 95,

94, 177, 178, 113, 116, 313] and allow tailoring of the SAW properties, including velocity,

diffraction and piezoelectricity [206, 142, 85, 84]. SAW material heterostructures can also

support multimode acoustic waveguiding for ”slow-on-fast” heterostructures [277, 222].

With the development of thin films of LiNbO3 bonded to silicon or other substrates[246],

new opportunities are available for hybrid and heterogeneously integrated SAW material

heterostructures. Hybrid integration, including transfer printing and microprobe-based

pick-and place and transfer methods[139], could allow prefabricated structures with em-

bedded artificial atoms to be aligned precisely to SAW devices [114, 309, 312]. Heteroge-

neous integration involves epitaxial liftoff or wafer bonding of materials hosting artificial
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Figure 2.9: Layered Rayleigh wave dispersion diagram. Reprinted from Ref. [203].

atoms to a desired piezoelectric SAW substrate [212].

In contrast to Rayleigh SAWs in single-crystal substrates, which are dispersionless,

the velocity of layered Rayleigh SAWs depends on the thickness of the top layer and the

frequency. Figure 2.9 illustrates the dispersion curves for multiple SAW modes confined

to a bilayer structure, where a semi-infinite substrate of acoustic material is covered by

a finite layer of another material [203]. The phase velocity dispersion of the supported

layered Rayleigh SAW modes are shown with respect to a normalized frequency axis,

which is proportional to the layer thickness, d divided by the shear velocity of the top

layer. Near zero frequency, there is only one Rayleigh SAW mode supported, with a

velocity close to that of the substrate Rayleigh velocity V
′
R. As either the frequency
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or the layer thickness is increased, the velocity of the layered Rayleigh mode decreases

monotonically towards that of the layer material. For larger normalized frequencies,

multiple modes start to appear from the substrate shear velocity V
′
t , which show similar

behavior to the fundamental layered Rayleigh mode. These modes are called Sezawa

waves after their discoverer, seismologist Katsutada Sezawa [203]. This dispersion for

layered Rayleigh waves can be minimized by choosing materials with minimal difference

in wave velocity: ZnO is a common piezoelectric layer for GaAs SAW devices because it

has a similar SAW velocity to that of GaAs: see Table 2.3.

Some piezoelectric overlayer materials also have favorable properties to function as

standalone SAW substrates in the quantum regime. Bulk ZnO is readily available in

wafer scale and becomes a low-loss SAW material at cryogenic temperatures, with SAW

resonators exhibitingQi≈1.5×105[175]. A recent discovery of room-temperature quantum

emission in crystalline AlN[27] could be a promising step towards a new monolithic

artificial atom-SAW material platform, with a piezoelectric coupling comparable to that

in ST-cut quartz and nearly an order of magnitude larger than in GaAs [277].

When cooled to their mechanical ground state at millikelvin temperatures (typically

10-50 mK: see Fig. 4.6), SAW resonators show a decrease in quality factor as the excita-

tion power approaches single-phonon levels (PRF ≪ −100 dBm); this decrease is believed

to be the result of SAW phonon coupling to a bath of two-level systems (TLSs). In a

quartz resonator, Manenti et al. observed that the internal quality factor decreases for

pump drives approaching the single-phonon level to approximately Qi0 ≈ 0.6 ×Qi [179].

Similar single-phonon level measurements by Kandel et al. [133] and Jiang et al. [129]

observe decreases of approximately 10 % and 17 % in Qi for 128-Y-X LiNbO3 and AlN on

sapphire, respectively. Recent works have investigated the relative contribution of TLS

loss to the reduction of the intrinsic quality factor at single-phonon power levels, showing

TLS losses are not the dominant loss factor for bulk 128-Y LiNbO3 SAW substrates but
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are dominant for thin-film LiNbO3 bonded to oxide-on-silicon or pure silicon substrates.

These TLS losses in thin-film LiNbO3 are attributed to surface oxides which form dur-

ing the wafer bonding process [172]. Other SAW material platforms may have different

TLS contributions to losses, including impurity ion ensembles[96]. An attempt to reduce

the TLS density on the surface of SAW resonator substrates by independent acid clean-

ing, annealing, and ion sputtering processes was surprisingly found to increase the TLS

density [101]. These results suggest that additional characterization techniques, such as

transmission electron microscopy, may be needed to explain the relationship between the

TLSs and the surface changes resulting from surface treatments.

2.4 Advanced Techniques

Realizing the quantum regime with artificial atoms is motivating further improve-

ments in SAW resonator design. The following two subsections discuss recent develop-

ments in engineering resonators with improved quality factors and larger optomechanical

interactions.

2.4.1 Bandstructure Engineering

Figure 2.10 shows the operating principle of SAW bandstructure engineering. Figure

2.10a shows the bulk (shaded) and SAW dispersion for an unpatterned surface, where the

SAW bands intersect and do not show a bandgap at the edge of the Brillouin zone. Figure

2.10b shows a bandgap appears for a periodic SAW mirror unit cell. The intersecting

curves from the bandstructure of the unpatterned surface are overlaid as dotted lines.

The unpatterned SAW dispersion curves are observed to lie very close to the mirror

upper stopband edge, which significantly reduces the mirror reflectivity compared to the

reflectivity maximum in the center of the stopband (see Figure 2.4). To maximize the
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Figure 2.10: Acoustic bandstructure diagrams. (a) Unpatterned free surface, (b) SAW

mirror supporting a Rayleigh-SAW bandgap below the sound cone, and (c) the periodic

structure in (a) overlaid with that of a slightly elongated structure.
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SAW reflectivity from the mirror stopband, an alternative dispersion curve from that of

the unpatterned SAW is needed. One solution is to use a modified mirror or ”cavity”

unit cell, where the parameters are tuned such that one of the band edges coincides

with the middle of the stopband of the unmodified mirror unit cell. If this cavity unit

cell is inserted between two arrays of unmodified mirror unit cells, the structure will

support a localized SAW mode with acoustic confinement to the cavity unit cell within

some penetration depth Lp = p/2|rs| (see Equation 2.33). Figure 2.10c shows the result of

shifting the upper band edge to coincide with the middle of the mirror stopband, attained

by slightly elongating the mirror pitch p. In principle, either the lower or the upper band

edges of the mirror unit cell could be modified in a cavity unit cell to coincide with

the center of the reflection stopband; however, as shown in Chapter 4, the wave modal

overlap between the unpatterned SAW and upper mirror band edge dispersion is much

better than that of the lower band edge, motivating the use of the upper band edge to

reduce the scattering from mode mismatch. In Chapter 4, the design of graded transition

regions from a localized SAW cavity mode to the Bragg mirrors will be discused in detail.

2.4.2 Focusing SAW Devices

Focusing IDTs [156, 213] and SAW cavities [164, 214, 313, 204, 60] show focusing down

to wavelength-scale beam waists, concentrating the SAW mode to near the diffraction

limit. One of the main challenges of SAW focusing is acoustic diffraction, which occurs

in any crystalline material and requires corrections to the IDT and mirror curvature

to focus SAWs to a single focal point. Crystalline SAW materials are also acoustically

anistropic, which causes significant variation in the phase velocity over the angular range

of SAW propagation. Knowledge of the phase velocity as a function of the angular

coordinate vp(θ) is needed to engineer SAW structures to compensate for the anisotropy
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and diffraction and focus to a common radial point in the center of the device [204, 124].

This involves designing the structures to mimic the angular profile of the Rayleigh SAW

group velocity [204]. A detailed procedure for designing an anisotropy-corrected radial

arc for arbitrary anisotropic SAW materials is given in Chapter 4, Section 4.2.4.
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Chapter 3

Quantum Control of Optically

Active Artificial Atoms with Surface

Acoustic Waves

The following has been adapted from M. Choquer et al., ”Quantum Control of Opti-

cally Active Artificial Atoms With Surface Acoustic Waves,” in IEEE Transactions on

Quantum Engineering, vol. 3, pp. 1-17, 2022, Art no. 5100217.

3.1 Introduction

As discussed previously in 2, one of the primary approaches for quantum control

with SAW resonators is coherent interactions with artificial atoms. Placing the optically

active atom-like system at one of the anti-nodes of the SAW resonator’s strain, electric or

magnetic fields enables large interactions between the two subsystems, analogous to cavity

and circuit quantum electrodynamics (QED) where the electromagnetic field is replaced

by the acoustic field. Indeed, artificial atoms embedded within optomechanical cavities
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Figure 3.1: Schematic of a SAW resonator coupled to an artificial atom.

are remarkably sensitive to local strain, exhibiting frequency shifts nearly two orders-

of-magnitude larger (∼10 GHz/pm) than microscale optical resonators (∼100 MHz/pm)

[60]. The use of artificial atoms provides a strong optical nonlinearity that ensures only

individual photons are emitted, typically with sub-nanowatt optical power requirements.

An abstracted representation of a SAW resonator interacting with an artificial atom is

illustrated in Figure 3.1. Distributed Bragg reflectors form the acoustic resonator with an

effective cavity length Lc; these reflectors are realized by either patterned metal electrodes

or grooves etched into the substrate. The fundamental mode of the resonator is given by

fc = vs/2p, where p is the pitch of the mirror corrugations and vs is the phase velocity of

the SAW in the material, typically on the order of 103 m/s. An artificial atom embedded

within or near the surface of the resonator couples to surface-confined acoustic modes

through strain, electric, or magnetic fields. The resonator and atom experience different

dissipation mechanisms, which contribute to their respective uncoupled linewidths κM
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and κA. In general, κM includes both damping and thermal decoherence channels, and

κA includes both radiative and non-radiative decay as well as pure dephasing mechanisms.

Because of the large frequency difference between mechanical resonators operating in the

GHz range and optically active artificial atoms in the hundreds of THz range, typically

κA ≫ κM and as such is the dominant dissipation rate in the optomechanical system.

The optomechanical interactions discussed in this thesis are quantified by a vacuum

optomechanical coupling rate, g0, as well as a quantum cooperativity, C0,q. The vacuum

coupling between a SAW resonator and an artificial atom with a transition modulated by

the SAW strain field can be parameterized as g0 = χϵZPM, where ϵZPM is the dimensionless

zero-point volumetric strain amplitude of the SAW ground state and χ is a mechanical

strain susceptibility parameter [251]; an equivalent definition using the zero-point motion

xZPM of the SAW field is commonly cited in the cavity optomechanics litterature [10,

62, 232]. The SAW zero-point strain amplitude is defined as ϵZPM =(2π/λ)
√
ℏ/(2ρvsA),

where ρ is the density of the SAW substrate, vs is the SAW phase velocity, A is the SAW

effective area in the plane of the substrate, and λ is the acoustic wavelength. For typical

SAW materials in crystalline substrates, ϵZPM≈ 10−6 % for a SAW confined to a planar

area A≈1 µm2 [251]. Characterizing SAW susceptibility parameters for various artificial

atoms is still an active area of research, though values for some systems are available.

For InAs self-assembled QDs[194, 134] as well as the SiV− center in diamond [191] and

defects in hexagonal boron nitride [159], χ is on the order of 10 THz/%. The respective

optical decoherence rates of these artificial atoms are κA < 1 GHz [183, 308], ≈1 GHz

[238], and ≈50 MHz, respectively [66].

A persistent challenge of cavity optomechanics is realizing large enough coupling

rates to overcome the dominant intrinsic dissipation mechanisms: currently the state

of the art is g0/κ ≈ 10−2 [10], which by itself is insufficient for deterministic quantum

transduction. One standard technique to increase the optomechanical coupling rate in
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Table 3.1: A comparison of various SAW-artificial atom technologies and their stages

of development, from classical control with propagating SAWs (Stage 1) and resonator-

confined SAWs (Stage 2) to quantum acoustic control (Stage 3).

a canonical optomechanical system is to add cavity photons to the optical resonator,

parametrically enhancing the coupling rate as g = g0
√
nc, where nc is the intra-cavity

average phonon number [199]. Parametric enhancement of the coupling rate allows op-

tomechanical systems to enter the strong coupling regime g/κA > 1 [10]. Strong coupling

can therefore occur even when the vacuum optomechanical coupling is relatively weak,

g0 ≪ κO, where κO is the linewidth of an optical cavity for approaches that utilize optical

cavities without artificial atoms for transduction. In this so-called ”linearized regime,”

the system can be parameterized around a steady-state phonon amplitude |αc|, which

corresponds to a phonon number nc = |αc|2. Here, several single-photon quantum opera-

tions, including phonon-phonon state swapping/”beam-splitter” and phonon-photon pair

generation/”two-mode squeezing” operations [10], can be realized when the system is in

the strong coupling and the resolved-sideband regimes, where in the latter the mechanical

frequency exceeds the optical cavity linewidth, ωM > κO.
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One complication with parametric enhancement of the coupling of a hybrid artificial

atom-SAW optomechanical system is that populating the SAW resonator with cavity

phonons means it becomes no longer possible to transduce single phonons to single pho-

tons and vice versa. When the SAW phonon population is large, nc ≫ 1, the system

operates in the semiclassical regime, where the atom is still treated as a quantum mechan-

ical object, but the SAW field can be treated as a classical acoustic field [106]. Instead,

reaching the quantum regime with a large quantum optomechanical cooperativity can be

used to perform some quantum operations, as discussed below.

The vacuum quantum optomechanical cooperativity C0, q =
g20

κMκAnb
is the ratio of the

induced mechanical dissipation from optomechanical coupling, 4g20/κA, to the mechanical

dissipation rate, κMnb, where nb is the Bose factor of the thermal bath coupled to the

mechanical cavity [117, 54, 10, 235]. Also expressed as a rate, the cooperativity is directly

proportional to the square of the optomechanical coupling and to the SAW quality fac-

tor, motivating improvements in both quantities for engineering coherent optomechanical

interactions. The above data for the achievable SAW zero-point strain amplitude, qual-

ity factor, and the optomechanical susceptibility and homogeneous linewidths of several

artificial atoms suggest that the vacuum quantum optomechanical cooperativity may ap-

proach or even exceed unity for SAW resonators cooled to their ground state (n̄th ≪ 1),

enabling quantum information processing with single photons, including quantum state

transfer and generation of squeezed mechanical states [54], preparation of correlated

photon-phonon pairs [236] and optomechanically induced transparency [306, 245].

Table 3.1 illustrates the state of the art of several coupled artificial atom-SAW plat-

forms which have reached various levels of device and control complexity. Systems in

Stage 1 demonstrate SAW-artificial atom coupling with propagating SAWs that are not

in the quantum regime; this has been achieved for numerous artificial atom systems,

including QDs [90], spins in defect centers [95], layered materials [159], and supercon-
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ducting circuits [102]. Operation in Stage 1 is analogous to interactions between artificial

atoms and open transmission lines in circuit quantum electrodynamics, whereby the large

number of coherent propagating phonons can be described by classical wave theory and

the artificial atom is treated quantum mechanically. Stage 2 is a transition towards the

quantum regime as described by quantum acoustics, where SAW resonator modes couple

to an artificial atom, yet the SAW-artificial atom system is not in the quantum regime

and so can be described by semi-classical theory. Most technologies have reached this

stage of complexity [212, 313, 180], with the exception of layered materials due to their

relatively recent discovery. Stage 3 is reached when both the SAWs and artificial atoms

are operating in the quantum regime. Stage 2 and 3 can qualitatively be distinguished by

the quantum cooperativity. When the quantum cooperativity exceeds unity, the SAW-

artificial atom system enters the quantum regime [235] (Stage 3), enabling a variety of

quantum phenomena to be observed as discussed above. Currently Stage 3 has only been

achieved with superconducting circuits [29, 202, 247, 6]. An even stronger condition is

realizing the vacuum strong coupling regime, where the two subsystems can coherently

exchange energy quanta [136]. Such a regime would enable deterministic entangling gates

between single SAW phonons and artificial atoms [251].

Examining the different stages of development introduced in Table 3.1, the state-of-

the-art SAW control is in Stage 2 – resonant classical control – for both semiconductor

QD excitons and optically-addressable spins, with numerous demonstrations in Stage

1. Experiments with QDs show the SAW-QD optomechanical interaction in both the

time and frequency domains, with observations of multiple phononic sidebands, includ-

ing sum and difference frequency mixing[311], as well as resonant enhancement of the

exciton SAW modulation amplitude[212]. Semiconductor defect centers have demon-

strated control by SAWs not only in the orbital but also the electronic and nuclear spin

degrees of freedom [95, 113, 178], with demonstrations of mode hybridization and Rabi
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oscillations indicating that large couplings to SAWs can be achieved [313]. The recent

integration of SAWs with defects in hBN [159] shows promising results for dynamic strain

tuning of single-photon emitters operating at room temperature. For all SAW-artificial

atom platforms, movement towards Stage 3 will be facilitated by acoustic cavities with

greater quality factors[251], enhanced atom and spin-phonon interaction via localized

SAW modes[262, 124], and impedance-matched SAW transducers for efficient acoustic

excitation and detection [75].

In the following sections, an overview of SAW-artificial atom coupling in the various

aforementioned platforms is presented, with a focus on optically active systems. In

Section 3.2, a theoretical treatment is presented of artificial atom-SAW coupling and

spin-SAW coupling. In Section 3.3, a brief survey of the literature is presented on the

experimental implementations of SAW coupling to excitons in QDs, orbitals and spins in

defect centers, and optically active defects in layered materials.
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3.2 Theoretical Background

3.2.1 Artificial Atom-SAW Coupling

Artificial atoms with strong optical responses in the infrared to visible range are

promising building blocks for quantum technologies that rely on controlled emission of

photons [200]. Theoretically, artificial atoms are successfully described by few-level sys-

tems. Because these artificial atoms are hosted by solids, these systems naturally inter-

act with the lattice vibrations, i.e., the phonons, of the host material; SAWs are acoustic

phonons with a combination of longitudinal and transverse polarizations. A first estimate

for the type of optomechanical coupling can be obtained by comparing the energy scales

of the two systems: the artificial atoms have optically active transitions with energies in

the range of electron-volts (eV) and inter-band transitions in the 10 meV range, while

typical SAW frequencies span a few gigahertz, i.e., in the µeV, range. Already this enor-

phonon mode

phonon mode
(a) single photon emitters (b) spins

phonon
mode

eV

laser
phonons

μeV

μeV
μeV

|g

|x
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Figure 3.2: Schematic picture of the interaction between quantum systems and phonons.

(a) For single-photon emitters, the typical Franck-Condon physics is found where the

phonon energies are much smaller than optical transitions. (b) For spin systems the

transitions can be in resonance with phonon energies.
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mous mismatch shows that phonons cannot promote direct optical transitions between

ground and excited states. The well-established Independent Boson (IB) model takes this

fact into account and only couples phonons to the excited state via the Hamiltonian [176]

HIB = Eg |g⟩⟨g| + Ex |x⟩⟨x|

+ gIB(b+ b†) |x⟩⟨x| + ℏωphb
†b , (3.1)

where, |g⟩ and |x⟩ are the ground and excited states, respectively, with the transition

energy Ex − Eg. b(†) are phonon operators and gIB is the coupling strength for this

model, which is referred to as g0 in the introduction. This model has the advantage that

it can be diagonalized analytically by applying the so-called polaron transformation with

S =
gIB
ωph

(b† − b) |x⟩⟨x| leading to

HP
IB = eSHIBe

−S =

(
Ex −

g2IB
ℏωph

)
|x⟩⟨x| + ℏωphb

†b , (3.2)

where Eg = 0 was set. The transformed excited state eS |x⟩ is called the polaron. This

Hamiltonian describes the situation schematically visualized in Figure 3.2a usually asso-

ciated with the Franck-Condon principle [223]. Each of the states of the two-level system

defines a different equilibrium position upon which the phonon states are built. The

displacement of the two phonon parabolas is determined by the relative phonon coupling

strength gIB/(ℏωph). Here, optical excitations usually have to be treated in a perturbative

way [39].

Another approach to treat the Independent Boson Hamiltonian is by introducing

generating functions of the form [14, 291]

Y (α) =
〈
|g⟩⟨x| e−α∗b†eαb

〉
, (3.3a)

C(α) =
〈
|x⟩⟨x| e−α∗b†eαb

〉
, (3.3b)

F (α) =
〈
e−α∗b†eαb

〉
. (3.3c)
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This approach allows one to consider the optical driving without any approximations.

The system can also be treated exactly in the framework of path integrals [292].

In the Independent Boson model, one can in principle consider an arbitrary initial

phonon state. Several theoretical works have studied how specific optical excitations

change the phonon state [234, 105]. It was for example shown that phonon squeezing

can be reached when the phonons are initially in the vacuum state [315]. However, when

interfacing an artificial atom with a traveling SAW field, the phonons are initially in

a classical state. The limit of a classical state of a Boson field can be described by a

coherent state fulfilling b |β⟩ = β |β⟩ [92]. Then the IB coupling Hamiltonian can be

replaced by [314]

gIB(b+ b†) |x⟩⟨x|

→ 2gIBRe(β) |x⟩⟨x| = ∆(t) |x⟩⟨x| = HIB,SC , (3.4)

which will hereafter be referred to as the semiclassical (SC) limit. Given that the coherent

state has a harmonic time dependence with the frequency of the considered phonon mode

ωph, this describes an energy modulation of the transition energy E1 + ∆(t) in the full

system.

Typically, for SAWs the dominant coupling mechanism is the deformation potential,

which is proportional to the trace of the local strain tensor ∆ ∼ Tr(ε). The transition

regime between the full quantum treatment of the IB model and its semiclassical limit

has recently been explored systematically, employing the generating functions introduced

before [106]. It was shown how photon scattering spectra and the considered phonon state

change when approaching the ultimate quantum limit of an initial vacuum state from a

coherent state with a large initial coherent amplitude β ≫ 1.
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3.2.2 Spin-SAW Coupling

Here, atomic defect structures are considered, where a prototypical example is the

nitrogen-vacancy (NV) center in diamond. The typical energy splittings among the spin

states are a few µeV, which is automatically in the same range as the considered phonon

energies. This shows that phonon-assisted transitions between the different spin states

should in principle be possible. To find the coupling between the spin structure of such a

defect and the lattice vibrations, one has to consider the specific symmetry of the system.

The NV− center will be considered in the following, as it is so far the most intensively

investigated system.

The NV center possesses a spin-1 ground state manifold, with the basis states |+1⟩,

|0⟩, and |−1⟩. The transition energies between these states can for example be tuned

by applying a magnetic field, which is routinely used in optically detected magnetic

resonance (ODMR). The NV center has an additional excited state with a transition

energy in the visible range. This state falls under the situation described in Sec. 3.2.1,

as discussed in more detail later.

By applying group theoretical arguments, it was shown that the coupling between the

NV ground state spin system with C3v symmetry and a given strain field can be written

in the form [289]

HNV
spin-strain = γ0(ε)(|+1⟩⟨+1| + |−1⟩⟨−1|)

+ γ01(ε)(|0⟩⟨+1| − |0⟩⟨−1|) + h.c.

+ γ11(ε) |−1⟩⟨+1| + h.c. , (3.5)

where γ0 is a real and γ0,1, γ±1 are complex functions of the strain tensor ε. While the

first term with γ0 describes energy renormalizations of the states |±1⟩, the other two

terms promote mixing between the different spin states. Note that, in case of SAWs,

the components of the strain tensor carry harmonic time dependencies. In many cases
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only the last term is considered, especially in cases where an additional microwave field

resonantly drives the transitions between |0⟩ and |±1⟩ [313, 177].

In direct analogy with the procedures carried out when deriving the Jaynes-Cummings

model in quantum optics [257], here the strain field can be quantized and introduce the

phonon operator b(†). Then, the Hamiltonian describing state mixing and phonon-assisted

transitions takes the general form

HNV
spin-phonon = g0(ε)(b† + b)(|+1⟩⟨+1| + |−1⟩⟨−1|)

+ g01(ε)b†(|0⟩⟨+1| − |0⟩⟨−1|) + h.c.

+ g11(ε)b† |+1⟩⟨+1| − h.c. , (3.6)

where it is assumed that the energetic ordering E+1 > E−1 > E0, and the usual rotating

wave approximation is applied. The situation described by the last term is schematically

visualized in Fig. 3.2(b), where the decay within the spin states is associated with the

creation of a phonon and vice versa. A model of this form has for example been applied

to simulate the phonon-mediated coupling between distant spin systems [251, 161].

3.3 Experimental Implementation

3.3.1 Dynamic Control of Quantum Dot Excitons

QDs are an important building block for quantum technologies as they are an efficient

source for both single and indistinguishable photons, as well as entangled photon pairs

[3, 290]. Inside a QD, the motion of charge carriers is confined in all three spatial

dimensions, resulting in their discrete energy spectrum; the solid-state nature of QDs

makes them strongly susceptible to strain. Strong sensitivity to strain has traditionally

been considered a drawback, since this can lead to, for example, appreciable phonon-

induced dephasing of the QD [126, 98]. In recent years, however, several groups have
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Figure 3.3: Left: TEM and band diagram of an InAs self-assembled quantum dot showing

the single exciton transition. Reproduced from Ref. [261]. Right: Time-resolved PL of a

SAW-modulated QD exciton line, showing pure sinusoidal oscillations with period equal

to the SAW drive period. Figure panel provided by Dr. Matthias Weiß, University of

Meunster.

leveraged this coupling to control QD excitonic emission via the strain field associated

with a SAW, as long as the QD is located close to the surface of the substrate, typically

within one acoustic wavelength. The interaction between a QD and a SAW is based

on the deformation potential coupling that leads to a type-I band edge modulation and,

therefore, to a dynamic modulation of the transition energy of a QD exciton as introduced

in Sec. 3.2.1.

The most studied types of QDs are InAs QDs embedded in a GaAs matrix and

GaAs QDs embedded in an (Al)GaAs matrix. These material systems have the advan-

tage of being piezoelectric, albeit weakly compared to other materials such as LiNbO3.

Nonetheless, they enable a direct excitation of SAWs using IDTs on the host substrate.

The dynamic modulation of QDs by SAWs was also recently expanded to CdTe QDs in a
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ZnTe substrate using a ZnO layer to excite a SAW on the otherwise weakly-piezoelectric

substrate [283]. This dynamic modulation can be observed by either time domain or

stroboscopic-excitation spectroscopy. Figure 3.3 shows the time- and energy-dependent

photoluminescence (PL) emission from a single acoustically modulated QD exciton over

the course of two acoustic cycles. The QD was modulated at a frequency of fSAW = 800

MHz and was optically excited by a continuous wave (CW) laser. The collected emis-

sion from the QD transition was spectrally filtered and analyzed in the time domain by

time-correlated single photon counting. The measured data nicely shows the sinusoidal

modulation of the QD emission, where the modulation frequency corresponds to that of

the driving acoustic field. The modulation amplitude, in this case ∆E = 0.156 meV, is a

measure of the hydrostatic pressure at the position of the QD which corresponds to ≈1

MPa. For more detailed information about stroboscopic-excitation spectroscopy and the

other PL experiments in this section, the reader is referred to Ref. [316], [212].

The QD modulation amplitude ∆E can also be obtained from time-integrated spec-

tra, as shown in Figure 3.4. Here, time-integrated spectra are shown for different radio-

frequency (RF) powers PRF that are applied to the IDT and thus for different SAW

amplitudes uz. The initial Lorentzian line shape of the unmodulated QD exciton emis-

sion is broadened under the influence of the SAW, and a characteristic split spectrum

emerges once the modulation amplitude exceeds the spectral width of the emission line.

For increasing PRF, an increase in the broadening and the modulation amplitude ∆E is

observed. The modulation amplitude’s scaling with the applied RF-power PRF is deter-

mined by the physics of the QD spectral modulation. For modulation mediated via the

deformation potential of the QD, ∆E ∝
√
PRF, because both the SAW amplitude uz and

the hydrostatic strain amplitude ϵmax are proportional to
√
PRF. The QD modulation

amplitude may also increase via the quantum confined Stark effect, where the electric

field associated with a SAW propagating in a piezoelectric substrate modulates the QD:
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Figure 3.4: Time-integrated PL of a SAW-modulated QD exciton, showing clear modu-

lation with increasing applied RF power, consistent with deformation-potential coupling.

Figure provided by Dr. Matthias Weiß, University of Meunster.

∆E ∝ PRF [158, 309]. In Figure 3.4, the power dependence of the observed modula-

tion agrees with ∆E ∝
√
PRF, indicating deformation potential coupling is the dominant

contribution to the QD spectral modulation.

Compared to non-resonant excitation used for PL spectroscopy, resonant excitation

of a specific transition in a single semiconductor QD greatly enhances the quality of the

emitted photons in terms of purity and indistinguishability, as they adapt to the coherence

of the driving laser field while maintaining their single photon characteristics. Combined

with a dynamic modulation by a SAW, this makes it possible to advance into the resolved-

sideband regime, meaning the SAW-induced spectral modulation frequency exceeds the

optical linewidth. Figure 3.5 shows the resonance fluorescence signal of a single QD
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Figure 3.5: QD exciton resonance fluorescence showing several optomechanical sidebands

at multiples of the SAW drive frequency. Figure provided by Dr. Matthias Weiß, Uni-

versity of Meunster.

transition with (green) and without (grey) dynamic modulation by a SAW. When the

QD is not modulated by the SAW, the spectrum consists in a single emission line, the

so-called zero phonon line (ZPL), with a linewidth limited by either the linewidth of the

detection system or the driving resonant light field [183]. For the case of a dynamically

modulated QD, the spectrum shows additional sidebands on either side of the ZPL. The

splitting of the sidebands corresponds to the energy ℏωSAW of a single SAW phonon. The

formation of these phononic sidebands was first shown by Metcalfe et al. [194] for QDs

in a planar Bragg cavity and by Villa et al. [295] for QDs in a pillar micro cavity.

Extending this excitation scheme to an additional SAW field with a different fre-

quency, both sum and difference frequencies are observed in the emission spectra, probing

optomechanical wave mixing of two SAW fields and the driving CW laser field by the
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QD [311]. In the case of two mutually coherent SAW fields, the sum and difference SAW

frequency generation processes depend on the phase between the two fields and a phase-

matching scheme can be applied to control the relative intensity of specific sidebands.

Furthermore, it could be shown that the different phononic sidebands show pronounced

temporal dynamics that can be controlled by detuning the driving laser from resonance,

paving the way towards precise temporal and spectral control of single photon emission

[316]. The experiments presented so far are also compatible with a multitude of different

photonic systems. For instance, the dynamic strain field of a SAW was used to control

QDs in photonic cavities, enabling the realization of a triggered single photon source

[307], or QDs located in the input waveguide of a dynamically tuned Mach-Zehnder

interferometer, enabling wavelength division multiplexing of single photons [36].

In order to enhance the coupling of QDs to the acoustic strain field, the QDs can be

placed in nanomechanical structures and cavities designed to focus the strain fields at

the position of the QDs, for example nanophononic strings [296]. Focusing SAW cavities

and IDT electrodes are also being investigated to enhance SAW interaction with QDs

embedded in a GaAs substrate. Using focusing SAW cavities, Ref. [60] demonstrated

resonance fluorescence of InAs QDs in the optomechanical resolved-sideband regime with

a maximum vacuum coupling rate of g0 = 1.2 2 ×2π MHz, which is expected to increase

to 2π× 10 MHz with improved device design.

Instead of patterning SAW cavities around QDs in a weakly-piezoelectric host sub-

strate, a different approach is to transfer QDs onto a strongly-piezoelectric substrate,

i.e., LiNbO3, allowing for the generation of stronger SAW fields with lower RF drive

power. A key requirement for such a transfer is robust mechanical coupling across the

interface between the host substrate containing the QDs and the target substrate used

to generate the SAW. This has been realized for QDs and QD-like emission centers that

are located within semiconductor nanowires (NW) [114, 309, 312]. Due to the stronger
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Figure 3.6: Top: reflected power spectrum of IDTs driving a SAW resonator with embed-

ded QDs in a hybrid GaAs-LiNbO3 system. Bottom: modulation amplitude as a function

of the IDT frequency, showing pronounced enhancement at the SAW cavity resonances.

Figure provided by Dr. Emeline Nysten, University of Meunster.

electromechanical coupling efficiency of LiNbO3 and the associated stronger piezoelectric

fields, spectral modulation of QD emission was observed due to both deformation po-

tential coupling and the quantum confined Stark effect. Epitaxial lift-off and transfer of

thin semiconductor membranes containing QDs has also been shown to be a successful

technique for the fabrication of fused LiNbO3–(Al)GaAs hybrid devices with enhanced

acousto-optic coupling due to acoustic waveguiding and strong localization of the acoustic

field within the transferred semiconductor membrane [211]. GaAs-based p-i-n photodi-

odes containing a single layer of QDs were successfully fabricated on LiNbO3, enabling

the combined dynamic and static tuning of the dot emission energy through the acoustic
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field of a SAW and a static electric field applied at the diode [230]. This technique can

also be used to transfer the (Al)GaAs-QD membrane inside a SAW resonator patterned

on LiNbO3 [212]. High acoustic quality factors Q>2500 are demonstrated for an opera-

tion frequency of f=300 MHz even after the heterointegration of the semiconductor QD

membrane, which ensures the coherent behavior of the SAW field. The optomechanical

response of the QD presented in Figure 3.6 with the simultaneously measured electrical

spectrum of the resonator proves the efficient coupling of the QD to the resonator modes.

The optomechanical coupling has an index-dependent character due to the position of the

QD in the SAW cavity (see the inset of 3.6). The QD emission’s frequency-dependent

response shows complex behavior, with the presence of frequency-mixed peaks on the

lower end of the frequency spectrum occurring between the phononic modes in the op-

tomechanical response. To understand this possible nonlinear frequency conversion in the

SAW resonator-QD coupling, resonators with higher resonant frequencies can be used to

reach the resolved sideband regime [194]. In this regime, the contribution of each phonon

interaction can be identified in the emission spectrum and the frequency mixing can be

confirmed [311].

3.3.2 SAW-Spin Coupling in Defect Centers

Optically-addressable solid-state spins are widely investigated resources in quantum

information science and technology [13, 69], with myriad applications in quantum com-

munication, networking [304, 227], and sensing [111, 32]. Bound solid-state electronic

spins may be realized either through local electrostatic potentials or via impurities in a

host semiconductor crystal. A canonical example is a point defect in a wide-bandgap

material such as diamond or silicon carbide (SiC), which is the focus in this section.

Atomic-scale defects feature electronic localization as well as distinct spin and optical
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Figure 3.7: Resonance fluorescence of the NV− center in diamond showing red and blue-

detuned optomechanical sidebands from SAW driving. Reproduced with permission from

Ref. [95].

transitions that can be individually and coherently addressed. These defect-based spin

centers can be integrated with photonic [209, 150, 169, 13] and phononic systems, includ-

ing SAW transducers and resonators. SAWs can manipulate not only the defect’s optical

and charge degrees of freedom, but they can also directly manipulate spins through their

resonant interaction with the fine-structure splitting as discussed in Section 3.2.2. Acous-

tic control offers an additional degree of freedom for both coherent sensing [174, 116] and

accessing novel regimes of spin-phonon interaction [135]. Commonly used experimental

tools of the field include ODMR, Ramsey interferometry, and spin-echo and dynamical

decoupling microwave control, respectively used to read out spin states, probe spin co-

herence, and to not only isolate, but also coherently control interactions with neighboring

systems [79, 160, 178].
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Figure 3.8: Effective spin-spin interactions between the ms = ±1 and ms = 0 states

driven by optomechanical sideband transitions. Reproduced with permission from Ref.

[94].

Nitrogen Vacancy Centers in Diamond

The NV center in diamond is an extremely sensitive probe of its local environment,

motivating extensive research into using NV centers as a nanoscale magnetic field [17,

240, 318, 327], electric field [28, 196, 71, 70], temperature [263, 268], pressure [118], and

stress and strain [19] sensor operable at room temperature [107, 135, 271, 160]. The NV

center features high-coherence spin states and a bright optical transition coupled to a

spin-selective nonradiative transition that enables high-fidelity optical spin initialization

and readout.

Ref. [95] coupled single NV centers to propagating SAWs, demonstrating acoustic
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control of the NV orbital state in the optomechanical resolved-sideband regime [95] – a

step towards quantum control of hybrid atom-phonon systems. Figure 3.7 shows the NV−

center driven by a SAW field at ωm = 2π×900 MHz as an optical pump is swept over the

|ms =0⟩ to |Ey⟩ optical transition at 637 nm, showing clear optomechanical sidebands

detuned from the direct dipole-optical transition by ωm. The authors also demonstrated

optomechanically driven Rabi oscillations with Rabi frequencies exceeding 60 MHz, aided

by the large strain susceptibility of the NV’s excited states [95].

While the NV optical transition can be parametrically driven by SAWs, the NV

ground state spin couples to strain with a susceptibility about six orders of magnitude

weaker than the NV excited states [68, 185], necessitating alternative approaches to ef-

fectively couple the ground state spin to SAWs. By contrast, the excited states of the NV

center have a relatively strong strain susceptibility facilitated by an orbital deformation

potential of 6.1 THz/% [4], though they decay quickly to the ground state due to optical

transitions. Instead, large spin-phonon interactions with the NV ground state can be

engineered using a Raman scattering scheme where SAW phonons assist in driving tran-

sitions of a spectrally-isolated Λ-type three-level system comprising the ms = 0 ground

state, the ms = ±1 ground state, and the Ey excited state. The excited-state popula-

tion can be made negligible by either (1) tuning the resonant optical and acoustic drive

amplitudes to realize a dark state, or (2) employing an off-resonant Raman transition,

resulting in an effective spin-spin interaction. Using these techniques, Golter et al. real-

ized coherent spin-SAW phonon interactions in both time-resolved and spectral-domain

experiments [94].

Figure 3.8 shows a PL spectrum where SAW-assisted transitions from the ms =

±1 states are selectively addressed using the |ms =0⟩ − |ms =±1⟩ NV− center zero-

field splitting at 2.88 GHz. The three well-resolved peaks for each ms = ±1 spin state

correspond to hyperfine splittings of 2.2 MHz from the nitrogen I=1 nuclear spin. Such
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nuclear spin-dependent transitions indicate the potential for accessing nuclear spins in

SAW quantum acoustics. The transition resonance linewidths of 0.7 MHz agree with

predictions from the spin dephasing rate dominated by the nuclear spin bath, suggesting

no additional inhomogeneous broadening from the optical and SAW drives. An effective

|ms =0⟩− |ms =±1⟩ spin-spin interaction rate of 2π× 0.3 MHz was extracted by varying

the duration of the optical drive pulse, and by analyzing the dependence of the interaction

and decay rates on the detuning of the SAW and optical excitation, the authors show

the potential for strong spin-phonon coupling with ultralow optical pump power and

negligible added spin dephasing [94].

Silicon Vacancy Centers in Diamond

The negatively-charged silicon-vacancy (SiV−) center in diamond has emerged as an

attractive spin-photon interface for quantum networking applications, with a Debye-

Waller factor of 0.75 and a ZPL transition compatible with downconversion to the

telecommunications C-band [207, 99]. The SiV− center also features high mechanical

susceptibilities for its spin transitions on the order of 10 THz/% [191], while still oper-

ating as a long-lived spin qubit with a coherence time greater than 10 ms at millikelvin

temperatures [275]. This sensitive spin-phonon coupling could enable SAW-SiV− devices

to reach the strong-coupling regime with feasible mechanical quality factors of Q ≈ 103

[191].

Recently, the SiV− center has been coupled to SAWs in two works demonstrating SAW

coherent control of both the SiV− center electronic spin [177] as well as a single 13C nuclear

spin neighboring an SiV center [178]. IDTs with a 3.43 GHz center frequency resonant

with a single SiV− spin drove Rabi oscillations with a Rabi frequency of (34.0± 0.2) MHz

(Figure 3.9). The SiV− was initialized and read out optically via optical pumping and

fluorescence from a Λ-type three-level system, where the spin qubit levels were coupled to
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Figure 3.9: Diamond SiV− center spin Rabi rotations driven by SAWs. Reproduced with

permission from Ref. [177].

an orbital excited state via one spin-preserving and one spin-flipping optical transition.

Using focusing IDTs enhanced the SiV− driving efficiency, reducing the required SAW

power to between 3 and 350 µW [177], which is promising for operation at millikelvin

temperatures to preserve high spin coherence times. The mechanically-driven oscillations

of the SiV electronic spin state were then used to control a 13C nuclear spin [178]. The

13C nuclear spin resonance was identified by applying a dynamical decoupling sequence

to the IDTs, where periodic dips in the fluorescence from the SiV− for a pulse separation

of 1.578 µs indicated a weakly-coupled spin interacting coherently with the SiV−. The

spin could also be selectively initialized, read out, and driven, with fidelities ≈ 0.9 limited
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Figure 3.10: ODMR spectrum of VSi centers in 4H-SiC with signatures of acoustic spin

resonance (red banner) and coherent spin trapping (blue banner). Reproduced with

permission from [116].

by the unintentional partial addressing of other 13C nuclear spins, which may be reduced

with longer pulse separation times [178]. These experiments demonstrate nuclear spin

control similar to microwave-based experiments with the NV center in diamond [166, 33,

20] with orders of magnitude lower on-chip power.

Defect Centers in Silicon Carbide

Benefiting from a mature semiconductor processing industry, SiC is available in 4-

inch wafers of isotopically-purified material, enabling long spin coherence times, and
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Figure 3.11: ODMR spectrum showing Autler-Townes splittings of VV0 centers in 4H-

SiC, the avoided crossings of hybridized spin-phonon modes as a magnetic field is tuned

through the SAW resonator resonance. Reproduced with permission from Ref. [313].

it is commercially available in thin films with robust processing methods [13]. It is no

surprise, then, that several optically addressable defect centers have been explored in SiC,

including several vacancy, divacancy and antisite intrinsic defects of silicon and carbon,

as well as many extrinsic defects [326]. While exploring novel candidates defect centers is

an active research area, the silicon-vacancy (VSi) and neutral divacancy (VSiVC) defects in

the 4H-SiC polytype have demonstrated isolated single-photon emission and millisecond-

long spin coherence times, critical milestones for practical quantum applications [13].
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Shortly after their discovery, researchers began investigating these defects’ susceptibil-

ities to strain [79] and coupling them to SAWs. Leveraging the S = 3/2 spin manifolds of

both ground and excited states of the VSi center, Hernández-Mı́nguez et al. demonstrated

spin acoustic resonance [113] with control over ∆ms =±1 and ∆ms =±2 transitions in

both the ground and excited states with tuning provided by a static magnetic field. The

same authors later showed that the VSi center can be continuously optically driven while

preserving the spin quantization along a predefined spin precession axis. A single SAW

drive detuned from both the ground and excited state spin splittings is used to align the

Rabi precession axes of the ground and excited-state spins, maintaining the spin pro-

jection along the precession axis for times limited only by intrinsic spin relaxation [116]

(Figure 3.10).

Using a SAW resonator with focusing Bragg reflectors, Whiteley et al. demonstrated

strong spin-SAW phonon coupling with spins in VSiVC defects of 4H-SiC. The VSiVC en-

semble spin manifold with S=1 was controlled by both an IDT, which drove the SAW cav-

ity housing the spins, and a static magnetic field, which tuned the |ms = −1⟩−|ms = +1⟩

Zeeman splitting to selectively address both ∆ms =±1 and ∆ms =±2 transitions. Acous-

tic paramagnetic resonance for both the hh and kk configurations of the VSiVC defects

was measured over the profile of the SAW resonator, which confirmed the purely me-

chanical driving of the ∆ms = ±1 spin transitions. For the magnetic dipole-forbidden

∆ms =±2 transition, the authors observed an acoustically-driven Rabi frequency of 1.1

MHz at 25 mW applied RF power to the SAW cavity. The Autler-Townes effect was also

measured via the splitting of the |ms =−1⟩ state as the ∆ms =±2 transition was tuned

into resonance with the SAW cavity, showing hybridization of the spin state and SAW

field (Figure 3.11) [313].
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Figure 3.12: Normalized second-order correlation function g(2)(τ) of an hBN spectral line

illustrating photon anti-bunching. Figure reproduced with permission from Ref. [159].

3.3.3 Defects in Layered van der Waals Materials

Within the last decade, many two-dimensional van der Waals layered materials (2DM)

such as insulating hexagonal boron nitride (hBN) [287, 182, 31] and semiconducting tran-

sition metal dichalcogenides (TMDCs) [285, 269, 148, 44, 110] have emerged as promising

platforms for non-classical light emission [15, 195]. What is particularly appealing about

quantum emitters in 2DMs is their high sensitivity to strain, motivating extensive re-

search into mechanically controlled single-photon emission [225, 195]. In this section, the

focus is on a set of experiments with defects in hBN due to the limited literature available

for other 2DM coupled to SAWs. Although PL spectra of SPEs in TMDCs show acoustic

phonon sidebands [146, 195] and exhibit spectral shifts when static strain is applied [122,

138], emitters in these materials have not yet been interfaced with SAWs; however, the

experiments described below on hBN suggest an efficient coupling with SAWs should be

possible for TMDCs and other 2DMs, and that comparable effects to those observed in

QDs and color center systems can be expected.
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The atomistic deep-level defects in hBN flakes [288, 100, 286], powder [229], and

epitaxially grown films [115] have appeared as room-temperature single-photon emit-

ters [168, 3, 31] with transform-limited linewidths as narrow as ≈ 50 MHz at cryogenic

temperatures [66]. Various hBN defects exhibit photon anti-bunching when measuring

the normalized second-order correlation function g(2)(τ) at zero time delay, τ = 0 (Fig-

ure 3.12 [159, 100], a characteristic signature of single-photon emission behavior [168].

In polarization-resolved micro-photoluminescence (µ-PL) measurements, the emission by

hBN defects is highly linearly polarized, originating from the anisotropic structure of the

emission center [147, 287, 159].

Recent experiments have demonstrated that defects in hBN are highly sensitive to

strain, observed in both static and dynamic tuning of non-classical light emission. Initial

studies tuned emission from defects in hBN using static electric [210] and strain fields

[100, 288, 193], the latter producing shifts of roughly 1 − 13 meV/%. SAWs were then

investigated for dynamic, time-dependent strain tuning of defects in hBN. SAWs couple

to defects in hBN primarily through the hBN deformation potential, with a mechanical

susceptibility of 50 meV/% or approximately 10 THz/% [159]; on piezoelectric substrates,

they may also couple via the electric field of piezoelectric SAWs, which induces a Stark

effect [256]. Non-resonant PL spectroscopy of hBN defects modulated by travelling-

wave SAWs exhibit lineshape broadening and split resonances with amplitudes up to 2.5

meV [123, 159]. Figure 3.13 shows an exemplary split resonance with time-binning of

the emission windows labelled A, B, C exhibiting clear oscillations at either the SAW

frequency (A, C) or twice the SAW frequency (B), consistent with a time-modulated

Lorentzian lineshape. Lazić et al. showed that the contribution of the SAW’s piezoelectric

field is independent of its orientation with respect to the defect’s symmetry axis and,

therefore, can be neglected in comparison to the acousto-mechanical effect mediated

through the defect deformation potential [159].
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Figure 3.13: (a) Time-averaged photoluminescence spectrum. The dashed red line des-

ignates a fit, and the three color-coded rectangles (labelled A, B, C) mark the energy

regions used for spectral filtering. (b) All three traces represent the time-dependent emis-

sion intensity spectrally filtered at the three color-coded energy regions indicated as A,

B, and C. Figures reproduced with permission from Ref. [159].

The large strain susceptibility demonstrated in hBN defects motivates future work

integrating hBN defects as well as other 2DM with SAWs. One promising direction is

integrating hBN defects into SAW resonators, moving the field into Stage 2 (cf. Table 3.1)

and potentially enabling studies of coherent SAW-artificial atom interactions at room

temperature. The work detailed in Chapter 7 of this thesis shows PL results integrating

both hBN and WSe2 emitters with SAW resonators. These hBN defects must be placed

into robust mechanical contact with the SAW substrate. Existing approaches have relied

on transferred hBN flakes [123] or powder grains [159], which have non-uniform physical

contact with the SAW substrate. Due to the weak interlayer van der Waals mechanical

coupling, SAW strain is not efficiently transferred to defects at the top of a multilayer

flake or other 2D structure [123], thus limiting yield of optically bright emitters coupled
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to SAWs. Tackling this challenge opens new possibilities for room-temperature single

photon emission, including frequency modulation and spectral stabilization of individual

photons.
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Chapter 4

Sample Design and Simulation

For the devices presented in this Thesis, 128° Y-X LiNbO3 is used as a piezoelectric SAW

substrate due to its high electromechanical coupling (K2 = 5.4%) along the crystalline

X-axis direction [203], as shown in Table 2.3 in Chapter 2. The motivation for this choice

of material is to leverage the strengths of LiNbO3 while heterogeneously integrating

quantum emitters as well as superconducting electronics into one multifunctional device

platform.

While monolithic platforms are being explored for coupling SAWs to quantum dots

(QDs) [308], the intrinsically weak piezoelectric effect in III-V materials housing QDs,

such as GaAs or AlGaAs, limits the electromechanical coupling strength. Weak piezoelec-

tricity limits the efficiency of converting microwave signals to SAWs through the IDTs,

especially for small focusing IDTs which, despite demonstrating large optomechanical

coupling rates, g0, have low electromechanical coupling [60]. Ideally a SAW-QD platform

will feature simultaneously large optomechanical and electromechanical couplings for effi-

cient microwave-to-optical transduction. LiNbO3 is one of the most common materials for

high bandwidth RF filters, delay lines and correlators for pulse compression radar [[203]].

Indeed, 128° Y-X LiNbO3 not only has the highest electromechanical coupling coeffi-
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Figure 4.1: Cartoon of Gen-1 resonator with design parameters.

cient of all Rayleigh SAW substrate materials, but also a moderately high phase velocity

v0 = 3979 m/s at room temperature [203], useful for constructing high-frequency SAW

devices with feasible device feature sizes. The main drawback of LiNbO3 for classical

room-temperature applications–the relatively large change in SAW resonance frequency

with temperature–is not an issue for devices stabilized at cryogenic temperatures ⪅ 10

K, where thermal expansion and related effects are minimal [280]. For these advantages,

and due to recent success integrating III/V thin films with LiNbO3 [212], devices were

designed with QD epilayers or 2D materials integrated with LiNbO3.
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4.1 Gen-1 Resonator Design

The fist generation of SAW resonator devices (Gen-1) were designed to accommodate

QD epilayer and 2DM samples and facilitate optomechanical interactions with multiple

SAW resonator modes. Shown schematically in Figure 4.1, the resonators are comprised

of two Bragg mirrors separated by several hundred SAW wavelengths, allowing large QD

epilayer and 2DM samples to be transferred and providing space for IDTs to launch

SAWs directly into the resonator. For the Gen-1 SAW-QD devices, the large (⪆ 100µm)

QD samples enabled many QDs to couple to the SAW field across several resonator

modes, which enabled measurements of mode parity-dependent optomechanical coupling

and oscillations in the time-domain QD optomechanical response corresponding to the

SAW cavity round-trip time [212]. For the Gen-1 2DM devices, this large cavity region

increased the number of quantum emitters which could couple to the SAW field, simpli-

fying the process of identifying emitters which exhibited significant coupling to the SAW

resonator modes.

Along with more area for sample transfer, the long cavity lengths of the Gen-1 devices

also increase their internal quality factors. The internal quality factor of a one-port

SAW resonator is directly proportional to the cavity length, Lc relative to the the SAW

wavelength, Λ [203]:

Qi =
ωrTc(ωr)

2(1 − |Γ|)
= 2π

(
Lc(ωr)

Λ

)
1

2(1 − |Γ|)

where Tc(ωr), Lc(ωr) are the cavity round-trip time and length, respectively at a cavity

resonance frequency, ωr; (1−|Γ|) is the fractional SAW energy loss per mirror reflection;

and ωr = 2πvp/Λ, where vp is the SAW phase velocity. This equation shows that the

larger the cavity round-trip time, the less frequently the mode energy is partially lost

through the SAW mirrors, and therefore the higher the quality factor. While this equation

favors larger SAW cavities for a constant mirror loss fraction 1 − |Γ|, there are other
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sources of loss which limit the maximum achievable Q in the limit of very large cavities.

These loss mechanisms include elastic material propagation loss; acoustic diffraction,

due to the finite aperture of the SAW mirrors and SAW material anisotropy; conversion

of SAWs to bulk waves, particularly at the interfaces of the IDTs and reflectors; and

finite Ohmic losses in the electrodes, which occur even for superconductors at microwave

frequencies [293].

The upper limit of the SAW internal quality factor accounting for only propagation

loss can be estimated for the 128° Y-X cut LiNbO3 substrate, using the measured elastic

material propagation loss measured in Ref. [25] of αvisc = 70 Np/m in a SAW resonator

with a resonance at 3.95 GHz. From Equation 3 in Ref. [179], Qi ≈ 44,000, which is likely

a lower bound given the resonators in this work are operating at lower frequencies, and

the propagation loss has a super-linear scaling with frequency [179]. As shown in Chapter

6 and Chapter 7, the typical internal quality factors of these Gen-1 devices is ≈ 10,000,

with a highest measured internal quality factor being 16,815. Therefore, propagation loss

is likely not the dominant loss factor for these devices, and further device engineering

will be discussed in Section 4.2 to reduce other sources of loss, including diffraction and

mirror reflection loss, while simultaneously reducing the cavity length in order to improve

the optomechanical coupling rate.

The first generation devices operated at relatively low frequencies (f < 1 GHz), which

prevented the devices from reaching the ground state with cryogenic cooling alone in a

dilution refrigerator. Part of the reasoning for designing devices at lower frequencies

was to compare the quality factors of select devices with superconducting electrodes

to those with normal metal electrodes and identical design parameters in Ref. [212].

Another factor in the decision was that the experimental setup for electromechanical and

optomechanical testing in a dilution refrigerator was not going to be ready by the end of

Gen-1 device design and fabrication, hence operating at lower frequencies was acceptable.
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Tables with the design parameters of the devices under study are shown below for the

data in Chapter 6 and Chapter 7 for the Gen-1 QD and the 2DM devices, respectively.

Device Name IDT Geometry f0 λ0 AIDT aIDT pIDT NIDT LIDT

Res0 Split-1 IDT 300 MHz 13.3 µm 350 µm λ0/4 λ0/2 41 (2NIDT − 1)aIDT

Res1QdPd Split-1 IDT 400 MHz 10.0 µm 350 µm λ0/4 λ0/2 41 (2NIDT − 1)aIDT

Res2QdPd Split-1 IDT 400 MHz 10.0 µm 350 µm λ0/4 λ0/2 41 (2NIDT − 1)aIDT

Res2Qd Split-1 IDT 400 MHz 10.0 µm 350 µm λ0/4 λ0/2 41 (2NIDT − 1)aIDT

Res3QD Split-1 IDT 400 MHz 10.0 µm 350 µm λ0/4 λ0/2 41 (2NIDT − 1)aIDT

Res4QD Split-1 IDT 400 MHz 10.0 µm 350 µm λ0/4 λ0/2 41 (2NIDT − 1)aIDT

Res1WSe Split-1 IDT 300 MHz 13.3 µm 350 µm λ0/4 λ0/2 41 (2NIDT − 1)aIDT

Table 4.1: IDT parameters for the Gen-1 devices.

Device Name f0 λ0 Am am pm Nm Lm

Res0 300 MHz 13.3 µm 350 µm λ0/4 λ0/2 λ0/4 200

Res1QdPd 400 MHz 10.0 µm 350 µm λ0/4 λ0/2 λ0/4 200

Res2QdPd 400 MHz 10.0 µm 350 µm λ0/4 λ0/2 λ0/4 200

Res2Qd 400 MHz 10.0 µm 350 µm λ0/4 λ0/2 λ0/4 200

Res3Qd 400 MHz 10.0 µm 350 µm λ0/4 λ0/2 λ0/4 200

Res4Qd 400 MHz 10.0 µm 350 µm λ0/4 λ0/2 λ0/4 200

Res1WSe 300 MHz 13.3 µm 350 µm λ0/4 λ0/2 λ0/4 200

Table 4.2: Mirror parameters for the Gen-1 devices.

Device Name f0 λ0 d δ Emitter Pd Layer

Res0 300 MHz 13.3 µm 85 λ0 20λ0 No No

Res1QDPd 400 MHz 10.0 µm 440 λ0 30λ0 Yes Yes

Res2QDPd 400 MHz 10.0 µm 220 λ0 30λ0 Yes Yes

Res2QD 400 MHz 10.0 µm 220 λ0 30λ0 Yes No

Res3QD 400 MHz 10.0 µm 110 λ0 30λ0 Yes No

Res4QD 400 MHz 10.0 µm 60 λ0 30λ0 Yes No

Res1WSe 300 MHz 13.3 µm 85 λ0 20λ0 Yes No

Table 4.3: Cavity parameters for the Gen-1 devices.
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4.1.1 Verifying Gen-1 Strain Simulation

It is difficult to gauge the certainty of a finite-element simulation, especially for the

behavior of SAW devices in this thesis. The piezoelectric effect complicates the relation-

ship between input and output, requiring more physics interfaces and material constants

to compute the device response. Resolving the small relative sizes of the IDT elec-

trodes and the etched mirror corrugations significantly increases the computational cost

of finite-element modelling because of the dense simulation mesh required. In addition,

it is also not known how the material constants in the deposited NbN films, which are

likely amorphous [57], compare to those in available literature on the elastic properties

of crystalline NbN films.

To independently verify the simulation methodology used to produce the data shown

in Figure 4.3 and the strain values used for the calculation of the WSe2 and h-BN emitters,

a simulation was developed to recreate the results of a one-port SAW device in Ref. [244].

Rummel et al. employed finite-element modelling for their simulation data, which shows

excellent agreement with experimental measurements of fabricated SAW devices. Their

one-port resonator has notable differences from the Gen-1 and Gen-2 devices in this work:

it is composed of two IDTs, versus a single IDT for the Gen-1 devices, and it is composed

of different materials, namely a GaAs SAW substrate and Al IDT and mirror electrodes.

The physics and operating principle of the device remain the same, however, and the

detailed description of the device simulation facilitates a convenient comparison to the

simulation methods in this work.

Figure 4.2 shows a comparison of the microwave S21 parameter simulated and mea-

sured in a one-port SAW resonator in Figure 3 (b) of Ref. [244], versus a recreation of

the simulated data using the same modelling techniques as those used for the Gen-1 de-

vices. The S21 response shows good quantitative agreement over the simulated frequency
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Figure 4.2: a Reprinted data from Ref. [244]. b Replicating the S21 parameter simulation

data in Ref. [244]. c Coarse sweep of the isotropic mechanical loss factor used for the

strain simulation of the Gen-1 SAW-2DM devices. d Reproduction of the S11 parameter

experimental data with a simulation from device (blue).
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span. Recreating the S21 parameter simulation data required using the same SAW device

geometry and material parameters, as well as meshing with a super-fine resolution ≈ 100

nm at the surface of a SAW resonator with a wavelength of 10.0 µm at its resonance

frequency of 287.5 MHz. The S21 response is affected by the mechanical damping of the

SAW substrate, which was quantified in Ref. [244] by introducing a material isotropic

damping factor, η, which reduces the depth of the resonance peaks. This is shown in

Figure 4.2c. Using the loss factor as a tuning parameter to adjust the depth of the S11

parameter resonance dips, a plot of S11 was created over the same frequency range as a

scan of device Res1WSe in 4.3. The plots show qualitative agreement with the relative

placement of the first two resonances at 298.4 and 299.5 MHz.

4.1.2 Strain and Zero-Point Motion Simulations

For the Gen-1 SAW-2DM devices, an FEM simulation was developed to help de-

termine the strain susceptibilities of the WSe2 and h-BN emitters by simulating the

generated tensile in-plane strain for the specific SAW resonators with 2DM samples.

With the tensile strain for a given applied power to the device, the strain susceptibility

was calculated by taking the ratio of the observed optomechanical modulation ∆E to

the simulated strain at the same applied power. Figure 4.3a shows an illustration of the

simulation geometry, representing a 2D cross-section of the device along the propagation

direction and the surface normal. The region in green is the LiNbO3 substrate; the re-

gion in red is where the strain field was evaluated, coinciding with the location of sample

transfer; and the regions in blue on the bottom and sides of the simulation geometry are

PML boundaries. Figure 4.3b shows the extracted maximum value of the in-plane tensile

strain in blue (S11 component, not to be confused with the microwave S11 parameter) as a

function of the applied power to the IDT, assuming negligible loss in the cabling from the
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(a) Simulation Geometry (b) Strain Scaling

Figure 4.3: Strain simulation for the Gen-1 device Res1WSe in 4.3

signal generator. The material parameters for LiNbO3 were extracted from Ref. [280],

and the elastic, piezoelectric, and permittivity tensors were then rotated 38° to simulate

a 128° Y-X LiNbO3 substrate, as given in B. NbN reflectors and IDT electrodes were

simulated with electrostatic floating-potential and terminal and ground boundary con-

ditions, respectively. The coupled piezoelectric equations of motion were solved using a

frequency-domain simulation with 0 dBm power applied to the IDT electrodes. Perfectly

matched layers were applied to the boundaries of the simulation domain to absorb any

scattered radiation. The strain amplitude was extracted by taking the maximum value

of the tensile strain component oriented along the SAW propagation direction between

the IDT and the NbN reflector placed further from the IDT. Over the frequency range of

299–301 MHz, a maximum tensile strain amplitude of 0.0119 % at 0-dBm applied IDT

power coincided with a SAW cavity resonance at 299.665 MHz, in good agreement with

the observed resonance at 299.425 MHz from the microwave S11 parameter measurement

compared to the simulated S11 parameter, shown in Figure 4.2d.
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The zero-point motion amplitude of a SAW resonator mode is the displacement mag-

nitude caused by the zero-point energy of the mode, ℏω/2. For a quantum harmonic

oscillator in its ground state, the kinetic and potential energy terms are equal in magni-

tude. The zero-point motion amplitude uZPM can then be calculated:

ℏω/4 =
1

2
meffω

2u2ZPM → uZPM =

√
ℏ

2meffω
=

√
ℏω

2ρωAeff teff
(4.1)

Here, meff and Aeff are the effective mass and cross-sectional area of the SAW mode,

respectively; ρ is the material density of the SAW substrate, and teff is the effective out-

of-plane ”thickness” of the SAW mode.

The zero-point motion of the Gen-1 devices was calculated in an FEM simulation

by computing the effective mode area, Aeff , and using the length of the cavity mirror

aperture, Am for the thickness teff . First, the spatial mode profile was simulated with a

similar setup to the strain simulation; then the effective mode area was calculated as the

normalized sum of the modal strain energy, kinetic energy and electromagnetic energy

densities integrated over the 2D simulation domain:

Aeff =

∫
d3r(Wk +WS +WEM)

Max{Wk +WS +WEM}
(4.2)

Equation 4.1 was then used to determine the zero-point motion of Device Res1WSe

in 4.3, yielding 8.4 ×10−18 m, equating to a zero-point strain amplitude of 4.0 ×10−12

using the relation ϵZPM = (2π/Λ)uZPM from Ref. [251]. This zero-point motion ampli-

tude corresponds to a vacuum optomechanical coupling rate of ≈ 3 kHz, using the strain

susceptibility of InAs QDs of ≈ 1×1015 [194]. This relatively low vacuum optomechanical

coupling rate, which is much lower than the QD linewidth and the SAW cavity damping

rate, prevents the Gen-1 resonators from entering the quantum regime, as was discussed

in Chapter 3. However, the much smaller mode volumes and improved quality factors

of the Gen-2 devices are promising to realize an optomechanical system with C0,q > 1,
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Figure 4.4: Design parameters of Gen-2 devices

which has not yet been demonstrated for SAWs, although it has been demonstrated with

cavity optomechanics [235].

4.2 Gen-2 Resonator Design

The second generation of devices in this thesis (Gen-2) was designed to support

ultralow mode volumes and improved quality factors compared to the Gen-1 devices.

Figure 4.4 shows a representative SAW resonator for the Gen-2 devices, with design

parameters labeled for the cavity, mirror and adiabatic taper regions. While the Gen-1

SAW-QD devices integrated QD epilayer onto the LiNbO3 substrate after SAW device

fabrication, the Gen-2 SAW-QD devices were designed with a QD epilayer bonded to the

substrate at the start of device fabrication. This layer is shown in Figure 4.4 in red, with

thickness toverlayer on top of the LiNbO3 substrate, which is shown in green. The Gen-2

SAW-2DM devices do not include a bonded epilayer but otherwise have identical design

parameters. Like with the Gen-1 devices, the 2DM flake is transferred onto the patterned
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Figure 4.5: SAW taper corrugation profile in an example Gen-2 SAW device

Gen-2 SAW cavity after device fabrication, with some devices including a spacer region

of unpatterned substrate over a length Lcav for facilitating 2DM flake transfer.

From a fabrication and device engineering perspective, one of the most important

design decisions was whether to use deposited metallic electrodes or etched corrugations

to form the mirrors comprising a SAW resonator. While deposited mirror electrodes can

be integrated within the fabrication process of patterning the IDT electrodes, simplifying

fabrication and device complexity, etched Bragg reflectors yield higher quality factors in

one-port SAW resonators [203]. For this reason, in contrast to the Gen-1 devices, the

Gen-2 devices in this thesis use etched corrugations for the mirrors.

These Bragg reflectors include an adiabatic transition or ”taper” region to the center

of the cavity to confine the fundamental Rayleigh SAW resonance. This taper design

has been shown to realize SAW resonators with both low mode volumes < 2Λ2 in cross-
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sectional area and higher quality factors than those demonstrated in the Gen-1 devices

at higher frequencies [262]. Figure 4.5 shows an example profile of the Gen-2 SAW-

QD resonator mirror-to-cavity region taper with a periodicity shift of δp = 0.05Λ. The

smooth curvature of the profile minimizes abrupt transitions in the SAW mode which

could induce scattering to bulk waves. The taper also approximates a quadratic profile

near the center of the cavity, which has been demonstrated in photonic crystals to be

ideal for inducing the desired Gaussian envelope function [231].

Another important design choice was whether to intentionally extend the central SAW

cavity region, either with an unpatterned spacer region, or with multiple periods Ncav of

etched corrugations with a periodicity matching that of the ends of the adiabatic tapers

pcav = pmirror + δp. An unpatterned spacer can facilitate integrating IDTs within the

resonator, and it can provide a planar surface to which samples may be transferred via

epitaxial liftoff[321] or Van der Waals transfer[15], such as with the Gen-1 devices. An

extended cavity region increases the number of quantum emitters which may couple to

the SAW cavity mode, which can be useful for lower-density emitter samples or those

where the yield of emitters coupling to the SAW cavity modes is low, such as in the Gen-1

2DM devices with h-BN emitters, with a yield of 10 %. For the Gen-2 devices, however,

the resonator mirror separation was made much smaller to reduce the SAW mode volume

and enhance the optomechanical interaction strength. An unpatterned spacer region in

the range between ≈ 20-40 µm long was added to some of the SAW-2DM devices to

reduce the possibility that the patterning of the SAW cavity mirrors might interfere with

the transfer of 2DM to the cavity.

The Gen-2 SAW devices have some designs with an IDT inside and some outside of the

resonator mirrors, the former of which requires the mirrors to be separated by several

acoustic wavelengths to accommodate the IDT. An IDT integrated within a one-port

SAW resonator generates SAWs which are immediately coupled into the cavity. Devices
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Figure 4.6: Thermal phonon population at T = 20 mK

with IDTs inside of the resonator can therefore generate larger SAW amplitudes per unit

of applied IDT power; however, they also suffer from an additional loss channel of SAWs

being converted back into electromagnetic microwave radiation by the IDTs through the

direct piezoelectric effect. There may be additional loss channels introduced to the device

from IDTs integrated within the cavity, such as conversion to bulk acoustic waves at the

edges of the IDT electrodes and the mirrors [203]. On the other hand, devices with

IDTs outside of the mirrors generate SAWs which must pass through the mirrors to be

stored within the cavity region of the resonator. This is similar to optical free-space

Fabry-Perot resonator filters, where a laser on resonance with one of the Fabry-Perot

modes will couple a small amount of light into the cavity, which then builds in intensity

in the steady-state and can become a large amount for cavities with sufficiently high

mirror finesse. Likewise, for SAW cavities with strong mirrors, most of the SAW energy

generated by an IDT outside of the cavity will be reflected; however, the SAW energy
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transmitted into the SAW cavity will be greatly enhanced by the cavity buildup factor

by potentially multiple orders of magnitude.

4.2.1 Operating Frequency, Wavelength, and QD Epilayer Thick-

ness

After the general design choices, the next step of the Gen-2 design methodology was

to determine the operation frequency and wavelength. The main constraint on the oper-

ation frequency of the Gen-2 devices was that the frequency is high enough to reach the

quantum ground state of SAW mechanical motion when the device is cryogenically cooled

to the base temperature of a dilution refrigerator: approximately 20 mK for the dilu-

tion refrigerator available for this work. Figure 4.6 shows the Bose-Einstein distribution

for thermal phonons over the range of MHz-GHz frequencies at a dilution refrigerator

base temperature of 20 mK. SAW resonator frequencies f ≈ kbT
h

≈ 2 GHz are sufficient

to reach the quantum ground state of motion in standard dilution refrigerator environ-

ments (T ≈ 10 - 30 mK), using a heuristic definition for the ground state of requiring

the average thermal phonon population, ⟨n⟩th < 10−2. However, there may be uncer-

tainty in the true sample temperature, especially with thermally insulating samples such

as LiNbO3. Also, when driving an optomechanical device with applied optical and/or

microwave power, there is often some absorption heating which limits the device from

reaching the base temperature of the dilution refrigerator [189]. The Gen-2 SAW-2DM

devices were designed to operate at 2.0 GHz, the lower limit to reach the ground state,

to simplify photoluminescence measurements of the optomechanical sidebands of h-BN

emitters. Other constraints on the SAW device operation frequency/wavelength include

any technical limitations of the measurement electronics and optics, constraints on the

minimum feature size and repeatable etch depth attainable with current nanofabrication
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Figure 4.7: GaAs epilayer growth stack for the Gen-2 SAW-QD devices.

technology, limitations on the device footprint (below ≈ 100 MHz, device sizes reach sev-

eral millimeters and can even exceed several centimeters), and compatibility with the

operation frequencies of other atomic or solid-state microwave qubit platforms, such as

superconducting qubits [202, 247, 5] and electrostatic quantum dots [204, 301, 133]. The

Gen-2 SAW-QD devices were designed to operate at 4.0 GHz to further limit the thermal

phonon population, as well as to operate closer to the typical frequencies of solid-state

microwave qubit platforms.

For the Gen-2 QD-SAW devices, the thickness of the QD epilayer tepilayer and place-

ment of the QDs within the epilayer dQD needed to be decided. These parameters are

shown in Figure 4.4. The epilayer thickness determines the optimal SAW wavelength

for the SAW design frequency, and the placement of the QDs within the epilayer is an

important factor in maximizing the volumetric strain at the position of the QDs. While

QDs could be grown at or near the surface (⪅ 100 nm), surface states can cause large

amounts of spectral diffusion for QDs, motivating work into passivating the GaAs sur-

face to reduce the surface state density [181]. Recent work on passivating GaAs surfaces

with deposited AlOx or AlNx passivation layers and N2H4 chemical treatments showed

that QDs grown at least 60 nm from the surface experience minimal broadening of the
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homogeneous linewidth or spectral diffusion [46]. For this reason, to reduce the risk of

proximity to the surface broadening the QD inhomogeneous linewidth or resulting in

spectral diffusion, the QD epilayer was designed to be 80 nm from the surface (when

bonded, 80 nm from the LiNbO3 substrate) and 80 nm from the sacrificial AlGaAs

layer.

A total thickness of tepilayer = 270 nm for was determined to be a good tradeoff value

for the QD epilayer, being thin enough to exploit the piezoelectric LiNbO3 substrate

and maximize the strain intensity near the QDs while also thick enough to protect the

QDs from surface states, even accounting for etching into the GaAs epilayer to form the

corrugations defining the SAW cavities. Hereafter, all figures shown in this thesis for the

Gen-2 SAW-QD design use a GaAs thickness of 270 nm and SAW wavelength of 800 nm

unless otherwise stated. Because the piezo-optomechanical coupling rate increases with

the SAW frequency but decreases with the QD epilayer thickness [212], the QD epilayer

needed to be acoustically thin for maximizing the optomechanical interaction. The GaAs

epilayer was designed to work over multiple frequency values (≈ 4 GHz and ≈ 1 GHz),

requiring an estimate of ≈ 110 nm of additional GaAs material to be added from the QD

position on the sacrificial layer side, plus 80 nm to account for surface effects. The full

GaAs epilayer stack is shown in Figure 4.7.

Determining the design wavelength from the design frequency requires knowledge

of the Rayleigh SAW speed of sound in the substrate material, which was calculated

separately for the Gen-2 SAW-QD and 2DM devices. For the SAW-2DM devices, the

Rayleigh SAW mode is dispersionless because the SAW propagates only in LiNbO3, and

therefore the speed of sound only needed to be calculated once to convert between any

SAW frequency and wavelength. For the QD-SAW devices, however, the QD epilayer

causes considerable dispersion such that an iterative method is necessary to determine

the effective speed of sound for the SAW material heterostructure, using the design
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Figure 4.8: Effective velocity (dotted line) and upper and lower bands (solid lines) versus

GaAs epilayer thickness in a GaAs-LiNbO3 heterostructure for ΛSAW = 800 nm.

frequency as input. In a simulation script developed to calculate this effective speed of

sound, an initial guess on the design wavelength is used in a mode solver along with the

design thicknesses of the epilayer and substrate, and then the mode solver returns the

eigenfrequencies of SAW propagating modes with the design wavelength. The user must

update the input design wavelength using the calculated Rayleigh SAW eigenfrequency

and continue running the simulation, using the calculated effective velocity to update

the SAW wavelength. For the simulations in this thesis, a typical estimate of the design

wavelength within ≈ 10 % of the final design wavelength only required 2-3 rounds of

iterative mode solving to converge to a constant value, which altogether takes less than

one minute on a standard desktop computer.

Figure 4.8 shows the calculated effective velocity for a range of different GaAs epilayer
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Figure 4.9: Sweeping the etch depth and width for a periodic array of etched corrugations

forming a SAW mirror in the Gen-2 SAW-QD design.

thicknesses on LiNbO3 from the the upper and lower SAW mirror band eigenfrequencies.

This effective velocity, shown as a dotted line between the upper and lower mirror bands,

decreases monotonically with the GaAs epilayer thickness, until eventually it begins to

plateau at a GaAs epilayer thickness ⪆ Λ/2. For the design epilayer thickness of 0.27 µm

used for the Gen-2 devices in this thesis, the effective velocity is 3185 m/s, which enables

fabrication of SAW phononic crystal devices with a design frequency of approximately

4.0 GHz at a wavelength of 800 nm.
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4.2.2 Cavity and Mirror Parameter Optimization

Using the effective velocity for the SAW-QD heterostructure above, another simu-

lation was constructed with a single mirror corrugation etched into the GaAs/LiNbO3

heterostructure to isolate the impact of changing the SAW corrugation etch parameters

on the SAW resonator. By applying periodic boundary conditions to the left and right

edges of the simulation domain, this model acts as an infinite array of mirror corruga-

tions. A mode solver then computes the eigenfrequencies and mode profiles of the upper

and lower SAW band edges for SAWs matching the reflection wavelength of the mir-

ror corrugations. Figure 4.9 shows the extracted eigenfrequency data for the upper and

lower SAW band edges, showing how the mirror reflection band changes as a function of

the corrugation etch depth and etch width. The gap-midgap ratio increases for higher

etch depths and narrower etch widths. These observations support the results of the

optimization simulation shown below in Table 4.4.

The trends in the gap-midgap ratio seen in Figure 4.9 are predominantly driven by

the lower band edge mode, which can be explained by the selected displacement mode

profiles shown in Figure 4.10. These profiles show that the upper band edge mode more

closely resembles the free-space Rayleigh SAW mode than the lower band edge mode,

which has more of its displacement profile concentrated below the corrugations than

the upper band edge mode. Therefore the lower band edge mode is more perturbed by

changes to the corrugations than the upper edge mode.

Once these general design decisions were made, the Gen-2 devices were optimized for

device parameters: corrugation etch depth, corrugation etch width, and number of mirror

corrugations (hetch, wetch, Nmirror); taper period shift, taper slope steepness parameter,

and number of taper corrugations (∆p, η,Ntaper); and cavity spacer length/number of

cavity corrugations (Lcav, Ncav). Any constraints on the cavity region length Lcav should
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(a) Lower Band Edge (b) Upper Band Edge (c) Free-Space

Figure 4.10: Mode displacement profiles of the mirror corrugation band edges and un-

patterned material ”Free-Space” of the Gen-2 SAW-QD design.

be taken into account. Before beginning optimization, however, a metric is needed to

assess and compare a SAW cavity design’s performance other designs. This is known

as an objective function for optimization problems. Objective functions are typically

minimized in optimization problems, and so the negative will be taken of the following for

the true objective function. One potential objective function is the SAW quality factor;

however, because Q typically scales directly with the mode volume [130], using Q alone

for an objective function would rate larger SAW cavities higher in performance, which

comes at the expense of the optomechanical coupling rate, g0, which scales as the inverse

square-root of the mode volume, g0 ∼ 1√
V

. Therefore, some correction to this prototype

objective function is needed optimize for SAW cavities with small mode volumes. One

alternative metric is the ratio of the quality factor to the effective mode area of the SAW

mode cross section, A (Equation 4.2), which optimizes both the quality factor Q and

the optomechanical coupling rate g0. This ratio is a natural choice of objective function

for optimizing the optomechanical cooperativity C =
4g20
κγ

∼ Q/A, though it is possible

that there are other choices for the objective function to maximize the optomechanical

cooperativity in this system: for example, one which includes a strain measurement at

the location of the quantum emitter to determine the precise zero-point strain amplitude.
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Figure 4.11: Example run of the surrogateopt() solver in MATLAB for the Gen-2

SAW-QD design using the objective function f = −Q/A.

hetch (Λ) wetch (Λ/2) δp (Λ) η Ntaper Ncav

0.0480 0.2375 0.0287 1.8125 29 0

Table 4.4: Optimization parameters for the Gen-2 SAW-QD design.

For simplicity, the Q/A ratio was used to optimize the Gen-2 devices in this thesis.

Because running design simulations for each permutation of the numerous design

parameters above would take far too much time (roughly 30,000 years, estimating with

a single simulation time of approximately 7 minutes for each of 6 parameters to sweep),

this optimization is too expensive to perform with a brute force search. Instead, a

multiparameter optimization solver was used, similar to fmincon() in MATLAB, which

has been used in the optomechanics literature for similar optimization problems [45].

This solver, the surrogateopt() solver in MATLAB, is designed for objective functions
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Figure 4.12: a, b Example parameter sweeps for the Gen-2 SAW-QD design. c, d Example

parameter sweeps for the Gen-2 SAW-2DM design with an unpatterned spacer region.

which are expensive to calculate, and it also allows both integer and floating-point value

parameters to be optimized subject to upper and lower bound constraints. This allowed

the number of taper and cavity corrugations to be inserted into the optimization. An

example optimization plot is shown in Figure 4.11.

Once the optimized design is found, the sensitivity of the design to variations in design

parameters from device fabrication. It is important during the device fabrication process
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Figure 4.13: (a) Strain ϵ11 component along the SAW cavity axis. A fit to a Gaussian

envelope function is shown in orange. (b) Fourier transform of the strain distribution

in units of the inverse SAW wavelength, with lines indicated for the spatial frequencies

corresponding to the edges of the sound cones for LiNbO3 and GaAs.

to know how tolerant a design is to deviations from the ideal design; that is, how much

of a difference in a design parameter is acceptable for a final device. For these SAW

devices, there is no obvious criteria for what constitutes an ”acceptable” final device,

and so some heuristic measure is needed. One such possible heuristic is a threshold value

of the objective function, such as 50 % of the objective function of the simulated ideal
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device. This variation can be measured by running a simulation which sweeps the indi-

vidual parameters across the desired range while monitoring the resulting Q/A objective

function. Two exemplary parameter sweeps for the Gen-2 SAW-QD design are shown in

Figure 4.12. An additional parameter sweep of the etch depth for the Gen-2 SAW-2DM

design is shown in Figure 4.12c. Because of the relatively high quality factors simulated

and the small depth of the etched corrugations compared to the SAW wavelength, small

changes in the corrugation geometry cause changes to the simulation meshing which can

have significant artificial effects on the simulated quality factor, leading to the appear-

ance of discontinuities (sharp increases or decreases) in the objective function, Q/A at

certain points in the sweep. Unfortunately these discontinuities can be difficult to avoid

due to the computational expense of these simulations, requiring mesh spatial resolutions

much less than a wavelength over areas ≈ 500Λ2, equating to several million degrees of

freedom for the FEM simulation. The goal of these parameter sweeps is to identify the

general trends of the objective function in response to the design parameters, and so the

points of discontinuous change will be ignored in the following. Figure 4.12a shows a

sweep of one of the corrugation etch depth over a wide enough range to see a significant

variation in Q. The plot shows that an etch depth of ≈ 46% is ideal, and an etching

process with control to the precision of at least ≈ 1.0%Λ = 8 nm is needed to accurately

reach the target etch depth. Similarly, 4.12b shows that an etch width of approximately

15-40 % of the corrugation period, p = Λ/2 is ideal for the Gen-2 SAW-QD devices. This

observation that the quality factor improves for narrower etch corrugations is consistent

with that observed in Figure 4.9, where the gap-midgap ratio and therefore the mirror

reflectivity per corrugation improves with decreasing etch width. While it does appear

in 4.12b that Q/A increases for etch widths smaller than 15 % of Λ/2, the feature sizes

for these smaller etch widths become prohibitively small, particularly for using a wet

etching method to fabricate the SAW-QD devices, detailed in Chapter 5. Interestingly,
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(a) Modal Displacement

(b) Volumetric Strain

Figure 4.14: Displacement and volumetric strain of the fundamental SAW mode.

significantly different parameters were found for the Gen-2 SAW-2DM devices which

incorporated an unpatterned spacer region of length Lc = 10.0Λ, shown in 4.12c-4.12d.

4.2.3 Displacement and Strain Profiles

Figure 4.14a shows the displacement mode profile and Figure 4.13 a line plot of the

ϵ11 strain component or in-plane tensile strain along the cavity direction and its Fourier

transform, showing the spatial and spatial frequency distribution of the hybridized GaAs-

LiNbO3 SAW resonance. This strain distribution was evaluated at the interface between

the LiNbO3 substrate and GaAs epilayer.
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Plotting in units of the inverse SAW resonance wavelength, which is lithographically

defined in the SAW cavity, the SAW resonance lies between the k-space or inverse wave-

length lines that correspond to Rayleigh SAWs propagating in single-material LiNbO3

and GaAs with the same resonance frequency. If the resonance were closer to the LiNbO3

Rayleigh SAW line, this would indicate that the resonant mode has its energy predomi-

nantly concentrated in the LiNbO3 substrate and not in the GaAs epilayer, as would be

the case for the limit of a very thin layer of GaAs approaching a bare LiNbO3 substrate.

On the other extreme, if the resonance were close to the GaAs sound cone boundary, this

would indicate the mode has concentrated its energy in the GaAs epilayer and has mini-

mal energy in the substrate. One consequence of this condition would be the wavelength

and the electromechanical efficiency of SAWs generated via IDTs on this heterostructure

will be significantly different than those of a bare LiNbO3 substrate.

The design showed in Figure 4.14b has a resonance which is about midway between

the two lines, if not slightly biased towards the GaAs line. This is a result of the ap-

preciable thickness of the QD epilayer relative to the SAW wavelength: 270 nm / 800

nm ≈ Λ3. Due to the significant wavelength mismatch between SAWs in the designed

GaAs/LiNbO3 heterostructure and bare LiNbO3, there will be a significant reflection

launching SAWs from an IDT patterned on bare LiNbO3 into the heterostructure. Re-

gardless, launching SAWs into a SAW phononic crystal cavity was expected to generate

significant reflections, and so the issue of wavelength mismatch was not addressed in this

design. In future iterations of this heterostructure, it may be possible to reduce the GaAs

epilayer thickness to maintain a SAW wavelength more similar to LiNbO3, or to maintain

a high electromechanical efficiency to drive SAWs directly on the GaAs epilayer, using

an IDT located within the SAW cavity.

Another observation to note of the resonance lineshape in Figure 4.14b is that it has

a finite k-space distribution, indicating some periodicity in the strain distribution which
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does not follow the periodicity of the SAW mirror phononic crystal structure. This

spread in periodicity occurs fundamentally because the SAW cavity mode has a finite

spatial distribution, and in general for any localized cavity mode, the spread in real and

frequency space of the strain distribution is related by the Fourier transform [130]. While

SAW cavity modes could in principle be made quite compact by introducing a small gap

between two strong Bragg mirrors, this approach results in large SAW scattering into

the substrate, because the cavity mode’s frequency space distribution extends into the

sound cone of the SAW substrate, which couples energy from the SAW mode to unguided

bulk modes. This loss to bulk modes can be reduced by separating two phononic crystal

mirrors by a large distance much greater than the SAW wavelength, thereby reducing the

fraction of the SAW resonant mode’s energy which interacts with the mirrors, but at the

cost of much greater device size and reduced optomechanical coupling. It has been shown

that the optimally minimal spread in both spatial and frequency space for a cavity mode

exists with a Gaussian envelope function modulating the spatial and frequency space

cavity distributions [278]. For the Gen-2 devices, the graded taper from the mirror period

to a longer period towards the center of the cavity creates an approximately quadratic

profile for the mirror strength, which supports a Gaussian envelope for the SAW mode.

Figure 4.14 shows the displacement and volumetric strain distributions for a hybrid

GaAs-LiNbO3 SAW mode with a fundamental resonance at f = 4.01 GHz. The cavity is

oriented with the horizontal axis lying along the crystalline X-axis of LiNbO3 and ⟨110⟩

axis in GaAs. The X-axis of LiNbO3 is the preferred direction for maximum electrome-

chanical coupling K2, and the high-symmetry ⟨110⟩ axis of GaAs is the orientation of the

samples used in this study.

Figure 4.15 shows the nonzero strain components ϵ11, ϵ33 and the optomechanical

coupling, g0 for the fundamental resonance as a function of the depth into the device

from the center of the optimized Gen-2 SAW-QD device. The optomechanical coupling
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Figure 4.15: Simulated strain profile z-cut of the Gen-2 SAW-QD device.

rate was calculated using Pikus-Bir theory [163], where the electrons and holes of a

semiconductor couple to strain via the deformation potential of the host material. The

optomechanical coupling, g0 is then equivalent to the difference in energy splitting ∆E

between the conduction and valence band energy levels of GaAs, g0 = ∆Ec − ∆Ev.

For the conduction band, ∆Ec = ac(ϵxx + ϵyy + ϵzz), where ac is the conduction band

deformation potential, ϵxx = ϵ11 is the tensile strain x-component, ϵyy is the tensile strain

y-component, which is zero for Rayleigh SAWs, and ϵzz = ϵ33 is the tensile strain z-

component. The strain-induced modulation of the valence band can be expressed as

∆Ev = ϵxx(av + b/2) + ϵzz(av − b), where av is the hydrostatic valence band deformation

potential, and b is the shear deformation potential, using the deformation parameters for

GaAs [163, 194]. The red curve and right axis in Figure 4.15 shows the energy splitting

calculated from the above expressions as a function of depth into the GaAs epilayer of
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thickness 0.27 µm and the strain components ϵ11 = ϵxx and ϵ33 = ϵzz, which are shown

in green and blue and are normalized to their amplitudes for the zero-point strain field,

as shown on the left axis. The strain values calculated by the simulation are normalized

by the square root of the ratio of the zero-point energy to the simulated mode energy:

αcorr =

√
EZP

Esim

=

√
hν
2

Ws +Wk

To calculate a 3D mode energy from a simulation of a 2D cross-section, the SAW mode

was assumed to have an effective in-plane thickness teff = 2Λ, consistent with results for

focusing SAW cavities in GaAs [60]. At the position of the QDs in the Gen-2 design ≈

200 nm from the surface, the coupling reaches a local minimum because of the antiphased

ϵxx and ϵzz components, which are consistent with the elliptical motion of Rayleigh SAWs

[203].

4.2.4 Focusing SAW Anisotropy Correction Factor

For the Gen-2 devices, developing focusing SAW cavities was important to reduce

the SAW mode volume while preserving a high quality factor. Focusing IDTs [156, 213]

and SAW cavities [164, 214, 313, 204, 60] show focusing down to ≈ Λ beam waists,

concentrating the SAW mode to near the diffraction limit. One of the main challenges of

SAW focusing is acoustic diffraction, which occurs in any crystalline material and requires

corrections to the IDT and mirror curvature to focus SAWs to a single focal point. SAW

device elements need to follow the angular profile of the Rayleigh SAW group velocity

[204].

The following procedure to calculate the anisotropy-corrected curvature of the focus-

ing IDT and SAW cavity corrugations of the Gen-2 devices follows closely that of Ref.

[60]. The group velocity profile was extracted separately for the free-space, IDT elec-

trode, and mirror corrugation regions as described below. This group velocity was then
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used to define an angle-dependent correction factor, C(θ) = vg(θ)/vg(0), applied to each

IDT electrode and mirror corrugation for their respective velocity surfaces, which are

shown below. This correction factor adjusts the shape of the electrodes to focus SAWs

radially to a common point.

The group velocity is defined as the gradient in k-space of the temporal angular

frequency, ω(k⃗) [11]; in the Cartesian kxky plane, it can be decomposed into kx and ky

components, which are themselves parameterized functions of the k-space polar angle, ϕ,

defined with respect to the SAW cavity axis, which is aligned with the LiNbO3 crystalline

X-axis and ⟨110⟩ direction in GaAs:

v⃗g(ϕ) = ∇k⃗ ω(k⃗) = k̂xvg, x(ϕ) + k̂yvg, y(ϕ) (4.3)

Meanwhile, ω(k⃗) is a function of both k and the polar angle, ϕ, or alternatively the

phase velocity, vp(ϕ):

ω(k⃗) = ω(k, ϕ) = vp(ϕ)k (4.4)

Like with the group velocity, the wavevector k⃗ can be parameterized into Cartesian

kx and ky components using the trigonometric functions sine and cosine:

k⃗ = k⟨cosϕ, sinϕ⟩ → kx ≡ k cosϕ, ky ≡ k sinϕ (4.5)

The kx and ky components of group velocity in Equation 4.3. Since ω(k⃗) will now

be solved for, expressed in the polar coordinates (k, ϕ). To avoid confusion with taking

partial derivatives in different coordinate systems, the gradient has to be evaluated using

polar coordinates; then, the components can be converted to Cartesian coordinates.

∇k⃗ ω(k, ϕ) =
∂ω

∂k
k̂ +

1

k

∂ω

∂ϕ
ϕ̂ (4.6)

Equation 4.6 can be solved for in parts. From Equation 4.4, the partial derivative ∂ω
∂k

is just the phase velocity, vp(ϕ); and ∂ω
∂ϕ

is the product of k and the radial derivative of
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the phase velocity, v′p(ϕ).

∇k⃗ ω(k, ϕ) = vp(ϕ) k̂ + v′p(ϕ) ϕ̂

= vp(ϕ)
[

cos (ϕ)k̂x + sin (ϕ)k̂y
]

+ v′p(ϕ)
[
− sin (ϕ)k̂x + cos (ϕ)k̂y

]
= [vp(ϕ) cos (ϕ) − v′p(ϕ) sin (ϕ)]k̂x + [vp(ϕ) sin (ϕ) + v′p(ϕ) cos (ϕ)]k̂y

(4.7)

From the last line of the above:

vg, x(ϕ) = vp(ϕ) cosϕ− v′p(ϕ) sinϕ

vg, y(ϕ) = vp(ϕ) sinϕ+ v′p(ϕ) cosϕ

(4.8)

With the Cartesian components of the group velocity parameterized in terms of the

k-space angle ϕ, the next step is to find the radial component of the group velocity at

an arbitrary geometric or real-space angle θ. For acoustically anisotropic materials, the

group velocity v⃗g(ϕ) is not in general parallel to the radial direction k̂ at an angle ϕ,

unlike the phase velocity v⃗p(ϕ), which is parallel to k⃗ and therefore the radial direction.

This means that SAW focusing IDT electrodes and cavity mirror corrugations with arcs

defined by vg(ϕ) alone would not focus all of the SAW energy to the center of the cavity.

This would result in a spread in the focus of the SAW mode along the x -direction over a

length determined by the degree of anisotropy of the LiNbO3 substrate or GaAs/LiNbO3

heterostructure.

Instead, the k-space angle, ϕ can be used as a tuning parameter to align v⃗g(ϕ) to be

parallel to the radial direction k̂ at the geometric angle of interest θ. This is done by

solving for ϕ as a solution of the equation tan θ = vg,y(ϕ)/vg,x(ϕ). The resulting function

ϕ(θ) is used as the input for the group velocity components {vg,x, vg,y}, which are in turn

used to compute the radial component of the group velocity:

vg, r(θ) = vg,x[ϕ(θ)] cos(θ) + vg,y[ϕ(θ)] sin(θ) (4.9)

Finally, the velocity anisotropy correction factor for the SAW mirror and IDT structures

is C(θ) = vg, r(θ)/vg, r(0).
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Figure 4.16 shows the phase and group velocity profiles obtained from the above

analysis. The group and phase velocity profiles coincide where the angular derivative of

the phase velocity approaches zero at θ = {0,±90°}. The velocity profiles of the IDT and

mirror structures differ from those of the free-space structure because of the mechanical

and electrical loading at the surface, which tends to decrease the wave velocity [11].

The phase velocity vp(ϕ) was simulated using a finite-element simulation in COMSOL

Multiphysics, using the model shown in Figure 4.16d. An example simulation model of

the IDT structure is shown in d. The models each have a substrate thickness of 5 Λ,

periodic boundary conditions applied to the geometry x and -x faces, shown in red, and

continuity boundary conditions applied to the geometry y and -y faces, shown in blue.

The IDT structure has a width in the x direction equal to the IDT wavelength, ΛIDT ,

whereas the mirror model has a width of Λmirror/2 because the increased periodicity if

this structure allows a smaller periodic unit cell to be simulated; similarly, the free-space

model a small simulation domain width of Λf−s/10 because of its continuous translation

symmetry. A rotated coordinate system was used to initially align the SAW materials

as follows. The geometry x axis was aligned with the crystalline X-axis in LiNbO3

and the ⟨110⟩ direction in GaAs, the latter for the Gen-2 QD devices. The geometry

z axis was aligned with the 128°-Y crystalline cut of the LiNbO3 sample and the GaAs

[001] plane. Solid mechanics and electrostatics modules were then coupled using the

piezoelectric effect, with material parameters given in Appendix B. The eigenfrequencies

of the structures were calculated, and the corresponding wave velocities were computed

as the product of the wavelengths defined by the simulation domains and the returned

eigenfrequencies f . These velocity data were then fitted to a Fourier series expansion,

with a cutoff of 10 coefficients for each of the phase velocity and its angular derivative:
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vp(ϕ) = a0 +
∞∑
n=1

an sinnϕ+ bn cosnϕ

v′p(ϕ) =
∞∑
n=1

n (an cosnϕ− bn sinnϕ)
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(a) Free-Space (b) IDT

(c) Mirror (d) IDT Model

Figure 4.16: SAW group and phase velocities for 128° Y-X cut LiNbO3 at cryogenic

temperatures (T ⪅ 10K) varying the direction of propagation from the crystalline X-

axis. a Velocity for free space. b Velocity profile for IDTs with 20 nm NbN. c Velocity

profile for mirrors with an etch depth corresponding to 5 % of the acoustic wavelength.

d 3D model of the IDT structure.
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Chapter 5

Sample Fabrication

5.1 Process for Gen-1 Devices

The Gen-1 devices for the data shown in Chapters 6 and 7 were produced in the same

fabrication run. The design parameters of these devices are shown in Table 4.2. Figure

5.1 shows a schematic illustration of the Gen-1 SAW-QD and 2DM device fabrication

process.

In this process, a blanket layer of NbN is deposited using the optimized recipe de-

scribed in Section 5.1.1. A NbN thickness of 20 nm was decided as a tradeoff between

excessively thick or thin films. Too thick of a NbN film would result in mass loading [203],

especially given the much higher density of NbN (8.470 g/cm3) relative to the common

SAW metal Al (2.799 g/cm3). This mass loading can lead to spurious reflections within

the IDT and mirrors [243]. On the other extreme, depositing too thin of a NbN film can

compromise the film’s superconductivity due to the proximity effect as well as surface

oxides and interfacial layers [260, 57], which is particularly significant at higher IDT

excitation powers, as observed in Chapter 6.

The NbN thin film is then patterned to form the IDT and resonator mirror electrodes
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Figure 5.1: Gen-1 SAW device process flow: (i) NbN sputter deposition, (ii) optical

lithography and etch, (iii) contact pad metallization lift-off, (iv) epitaxial liftoff of QD

epilayer or Van der Waals transfer of a 2DM sample.

using a resist mask patterned optical lithography. The lithography was performed using

a deep-UV stepper tool (ASML 5500). One challenge with lithography with LiNbO3 is

that because the material is both pyroelectric and piezoelectric, any thermal gradient

across the thickness of the wafer when the wafer is laid onto a hot plate or removed from

a hot plate can create a significant strain gradient, which was found to cause the wafer

to shatter when removed from hot plates even at relatively low bake temperatures ≈ 80°

C. To avoid introducing significant thermal gradients to the wafer, the wafer was placed

on a hot plate which was held at 60° C, then the temperature was gradually ramped up

to the desired bake temperature, the bake was performed for the desired time, and the

temperature was finally ramped down to 60° C, where it could be safely removed from

the hot plate.
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After photolithography, the NbN thin film was etched using an ICP-RIE tool and

with the following etch parameters: 0.4 Pa chamber pressure, 144 sccm CF4 and 9

sccm nitrogen gas flows, 850 W ICP source power, 35 W forward bias power. ICP-RIE

processing with CF4 gas as a precursor fluorinates the photoresist sidewalls and forms a

residue, leading to ”stringers” which can be difficult to remove after etching. In Figure

5.2a, the NbN etch resulted in ”Teflon”-like strings of photoresist which delaminated

from the NbN electrodes. This leftover photoresist was efficiently removed using an O2

plasma asher and with organic solvents, avoiding acetone immediately after the NbN

etch, because acetone appears to react with the residue and makes the resist residue

exceedingly difficult to remove.

The SAW devices were then completed by creating electrical contacts to the IDTs

with a Ti/Au thin film via a metallization liftoff process using optical lithography. The

liftoff lithography was initially attempted with the deep-UV stepper tool, but it was

moved to a direct-laser-write lithography tool (Heidelberg MLA150). The lithography

was moved to a direct-write tool because the 4-inch LiNbO3 substrates on which the

SAW devices were fabricated experienced significant thermal expansion and contraction

from the photolithography bakes, which were large enough that the stepper tool could

not compensate for the changes in the wafer dimensions between lithography layers. As a

result, only the first layer of the SAW devices could be patterned using the stepper tool.

The Ti (10 nm)/Au (90 nm) contacts were shown to be sufficiently thick to enable Au

wire bonding without delamination of the contacts. After completing the SAW resonator

fabrication, the devices were cingulated using a dicing saw, and the QD and 2DM samples

were transferred. For the SAW-QD devices, the QD samples are self-assembled In(Ga)As

quantum dots, which are transferred onto the LN substrate by the Yablonovitch epitaxial

liftoff process [321] using a patterned layer of Pd as an adhesion promoter. For the

Gen-1 2DM devices, monolayer WSe2 flakes were identified by optical contrast under
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(a) Photoresist ”stringers” (b) Stringers removed with O2 Ash

Figure 5.2: Development of a NbN etch process. a NbN electrodes with photoresist

”stringers” left after etching. b Adding an O2 photoresist step immediately after CF4

etching and avoiding using acetone after etching removed the photoresist.

a microscope following mechanical exfoliation, then they were transferred onto SAW

resonators using an all-dry transfer method.

5.1.1 Process Development of NbN Thin Films

A NbN sputter deposition process was developed for high-quality superconducting

thin films for the SAW-QD and SAW-2DM projects. The main parameter used to judge

the quality of the films was the superconducting critical temperature, Tc, defined as the

temperature at one-half of the difference from the superconducting state to the normal

metal state. Other measurements including stress [59], optical constants from ellipsom-

etry [188], and thin-film resistivity [51] have been used by others, but Tc was chosen as

the main parameter to optimize to ensure that the SAW devices are operating at tem-

peratures well below Tc even with some uncertainty in the true sample temperature. For

high-quality superconducting thin films, the Nb sputter target needs to have a very high
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Parameter Old Recipe Optimized Recipe

N2 Flow (sccm) 2.00 4.00

Ar Flow (sccm) 48.25 30.00

Pressure (mT) 5.00 2.00

Rotation (rpm) 5.00 20.00

DC Power (W) 150 250

RF Bias (V) 110 0

Gun Tilt (a.u.) 7.00 9.00

Table 5.1: Deposition parameters of the starting and optimized NbN recipes.

purity. ASTM released a standard which sets the limits for the background contaminants

[270], facilitating the sourcing of sufficiently pure Nb sputter targets. After ordering a

Nb target from a vendor matching the specifications of the ASTM standard for Type 5

Nb, the Tc of the subsequent NbN films deposited increased by about 3 K, from around

8.3 K for 200 nm films to 11-12 K for films of similar thicknesses. The other factors which

contributed to the improvement in Tc were the following: increasing the N2 flow rate and

reducing the Ar flow rate to improve the stoichiometry of the deposited film; decreasing

the chamber pressure to the minimum repeatable value to increase the mean free path,

improving film deposition rate and growth morphology [58]; removing the substrate RF

bias, which could introduce contaminants present on the substrate holder; and adjusting

the gun tilt angle, which can affect the film uniformity. After depositing thin films of NbN

on silicon chips with 300 nm SiO2 previously deposited as an insulating amorphous layer,

the samples were cleaved using a scribe and mounted in a four-point probe setup, which

was installed in a cryogen-free dilution refrigerator (Quantum Design PPMS DynaCool)

for a DC resistivity measurement, repeating the resistivity measurement as the sample
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was gradually cooled from slightly above to below Tc. Using the parameters in 5.1, an ≈

400 nm film with Tc = 14.09 K was measured using this method, with a resistivity curve

shown in red in Figure 5.3 as compared to the resistivity curve of a NbN film deposited

using the starting recipe parameters.

After optimizing the film Tc, the superconducting critical current, Ic was characterized

using wire test structures defined via photolithography and ICP-RIE etching, using the

recipe developed in Table 5.1. These test structures were designed to isolate the current

transport through µm-scale NbN wires, with wire widths varying from 1 to 10 µm.

Gold contacts were deposited using photolithography and a Ti/Au liftoff method. In

the first attempt of making these test structures, these contacts were deposited above

the NbN, similar to the processing for the Gen-1 and Gen-2 SAW devices. For this DC

measurement, however, there was significant non-Ohmic behavior (non-linear I-V curve)

of the wire structures, even at low temperatures below Tc, necessitating a change to the

fabrication process. The order of the two metal patternings were reversed, depositing the

contacts before depositing and patterning the NbN, and this yielded the expected Ohmic

behavior of the wire structures. It is possible that oxidation of the NbN surface after

deposition and before deposition of the contact metals could be the cause of the non-

Ohmic behavior. With the samples shown in Figure 5.3c, an Ic curve shown in Figure

5.3d yielded a superconducting critical current density of 1.2 MA/cm2, within the same

order of magnitude of the state of the art [57].
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(a) Tc measurement (b) NbN wires

(c) Ic sample setup
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Figure 5.3: a Superconducting critical temperature Tc characterization for (⪆ 200 nm)

NbN films deposited on silicon with the original recipe (blue) and the optimized recipe

(red). b Microscope image of fabricated NbN microbridge test structures. c NbN mi-

crobridge samples wire bonded to a 2-point probe measurement contact assembly for

characterization inside a dilution refrigerator. d Measurement of superconducting criti-

cal current density, Jc.
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5.2 Process for Gen-2 QD Devices

In contrast to the Gen-1 SAW-QD devices, where QD epilayers were integrated on

LiNbO3 after SAW device fabrication, the Gen-2 devices were designed to incorporate

a QD epilayer from the start of device fabrication, which enables large (several mm2)

arrays of devices to be fabricated in the same fabrication run. A simplified process flow

diagram is shown in Figure 5.4. After bonding a GaAs epilayer grown on a GaAs substrate

to LiNbO3, the GaAs substrate is removed using a wet etch solution of NH4OH:H2O2.

When the wet etch reaches the etch stop layer of Al0.92Ga0.08As, the wet etch is halted,

because the AlGaAs surface oxidizes readily into Al2O3, which is insoluble in the wet etch

solution [201]. The etch stop layer is subsequently removed in a buffered HF solution,

exposing the GaAs epilayer. This epilayer is then patterned to form the outlines of the

SAW cavities, shown in Figure 5.5b for a set of test structures for the Gen-2 SAW-QD

fabrication process. Next, the IDTs are patterned as will be described in Subsection

5.2.2, and finally, the SAW cavities are patterned as described in Subsection 5.2.3.

The process test structures shown in Figure 5.5 were used to ensure that the entire

Gen-2 SAW-QD fabrication process could be carried out on a QD sample bonded to

LiNbO3. This sample did include a thin 8 nm layer of AlOx depsited using an ALD

deposition tool to help the bond to LiNb3. Subsequent work bonding GaAs to SiC

and single-crystalline diamond showed that this amorphous AlOx layer is unnecessary

for direct bonding. After bonding, the sample was annealed at 150 ° C for 12 hours in

ambient air to improve the bond strength. Per the analysis in 5.2.1, this anneal may have

been too high of a temperature for full-thickness GaAs. In subsequent work, mechanical

substrate thinning with a polishing tool (Allied Multiprep polisher) was found to be an

effective method to reduce the bonded sample thickness to < 200 µm, where the sample

was able to withstand annealing at elevated temperatures.
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Figure 5.4: Gen-2 SAW-QD simplified process flow.

During the GaAs substrate removal wet etch, pieces of the sample began chipping off

after approximately 600 µm of the 625 µm substrate had been etched away. By the end

of the substrate removal process, less than one-quarter of the bonded epilayer remained,

which could be because of the 150 ° C anneal with the full thickness substrate, as discussed

above. However, there were several other possible explanations. Firstly, there appeared to

be some non-uniform etching of the GaAs substrate across the bonded sample. This was

particularly noticeable on one corner, where there was a stripe of residual III-V material

(composition unknown) which was deposited from the MBE backing wafer, which had

been reused after a previous growth. The sample was also kept in the more aggressive

of the two substrate removal solutions (10:1 ammonia:peroxide solution ratio versus the

30:1 solution) for longer than necessary, which likely etched away part of the etch stop

and etched away part of the sample.

The portion of the sample which remained after GaAs substrate and AlGaAs etch

stop removal stayed intact for the remainder of the fabrication process. Figure 5.5b shows
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(a) Bonded epilayer (b) GaAs Islands

(c) IDT fabrication (d) Completed device

Figure 5.5: a Remaining bonded material after the test structures epilayer substrate and

etch stop removal steps. Scale bar: 5 mm. b Patterned islands of GaAs on LiNbO3. c

Sample device after the IDT outline and contact metal liftoff steps. d Completed test

structures device.

the patterning of the GaAs epilayer into a grid of isolated 100 × 100 µm2 ”islands”

forming the outlines of SAW cavities, which left 25 islands across the sample. Following
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Figure 5.6: Mismatch in the coefficient of thermal expansion and the interfacial energy

density for a direct bond between 1 µm of GaAs and a LiNbO3 substrate.

IDT fabrication, as shown in Figure 5.5c, the GaAs wet etch for the SAW cavities was

repeated three times across three subsets of the sample’s GaAs islands to perform a rough

sweep of the etch depth for SAW cavities.

5.2.1 Process Development of GaAs-LiNbO3 Direct Bonding

The most critical step in the Gen-2 SAW-QD fabrication process is creating a stable

bond between the GaAs epilayer and the LiNbO3 substrate. Several options for room-

temperature bonding of dissimilar substrates exist. While the epitaxial liftoff bonding

process used for the Gen-1 devices has been shown to work up to the wafer scale [197], at

the time of device fabrication, employ ambient-pressure, plasma-assisted direct chip-to-

wafer bonding was employed [53]. This method had the most expertise and infrastructure

already in place within the UCSB Nanofabrication Facility to achieve several mm2 area

of QD epilayer bonded to LiNbO3.
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The process for the direct bonding method used here involves cleaning the two sam-

ples, in this case a 1 cm2 GaAs chip and a 4” LiNbO3 wafer, to eliminate particle

contamination, and then exposing them to an oxygen plasma activation tool (EVG 810),

which makes the surfaces hydrophilic, adding hydroxyl groups to the surfaces which then

attract water vapor via hydrogen intermolecular bonding. When the two surfaces of

the bonding samples are later placed into contact, hydrogen bonding between the water

molecules on each sample immediately creates a bond between the samples [53]. If the

bonded sample is left at room temperature for long enough, and preferably annealed at

an elevated temperature, the water diffuses out from the bonding interface to the edges

of the bonded area and evaporates, where then the hydroxyl groups from either surface

of the bond can form strong covalent oxygen-oxygen bonds [226].

Successfully bonding GaAs directly to LiNbO3 is challenging because of the large

difference in the thermal expansion coefficient (CTE). For the X and Y crystalline axes

in LiNbO3, the CTE is 14.8 ×10−6 at room temperature, whereas in GaAs the CTE is

5.9 ×10−6. Figure 5.6a shows the CTE mismatch between these two materials, δα over

the range of T = 60 K to 500 K. The GaAs CTE data is sourced from Ref. [198] and

[93], and the LiNbO3 data from Ref. [18] and [35].

Because the GaAs epilayer is present throughout the Gen-2 SAW-QD fabrication pro-

cess, it is important to examine the thermal stress on the bonded GaAs thin film across the

elevated temperature range in device fabrication. Likewise, there is a thermally-induced

strain on the GaAs-LiNbO3 bonding interface when cooling down a completed device to

cryogenic temperatures. Both heating and cooling could result in bond delamination and

cracking if the interface strain energy induced by the CTE mismatch overcomes the bond

strength. Using the elastic properties of the GaAs film, the stress energy at the bonding

interface can be calculated as a function of the temperature difference (assuming bonding

at T = 300 K) and the CTE mismatch as a function of temperature. Figure 5.6b shows
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the strain energy density at the interface between a 1 µm thick GaAs film direct bonded

to LiNbO3. Note that the thickness of the GaAs film of 1 µm is chosen arbitrarily to help

compare the interfacial strain energy versus the bond energy for different thicknesses of

GaAs thin films, since the interfacial strain energy is directly proportional to the GaAs

thickness. For a full-thickness GaAs substrate (≈ 625 µm), the strain energy density

is nearly three orders of magnitude higher than is shown in the plot. In comparison,

the typical bond strength between direct bonded silicon oxide surfaces is between 50-200

mJ/m%2 [16]. While the bond strength for the GaAs-LiNbO3 bonds was not measured,

it is assumed to be near the lower end of the range of typical silicon oxide-oxide bond

strengths, since neither the oxide-oxide or GaAs-LiNbO3 pairs of surfaces is crystalline

at the bond interface. This is because GaAs has a native oxide, which even if stripped in

an HF solution, it will regrow when exposed to an O2 plasma in the plasma activation

step used in this work; LiNbO3 has been shown to create a ≈ 2 nm thick amorphous

interface layer when bonded with glass [320]. Interfacial strain energy densities ≫ 1

J/m2 at elevated temperatures are too high for GaAs-LiNbO3 direct bonds [120], which

prevents high-temperature annealing steps to strengthen the bond until after the GaAs

substrate is removed. After the GaAs substrate and AlGaAs etch stop removal steps,

however, the interface strain energy density decreases to a value lower than the assumed

bond strength. This is an encouraging result, as it suggests that direct GaAs-LiNbO3

bonds are possible in principle, particularly for the thinner Gen-2 SAW-QD GaAs sample

thickness of 270 nm.

Three main factors determine whether two surfaces are sufficiently smooth enough

for bonding: particle contamination and surface defects, surface roughness, and surface

planarity. Both particle contamination and surface defects separate the opposing bonding

surfaces, preventing bonding not just at the location of the particles, but often over much

larger areas: a particle with a diameter of 0.5 µm between two 4 inch silicon wafers with a
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Figure 5.7: Microscope image of a cleaned GaAs surface showing an acceptable density of

oval defects for direct bonding of GaAs to LiNbO3. This sample was successfully bonded

and is the GaAs source material for the devices shown in Figure 5.5.

thickness of 525 µm can lead to an unbonded area with a diameter of 1 cm [53]. Cleaning

samples for particles will be discussed in more detail below. In addition to particles,

growing III/V materials often introduces surface defects from large particles of gallium

or other species occasionally being ejected by the reactor onto the growth material, which

is then grown over with epitaxial material and can grow in lateral size if more material

is deposited. Surface defects can also limit bonding areas, though anecdotally from

experience in the Moody Group and others, these defects tend to not inhibit bonding as

much as particles, perhaps because these surface defects separate the bonding surfaces

by a lesser distance. Figure 5.7 shows a representative Namarski/DIC mode microscopy

image of a corner of a GaAs sample with a measured oval defect density ≈ 200 cm−2.

The oval defects are all observed to have a similar orientation and consist of two lobes

separated by a small gap.

Similar to particles, surface roughness of the bonding samples can limit the true
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Figure 5.8: 10 x 10 µm2 AFM profile of MBE-grown GaAs.

contacted surface area when the bonding surfaces are brought into contact. The RMS

surface roughness, Sq acceptable for direct bonding is commonly stated to be below 0.5

nm [226, 53, 86]. AFM can be used to characterize surface roughness, which is especially

important when exploring different cleaning or activation treatments to a sample. Figure

5.8 shows a representative AFM profile of a GaAs sample with a surface roughness of

271.7 pm, well within the acceptable range for direct bonding. The white spots on the

figure could be metallic or organic contamination, though they may also be scanning

artifacts because they are exceedingly small, measuring one pixel in length (roughly 40

nm).

Lastly, surface planarity or flatness is important to consider for direct bonding, since

the curvature of a sample can cause it to debond. The flatness is quantified using a

parameter known as the total thickness variation, which is the difference between the
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Figure 5.9: Cartoon of the cleaning procedure.

highest and lowest elevation on a sample, assuming the bottom face is lying completely

flat. As long as the two samples have low enough surface roughness and are sufficiently

clean, total thickness variations of a few µm over a full four-inch wafer are tolerable for

silicon-silicon bonds [226]. A good ”rule of thumb” metric for III/V bonding is that a

total thickness variation on the order of ≈ 10s of nm over a length of 100s of µm or more

is acceptable, which scales to a few µm total thickness variation over a four-inch wafer,

consistent with that of typical commercially available 0.5 mm thickness silicon wafers

[53].

Cleaning a sample sufficiently well for bonding requires careful sample handling and

acute attention to detail, and it is often an iterative process involving repeated rounds of
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cleaning and sample microscope inspection. A mockup cartoon of the cleaning procedure

used for the Gen-2 SAW-QD process is shown in Figure 5.9. The full process traveler

is detailed in C. The sample is placed on a non-shedding clean room wipe held above a

crystallizing dish with a custom perforated PTFE basket, shown in C. A wash bottle with

three drops of tergitol solution diluted in DI water is used to wet the surface of the sample

while a cleanroom swab is applied to the sample and gently slided across the surface,

using a slight twisting motion to attempt to remove particles from the surface. After

swabbing with one flat face of the swab across one side of the sample for 5-10 times, the

swab can be flipped over to the opposite face and the process repeated. Afterwards, the

sample is rotated 90 degrees, the process is repeated for the next side, and the swabbing

is repeated for all four sides of the rectangular sample.

5.2.2 Process Development of IDTs

The IDTs of the Gen-2 SAW-QD devices were designed with an electrode structure

supporting unidirectional emission (FEUDTs) and to operate at 4.0 GHz. The electrode

feature size of Λ/12 = 84.5 nm required the development of a high-resolution electron

beam lithography (EBL) process. To minimize the EBL write time, the IDTs were fab-

ricated in two process steps. First, the outlines of the IDT electrode area were patterned

with photolithography using a negative-tone photoresist, then etched using the recipe in

Section 5.1 to remove the NbN thin film except where the IDTs were to be subsequently

patterned. Next, the inverse of the electrode pattern was written using a positive-tone

EBL resist, to clear the gaps between the electrodes as well as the NbN to the right and

left of the IDT left over from the IDT outline patterning.

For the second step of IDT fabrication, an IDT EBL process was developed on NbN-

on-LiNbO3 using a high resolution EBL resist called CSAR, which is similar to the more
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(a) Underdeveloped CSAR (b) Incorrect line width

(c) Lost pattern at edges (d) Final process, from device

Figure 5.10: a Initial run of CSAR dose/pattern bias calibration showing lines in CSAR

(lighter gray) with residue indicating insufficient resist develop time. b Subsequent run

showing too narrow of etched lines, indicating an incorrect exposure dose or pattern

process bias. c SEM of the top of a prototype FEUDT structure showing the pattern

was lost (resist not cleared) at the edges of the pattern, necessitating proximity correction.

d IDT electrodes with the correct dose and pattern bias selected, taken from a device on

the Gen-2 test structures chip.

common ZEP resists and features excellent dry etch resistance. To optimize the EBL

process, both the optimal EBL base dose for the IDT electrodes and a pattern width

bias correction had to be found within the same array of test structures. An initial wide
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sweep of the EBL dose was used to find the correct ballpark dose value, then a finer

sweep was performed to find the optimal dose and pattern bias.

During the first several runs of the dose array tests, SEM and AFM characterization

were performed after the EBL and etching steps, due to the difficulty in successfully

imaging LiNbO3 with charging effects. Initial fabrication runs showed the patterned lines

in NbN had an irregular pattern, which did not improve with finer dose sweeps. Indeed,

the subsequent fine dose arrays were difficult to use for any quantitative judgements on

dose or pattern bias, given that the line widths of the NbN electrodes were not uniform

and adjacent structures looked similar to each other. After some difficulty pinpointing

the cause of this nonuniformity, SEM images were taken after the EBL development step

and before the etch step so that the CSAR resist pattern could be imaged. The result

in Figure 5.10a shows the irregular pattern in the NbN electrodes was transferred from

the CSAR resist, which appears to have some leftover residue from the develop step.

Concluding that the CSAR was underdeveloped, and the develop time was increased by

20 seconds, which yielded much more uniform structures in the following EBL runs, as

seen in Figure 5.10b-5.10d.

After another run of dose and pattern bias arrays, after which the optimal dose of

200 µC/cm2 and pattern bias of −15 nm were found, the IDT process was used in a

device, as shown in Figure 5.10d. The lines closely match the predicted widths based on

the data from the previous dose array and process bias run.

5.2.3 Process Development of GaAs Wet Etch

The Gen-2 SAW-QD cavities require a GaAs etch process to etch a depth of approx-

imately 38 nm with a resolution of 8 nm, as discussed in section 4.2. The GaAs etch

process should also be repeatable, with multiple fabrication runs producing similar etch
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depths, and both the etched surface roughness as well as the line edge roughness of the

cavity corrugations should be as low as possible to reach a high internal quality factor.

A wet etch approach was selected because it was believed to be a simpler etch method

to develop over dry etching. While ICP-RIE dry etching can be operated with lower

power to decrease the etch rate, due to the complexity of achieving the correct balance of

surface passivating and etching gases [297] and bias power, and because the requirements

for the SAW cavity etch aspect ratio and sidewall angle are not demanding for the Gen-2

devices, a wet etch is a simpler and perfectly acceptable approach. The literature for wet

etching of GaAs commonly uses a citric acid/peroxide mixture, which has been shown

to be highly selective to GaAs over AlGaAs [201, 140]. The most important parameters

for these room-temperature, mixed-solution etch experiments are the concentration of

etchants in the solution and the volume ratio of the citric acid to the hydrogen peroxide

base etchant.

The etch was used with a low citric acid/peroxide volume ratio of approximately 0.4:1

of citric acid to peroxide to limit the etch rate. To calibrate an etch time for this etch,

first, process test structures were first fabricated using optical lithography for ease of

testing; samples were then etched for 1, 2 and 5 minutes; the samples were stripped of

photoresist; and the etch depths were measured using AFM as shown in 5.11a. After

determining a ballpark etch rate, a subsequent set of test structures using the same EBL

resist and feature sizes as the Gen-2 SAW-QD cavities were fabricated, then multiple

samples were etched and measured using AFM. The AFM profile results of two such etch

tests are shown in Figure 5.12b and 5.12b, etched for 5 and 20 minutes, respectively. As a

check, samples with both EBL resist and photoresist were immersed in the etch solution

for 5 minutes, and using ellipsometry, the resists did not have any measurable etch rate

in the etch solution.

It was important to use the same resist and feature sizes for the etch tests as for the
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real devices, because the first etch attempts caused significant delamination of the resist

lines, as seen in Figure 5.11b. Adding an adhesion promoter and adjusting the resist bake

parameters did not resolve the issue; instead, what was effective was sputter-depositing

a very thin (≪ 1 nm) layer of titanium before spinning on the resist. Titanium has

been shown to be an effective adhesion layer for very long and thin EBL features [173].

Interestingly, as opposed to works in the literature, the titanium adhesion layer used for

this work was less than one monolayer thick, and did not lead to a noticeable increase in

surface conductivity using an electrical four-point probe measurement. To be cautious

for the SAW-QD devices, an optical lithography step was added to pattern openings in a

photoresist layer to deposit titanium where the GaAs was to be etched; then, the resist

was stripped and the EBL resist was spun for the GaAs etch. Surprisingly, exposure

to wet solvents did not seem to have reduced the effectiveness of the titanium adhesion

layer.

After calibrating the wet etch, three different EBL and GaAs etch runs were performed

to pattern SAW cavities, which could be tested to determine the optimal etch depth for

the SAW resonator quality factor. Unfortunately, the etch showed significant variability

on the sample, with some attempts at etching not showing any appreciable etching over

several minutes, as characterized by AFM before and after the etch. In one of the cases

where no etching occurred, an O2 ashing step for 10 seconds was performed, and a

subsequent etch immediately after ashing showed an enhanced etch rate ≈ 400 % of the

calibrated value. One hypothesis for why the etch may not succeed is that for some reason,

the resist is not completely clearing from the EBL-exposed lines, and there is enough resist

to prevent the etching solution from reaching the GaAs. This effect appeared in an etch

calibration sample with PMMA resist, as well, and the O2 ashing step was integrated

into the process traveler. However, in subsequent etches after the ashing step, the Gen-2

test structure sample etched much faster than in any of the calibration samples. Two

126



Section 5.3 Process for G2 2DM DevicesSection 5.3 Process for G2 2DM DevicesSection 5.3 Process for G2 2DM Devices

attempts using the Gen-2 test structures sample showed ≈ 60 % or more increase in the

etch rate compared to the calibrated rate of 10 nm per minute with the same resist and

feature sizes (Figure 5.11a). The most significant difference between the two samples is

that the Gen-2 process test structures sample is composed of MBE-grown GaAs, whereas

the etch calibration test structures were from full-substrate GaAs wafers grown with the

Czochralski method. It is plausible that the difference in material quality could lead to

noticeable differences in the etch rate. Further study using similar MBE grown samples

will need to be performed to calibrate the etch rate for MBE-grown GaAs samples.

5.3 Process for G2 2DM Devices

Figure 5.13 shows a simplified process flow used for the fabrication of the Gen-2

SAW-2DM devices. Initially, the process used a combination of direct-write optical and

electron-beam lithography, but the direct-write optical lithography tool caused large mis-

alignments ≈ 1 µm between successive device layers, which were not tolerable for this de-

sign. For this reason, the process was moved completely to EBL, which resolved the issue

with an alignment accuracy ≈ 100-200 nm. First, alignment marks were patterned using

EBL in a positive-tone PMMA and PMMA copolymer resist liftoff process, depositing a

Ti (5 nm)/Au (100 nm) layer via electron-beam evaporation deposition. These alignment

marks ensured the correct orientation of the SAW devices with respect to the crystalline

X axis of LiNbO3. The alignment marks were aligned with respect to the wafer flat of

LiNbO3; after liftoff of the alignment marks, the wafer was cleaved into large chips to

reduce the thermal loading on the hot plate used for the LiNbO3 wet etch. Next, a 150

nm SiO2 hard mask was deposited using room-temperature sputter deposition and pat-

terned using EBL in a positive-tone CSAR process and ICP-RIE etching, using a CHF3

precursor and an O2 ash immediately after etching to remove fluorinated resist residue.
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After removing the resist, the LiNbO3 substrate was then etched to form the SAW cavity

mirrors with a wet etch consisting of heated ammonia and hydrogen peroxide. The SiO2

hard mask was then stripped using a buffered HF solution, and a thin film of 20 nm

of NbN was deposited and patterned using EBL in a negative-tone maN resist process

and ICP-RIE etching with the same recipe as for the Gen-1 devices. Finally, contacts

to the IDT devices were patterned using EBL in a positive-tone PMMA and copolymer

liftoff process, depositing a Ti (5 nm)/Au (100 nm) layer via electron-beam evaporation

deposition.

5.3.1 Process Development of LiNbO3 Wet Etch

The SAW cavity corrugations were defined using a mixture of 30 % weight ratio

NH4OH, 30 % weight ratio H2O2, and DI water in a 2:2:1 volume ratio, following the

recipe used in Ref. [333] to realize high-Q photonic structures in thin-film LiNbO3.

This ammonia and peroxide mixture was found to have an extremely high selectivity to

LiNbO3 over the SiO2 hard mask [333]. The solution temperature was found to have a

dramatic effect on the LiNbO3 etch rate, with an increase from ≈ 1 nm/min. at ≈ 83 °C

to > 5 nm/min. at 87 ° C. A temperature probe was inserted into the beaker of solution

and used to regulate the sample temperature with a PI controller integrated within the

hot plate. However, realizing a stable sample temperature proved difficult after inserting

a sample, which often caused the solution to decrease by a few degrees, then to be heated

more aggressively by the hot plate, which sometimes caused the temperature to overshoot

and approach ≈ 86-87 ° C over a timescale of ≈ 5-10 minutes. AFM step measurements

of the etched samples were taken at regular intervals to chart the progress of the etch.

AFM profiles of the etched samples are shown in Figure 5.14 for both 2 GHz and 700

MHz devices on the same chip.
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(a) Etch Rate Calibration (b) Delaminated Resist

(c) Short Etch (d) Long Etch

Figure 5.11: a Rates of initial test structures patterned with optical lithography. b Delamination of

EBL resist with etching for 30 seconds in a citric/peroxide 0.4:1 mixture. c AFM profile of ”short” etch

of 5 minutes. d AFM profile of ”long” etch of 20 minutes.
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(a) Short Etch 1D Profile

(b) Long Etch 1D Profile

Figure 5.12:

a 1D line average of profile in Figure 5.11 c. b Line average of profile in Figure 5.11 d.
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Figure 5.13: Simplified process flow diagram for the Gen-2 2DM-SAW devices.
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(a) 700 MHz

(b) 2 GHz

Figure 5.14: AFM profiles with step fits for the Gen-2 SAW-2DM devices.
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Chapter 6

SAW Resonators Integrated with

Quantum Dots

The following is adapted from Michelle Lienhart, Michael Choquer, Emeline Nysten et al.,

”Heterogeneous integration of superconducting thin films and epitaxial semiconductor

heterostructures with lithium niobate” in J. Phys. D: Appl. Phys. vol. 56, art. no.

365105, 2023.

6.1 Introduction

Lithium niobate (LiNbO3) is a key material in the interconnected fields of nonlin-

ear optics and acoustics due to its strong optical nonlinearity (e.g. χ(2), r33 = 3 ×

10−11 m V−1) and piezoelectricity (e.g. d22 = 21 pC N−1) [305, 332, 61]. LiNbO3’s strong

electro- and acousto-optical effects can be harnessed in quantum integrated photonic cir-

cuits [63, 299]. This unique combination of properties renders LiNbO3 a versatile host

to synergistically combine various nonlinear photonic elements. Despite these advan-

tages, LiNbO3 does not host optical emitters, which are required for many photonics
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applications. To overcome this shortcoming, several approaches are the focus of current

research, including doping with rare earth ions [21, 127], direct growth [228] or transfer

of 2D semiconductors [159, 256, 221], as well as heterogeneous integration of epitaxial

semiconductors [211, 2].

Piezoelectrically generated SAWs are one method for integrating LiNbO3 with op-

tically active quantum emitters, as discussed in Chapter 3. For quantum applications,

SAW devices have to be further improved by mitigating loss channels. These include

Ohmic heating in conducting electrodes of finite electrical conductivity. To alleviate

these losses, SAW devices can be fabricated using superconducting electrode materials.

For example, aluminum (Al) electrodes have been employed in SAW resonators of high

quality factors Q ≈ 105 [175, 180, 6] proving the feasibility of this strategy. However,

superconducting operation of such devices is limited to temperatures below aluminum’s

critical temperature Tc ≈ 1.2 K. Such low temperatures are not strictly necessary for

quantum control schemes of optically active solid-state two-level systems like semicon-

ductor quantum dots (QDs) or defect centers. These QDs exhibit low decoherence already

at moderate temperatures T ≥ 4K, which are accessible with conventional 4He cryostats.

This low decoherence was impressively demonstrated by the implementation of all-optical

coherent control schemes [83, 23]. These experiments are conducted under significantly

relaxed conditions, i.e., higher operation temperatures compared to superconducting Al

quantum systems. Thus, materials with moderately high Tc would mark a significant

advantage for hybrid SAW-QD devices. An additional challenge for integrating single

quantum emitters with hybrid phononic quantum technologies remains the enhancement

of the interaction strength between QDs and SAW phonons [194, 311, 316, 124] and at

the same time mitigating the aforementioned losses due to Ohmic heating by employing

superconducting electrodes. The first has motivated the development of hybrid systems

consisting of strong piezoelectric SAW substrates with heterogeneously integrated III-V
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compound semiconductors [241, 242, 97]. Heterogeneously integrated SAW devices are

an extremely active field of current research, and recently large-scale radio frequency

acoustoelectric devices have been realized [104, 103] This versatile approach is naturally

suited to realize hybrid QD-SAW devices with transferred epitaxially grown QD layers

[230, 211, 212]. For the latter, nitride-based superconductors are a leading material plat-

form in the moderate temperature range because these materials exhibit much higher

critical temperatures compared to Al. For example, niobium nitride (NbN) exhibits its

superconducting transition at Tc ≈ 16 K and is a well established material for supercon-

ducting single-photon detectors (SSPDs) [239, 328, 330, 49, 57]. SSPDs made from NbN

and related compounds have been successfully demonstrated on a variety of substrates,

including the materials used in this work: LiNbO3 [279, 55, 248, 167] and GaAs [87, 67].

NbN and NbTiN single-photon detectors on LiNbO3-on-insulator waveguides have been

demonstrated with system detection efficiencies of 46 % and 27 %, respectively [248, 167].

Here, a scalable two-stage heterointegration process of III-V epitaxial QD heterostruc-

tures and superconducting electrodes on LiNbO3 is developed. In this process, the fabri-

cation technologies for NbN SSPDs, epitaxial lift-off, and bonding of III-V heterostruc-

tures are co-integrated. The full functionality of the fabricated devices is validated by

verifying and quantifying two key performance metrics: (i) the superconducting transi-

tion of the electrodes and (ii) the optomechanical and acoustoelectric control of the QDs

and simultaneous superconducting operation of the SAW electrodes.

6.2 Sample design and fabrication

The two-stage heterointegration process is implemented on 128o Y-rotated LiNbO3,

a common piezoelectric substrate for SAW resonator filters and delay lines with high
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Figure 6.1: Device fabrication – (a) Schematic of the hybrid device. (b) Heteroge-

neous integration process flow: (i) NbN sputter deposition, (ii) optical lithography and

etch, (iii) contact pad metallization lift-off, (iv) transfer of epitaxial III-V semiconductor

heterostructure. (c) Optical microscope image of four devices of different cavity lengths

with In(Ga)As QD heterostructure membranes heterointegrated.

(d) Scanning electron microscope images of the reflectors (left) and the IDT (right).

electromechanical coupling K2 = 5.4 % and phase velocity of c0 = 3978 m s−1 at room

temperature along the X-direction [203]. The prototype device is shown in Figure 6.1

(a). It is a one-port SAW-resonator aligned along the X-direction with NbN supercon-

ducting electrodes and an In(Ga)As QD heterostructure. In essence, two Bragg reflectors

separated by a distance d form a SAW resonator with an effective cavity length Lc. An

interdigital transducer (IDT) is positioned in close proximity to one of the reflectors for

SAW generation. This asymmetric configuration allows for heterointegation of large area

semiconductor films. The electrodes of the Bragg reflectors and the IDT are made from

NbN. The IDT electrodes are contacted by normal conducting pads. This configuration

is adopted from previous work [212] employing normal conducting electrodes which pro-

vides the reference for benchmarking the performance of the advanced design developed

here. The process flow diagram for sample fabrication is schematically shown in Figure
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6.1(b). Steps (i) - (iii) are the first heterointegration stage in which the SAW component

is realized. It follows a top-down route starting with a continuous thin film and, thus,

is fully scalable to the wafer-scale. In step (i) a uniform 20 nm thick film of NbN is de-

posited directly on a 100 mm diameter LiNbO3 substrate using reactive DC magnetron

sputtering. The NbN deposition parameters are as follows: 2 mT chamber pressure, 30

sccm argon and 4 sccm nitrogen gas flows, 250 V DC bias voltage. To generate high-

quality superconducting NbN films with high Tc, an RRR superconducting-grade Nb

sputter target was used[270]. In step (ii) this film is subsequentially patterned using op-

tical lithography and inductively coupled plasma reactive ion etching with CF4 chemistry.

The corresponding ICP etch parameters are the following: 0.4 Pa chamber pressure, 144

sccm CF4 and 9 sccm nitrogen gas flows, 850 W source power, 35 W bias power. The

SAW resonators are finalized in step (iii) when pads composed of Ti (10 nm)/Au (90 nm)

are defined by a lift-off process to contact the NbN electrodes of the IDT. The second het-

erointegration stage is step (iv) during which the semiconductor membrane is transferred

onto the LiNbO3 using epitaxial lift-off and transfer [321, 211]. The heterostructure used

is shown in the right part of Figure 6.1 (a). It is grown by molecular beam epitaxy on a

semi-insulating (001) GaAs substrate starting with a 100 nm thick AlAs sacrificial layer.

The active part of the heterostructure consists of a 250 nm thick GaAs layer with a single

layer of In(Ga)As at its center. This active part is removed from the growth substrate

by selectively etching the AlAs sacrificial layer using hydrofluoric acid (HF) and then

transferred onto the LiNbO3.

In contrast to previous work [211, 212], two types of devices are studied in this

chapter. For the first type, shown in Fig. 6.1 (a), analogous to the previous design

[212], a 50 nm thick palladium (Pd) adhesion layer on top of a 5 nm thick titanium (Ti)

layer defined via a lift-off process creates a strong and rigid metallurgic bond between

LiNbO3 and the semiconductor. This layer also serves to shunt the piezoelectric fields,
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suppressing acoustoelectric charge carrier dynamics. For the second type, no Ti/Pd

is used and consequently the interface between LiNbO3 and the semiconductor is no

longer an equipotential plane. Thus, the piezoelectric potential induced by the SAW

at the LiNbO3 surface extends into the semiconductor[309]. This allows the verification

of piezo-optomechanical coupling comprising dynamic control of the QD energy levels

and electric field driven ultrafast carrier dynamics [254, 145, 267] to regulate the charge

state of the QD [253, 312]. The one-port SAW resonators were designed for a SAW

wavelength λ0 = 10.0µm corresponding to a nominal SAW frequency of f0 ≃ 400 MHz.

These resonators had four different mirror spacings d = {440, 220, 110, 60}× λ0 as shown

in Fig. 6.1(c). The effective cavity length is given by L = d+2×Lp, where d is the above

spacing between the Bragg reflectors and Lp = w/rs is the mirror penetration depth for

of a single Bragg reflector. For the electrode width used, w = λ0/4 = 2.5µm and single-

electrode reflectivity rs ≈ 0.02 [212, 179, 203], this equation yields Lp ≈ 130µm. Figure

6.1 (c) and (d) show optical and scanning electron microscope images of the final devices.

Figure 6.1 (c) shows that Res1QDPd and Res2QDPd contain QD membranes attached

via a Pd adhesion layer, whereas the Pd layer is absent for Res3QD and Res4QD. Table

6.1 gives an overview of the different resonator designs (nominal SAW frequency f0,

nominal SAW wavelength λ0, mirror spacing d, QD membrane, and Pd adhesion layer).

Figure 6.1 (d) shows high resolution images of the Bragg reflector (left) and the IDT

(right) demonstrating successful pattern transfer into the NbN.

6.3 Characterization Techniques

After completing the two-step heterointegration process, the sample was affixed to a

custom made sample mount and wire bonded to a PCB. All measurements were performed

with the sample placed inside a variable temperature closed-cycle optical cryostat with
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radio frequency (RF) signal lines. A vector network analyzer (VNA) was employed for

RF analysis, determining the S11 scattering parameter under various RF power levels

(Prf). To study the piezo-optomechanical response of individual QDs, a blend of time-

integrated and time-resolved photoluminescence (PL) spectroscopy was used [308]. A RF

signal generator provided excitation of the SAW resonator via the IDT. An oscilloscope,

synced to the timing of the excitation laser and connected via a directional bridge to

the device under test (DUT), was used to maintain consistency between optical and RF

electrical data [212].

All of the optical excitation used a continuous wave diode laser at λ = 833nm,

focused by a microscope objective (NA = 0.81) with a moderate optical pumping density

(Poptical = 191Wcm−2), which ensured that there was a preferential excitation of single

excitons and a negligible amount of biexciton emission. The QD emission was collected

by the same microscope objective as for excitation, then spatially dispersed using a 0.7

m grating monochromator. Optical detection involved cooled CCD detectors for time-

integrated multi-channel analysis and a single photon avalanche diode (SPAD) for single-

channel time-resolved detection with a timing resolution < 50 ps, synchronized with the

electrical signal applied to the IDT [144].

6.4 Electrical Characterization

First, the electrical functionality of the fabricated device is verified within the super-

conducting phase of NbN and determine the permissible ranges of the key operational

parameters: sample temperature (T) and the RF electrical power (Prf) applied to the

IDT. Figure 6.2 presents a comprehensive dataset and its analysis for resonator Res0

prior to transferring the QD heterostructure. The nominal design frequency was f0 =

300 MHz, accompanied by a designated mirror distance of d1 = 340 λ0 = 4522µm,
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Figure 6.2: Electrical Characterization – Microwave S11 parameter electromechanical

characterization of the device Res0.

where λ0 = 13.3µm. A relatively low RF power of PRF = −20 dBm is applied to the

device, and the S11 scattering parameter is recorded across various applied electrical

frequencies at different sample temperatures within the cryostat. These findings are

graphically depicted in 6.2 (a), with the temperature increasing from the lower to up-

per spectra. The spectrum recorded at the baseline temperature of T = 3.7 K exhibits

distinctly resolved minima in the reflected RF power at the resonance frequencies of the

cavity modes (indicated by vertical dashed lines). The determined free spectral range

(FSR) is FSR = (410 ± 40) kHz, which is equivalent to an effective resonator length of

Lc = (4866±568)µm,in good agreement with the nominal lithographically defined cavity

length of d = 4522µm. The measured S11 can be fitted using

S11(f) =
(Qe,n −Qi,n)/Qe,n + 2iQi,n(f − fn)/f

(Qe,n +Qi,n)/Qe,n + 2iQi,n(f − fn)/f
(6.1)
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Device name Res0 Res1QDPd Res2QDPd Res2QD Res3QD Res4QD

f0 (MHz) 300 400 400 400 400 400

λ0 (µm) 13.3 10.0 10.0 10.0 10.0 10.0

d (λ0) 340 440 220 220 110 60

d (µm) 4522 4400 2200 2200 1100 600

QD membrane no yes yes yes yes yes

Pd layer no yes yes no no no

Table 6.1: Overview of the different resonator designs, where f0 nominal SAW frequency,

λ0 is the SAW wavelength as defined lithographically, d is the mirror spacing defined

lithographically, and the bottom two rows indicate the presence or absence of a QD

membrane and a Pd adhesion layer.

with Qi,n and Qe,n being the internal and external Q factors of mode n at frequency fn

[179]. At the base temperature of the cryostat, the obtained values range from 7000 ≤

Qi,n ≤ 17000, indicating a threefold enhancement compared to identical resonator devices

equipped with normal conducting Ti/Al electrodes [212].

As T increases, the transition from superconductivity to normal conductivity is ob-

served to occur at Tc = 6.7 K (purple spectrum). For temperatures above Tc, there is a

characteristic change of the spectrum with the emergence of peaks (instead of dips) that

are shifted in frequency compared to the modes in the superconducting state (dashed

lines). This behavior is expected for loss-dominated resonators, which is the case for

NbN thin films above Tc. Its conductivity is at least one order of magnitude lower than

commonly used normal conducting metals like aluminum [89, 303, 203]. In Figure 6.2 (b)

analogous S11 spectra with the temperature held constant are shown at T = 3.7 K and

the electrical power applied to the IDT increasing from the bottom to the top. As PRF
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increases from PRF = −20 dBm, there is a clear change of the spectrum at PRF = +2 dBm

(purple). This change is markedly different to the abrupt change in Figure 6.2 (a) be-

tween Tc = 6.7 K and T = 7 K. Here, the dips at the resonator mode frequencies broaden

continuously and evolve in a spectrum similar to the normal conducting state at the

highest power level PRF = +6 dBm. This continuous broadening cannot be explained by

a change of the global sample temperature, but instead indicates a local breakdown of

superconductivity in a subset of the electrodes. Since the cavity mode frequencies (verti-

cal grey lines) remain constant, this implies that superconductivity is initially preserved

in the Bragg mirrors’ electrodes. Breakdown occurs locally in the IDT electrodes, where

the driving RF electrical signals drives a current. The corresponding local increase of the

current density above the critical value breaks superconductivity. This occurs first at the

cavity resonance where the highest current densities are reached. With increasing PRF,

the critical current density is reached off-resonance giving rise to the observed apparent

broadening. At the highest PRF, superconductivity breaks down over the entire range

of frequencies. Ohmic heating in this normal conducting state raises the global sample

temperature above Tc, retaining a spectrum similar to that observed in Figure 6.2 (a).

To further corroborate this interpretation, the observed Tc as a function of PRF is

analyzed, plotted in Figure 6.2 (a). These data show that an increase of PRF leads to

a decrease of the measured Tc. At this point, it is important to keep in mind that an

increase of PRF corresponds to an increase of the current density. Thus the data in

6.2 (a) corresponds to an effective phase boundary of a superconductor in the current-

temperature parameter space. Finally, Qi,n is analyzed as a function of T obtained

from a best fit of Equation 7.1 to the data in Figure 6.2 (a). The obtained values for

modes n = 1, 2, . . . 6 are plotted for temperatures 3.7 ≤ T ≤ 7 K in Figure 6.2 (d).

The data clearly show that high Qi,n is in fact preserved for all modes up to Tc when

superconductivity breaks down. To summarize, the performed electrical characterization
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proves superconducting operation with high internal Qi,n > 17000. The derived effective

phase boundary defines the parameter space for the operation of the studied device. For

all experiments shown in the remainder of this article, the effective phase boundary was

first pinpointed to ensure superconducting operation in the optical experiments.

6.5 Piezo-optomechanical characterization

In the second phase of the heterointegrated device characterization, the

piezo-optomechanical interaction is investigated between the SAW resonator and the QDs

in the heterointegrated device. The optomechanical coupling between single QDs and

phononic modes is probed by measuring the optical emission as a function of the applied

RF parameters. In all these experiments, the electrodes are in the superconducting

state. Thus the combined superconducting operation and SAW control of single QDs

is validated. In the following, the design frequency of the investigated devices is f0 ≈

400 MHz. In Sections 6.5.1 and 6.5.2, the resonator Res2QDPd resonator is used with

the QD heterostructure transferred onto a Pd adhesion layer in its center. The Pd shunts

the electric field induced by the SAW [230, 211]. Accordingly, Stark-effect modulation,

which becomes dominant at high SAW amplitudes [309] and acoustoelectric charge state

regulation [298, 253] are effectively suppressed and can be neglected in the following.

In Section 6.5.3 a Res2QD resonator is used where a QD heterostructure is directly

transferred onto the LiNbO3 without a Pd adhesion layer. In this case, the piezoelectic

fields can induce spatio-temporal carrier dynamics and thus regulate the charge state of

the QD.
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Figure 6.3: Piezo-optomechanical characterization – (a) Schematic of dynamic mod-

ulation of Lorentzian emission line giving rise to the time-integrated spectrum given by

(6.2). (b) Emission line of a single QD (data points) without a SAW applied (green)

and with a SAW applied (purple) with best fits of Equation 6.2 (solid lines). (c) and

(d) PL spectrum (i), extracted ∆E (ii) and reflected electrical RF power (iii) recorded

from QD 1 and QD 2, respectively. (e) Schematic of site-selective coupling of QD 1 and

QD 2. (f) ∆E for different phononic modes as function of PRF of QD 1 (top) and QD 2

(bottom).

6.5.1 Time-integrated optomechanical characterization

The optomechanical response of a single QD is first measured by time and phase

averaged PL spectroscopy. As schematically shown in Figure 6.3 (a), the detected line

shape is a time-average of the sinusoidally modulated Lorentzian QD emission line [309,

310] given by
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I(E) = I0 + fRF · 2A

π
·
∫ 1

fRF

0

ω

4(E − (E0 + ∆E · sin(2πfRF · t)))2 + ω2
dt . (6.2)

In this expression, I0 denotes a time-independent intensity offset, E0 the center en-

ergy, A the amplitude, ω the width of the Lorentzian emission peak, and ∆E the op-

tomechanical modulation amplitude. Figure 6.3(a) schematically shows the sinusoidal

modulation of the Lorentzian emission line of a single QD (gray) and the resulting time-

integrated emission spectrum (green) with its optomechanical tuning amplitude labeled

as 2∆E. Figure 6.3(b) shows the measured time-integrated emission spectra of a ex-

emplary QD (data points) and a best fit of Equation 6.2 (solid line). Without a SAW

applied (green), the expected Lorentzian line is faithfully detected. When strained by a

SAW (PRF = 3 dBm, fRF = 399.62 MHz, purple), the characteristic lineshape given by

Equation 6.2 is observed.

Next, the optomechanical coupling of QDs to the SAW resonator modes is confirmed.

By applying PRF = 5 dBm to the IDT, a continuous-wave SAW field is generated within

the resonator which is modulating the emission of the QDs, in which the resonator was

verified to be in the superconducting state. Then, fRF is scanned from 397 to 402 MHz.

Two QDs are selected, QD 1 and QD 2, which are separated by ≈ 1.5×λ0 along the axis

of the resonator. The results of the performed characterization experiments are shown

for QD 1 and QD 2 in Figure 6.3(c) and (d), respectively. The upper panels (i) show the

time-integrated PL intensity as a function of electrical fRF (horizontal axes) applied to the

IDT and photon energy (vertical axes). The lower panels (iii) show the simultaneously

recorded reflected RF power to identify the involved SAW modes fn of mode index (n) of

the hybrid SAW resonator. These are labelled and marked by the vertical dashed lines.

The center panels (ii) show ∆E(fRF) of the two QDs extracted from the experimental

data by fitting Equation 6.2. These data clearly prove the anticipated site and frequency

145



Section 6.5 Piezo-optomechanical characterizationSection 6.5 Piezo-optomechanical characterizationSection 6.5 Piezo-optomechanical characterization

selective coupling of the embedded QDs and the phononic modes. QD 1 in Figure 6.3 (c)

shows strong optomechanical response ∆E and, thus, strong optomechanical coupling

when fRF is in resonance with an even index mode n = 2, 4. Conversely, this coupling

is suppressed for odd index models n = 1, 3, 5. The optomechanical coupling is inverted

for QD 2 in Figure 6.3 (d), which exhibits strong and weak coupling for n = 1, 3, 5 and

n = 2, 4, respectively. These observations are in agreement with the QD 1 being at the

antinodes of the n = 2, 4 modes and QD 2 being at those of the n = 1, 3, 5 modes as

shown schematically in Figure 6.3 (e) [212].

In a third step, the dependence of the optomechanical modulation ∆E on the applied

RF power is studied. The applied power, PRF is increased from PRF = −9 dBm in steps

of 2 dB to +9 dBm and record the resulting ∆E of QD 1 and QD 2. In this range of PRF,

the device is in the superconducting state, which was confirmed by the simultaneously

measured electrical power reflected from the device. This measured range is 3 dB larger

than that of the 300 MHz device shown in 6.2. The extracted ∆E of QD 1 and QD 2 are

plotted as a function of PRF in the upper and lower panel of Figure 6.3(f), respectively.

These data are presented for all modes to which the respective QDs couple. Moreover,

the data is plotted in double-logarithmic representation to identify the power law depen-

dence ∆E ∝ Pm
RF and the underlying coupling mechanism. QD 1 exhibits a power law

dependence with an average slope mQD1 = 0.57±0.01 and QD 2 with mQD2 = 0.55±0.01.

The amplitude of the SAW, uz ∝
√
PRF, and ∆E ∝ uz. Hence, a slope of m ∼ 0.5 is a

characteristic fingerprint for deformation potential coupling being the dominant mecha-

nism [308]. It is noted that the small increase compared to the ideal value of m = 0.5 may

arise from a weak nonlinearity as observed for similar hybrid devices with normal con-

ducting electrodes [212]. Moreover, the extracted slope excludes Stark effect modulation

for which m = 1 is expected [309].
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Figure 6.4: Time-resolved dynamic modulation – (a) Time integrated PL spectrum

of QD 3 and reflected RF power. The inset shows the position of QD with respect to the

n = 2 and n = 3 modes. (b) Time-dependent PL spectra (top) for three selected fRF

marked in (a) and extracted spectral modulations (bottom).

6.5.2 Time-resolved optomechanical characterization

Next, time-correlated single-photon counting is performed to resolve the SAW-driven

dynamics of QD 3 directly in the time domain. This type of characterization allows
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direct observation of the temporal shift of the QD emission line, which was not addressed

in the previous work on hybrid QD-SAW resontors with normal conducting electrodes

[212]. In the following, PRF = 3 dBm is fixed. Before conducting these time-resolved

measurements, the time-integrated emission of QD 3 is studied as in the previous section

to determine the position of the selected QD in the SAW cavity field. Figure 6.4(a)

shows the time-integrated emission spectrum of QD 3 (top panel) and the simultaneously

measured reflected RF power (bottom panel) as a function of fRF. From these data, it is

concluded that QD 3 couples strongly to odd modes and only weakly to even modes. The

derived relative position of QD 3 within the SAW cavity field is shown schematically as

an inset of Figure 6.4(a). In addition and in agreement with the data shown in Figure 6.3

and [212], a pronounced optical response can be found in the frequency range between

the n = 2 and n = 3 modes. The time-resolved analysis of the dynamically strained

QD 3 is performed for three characteristic frequencies fRF marked by different colored

lines in Figure 6.4 (a). f1 = 398.46 MHz corresponds to the resonance of mode n = 1.

f23 = 399.66 MHz and f34 = 400.57 MHz are chosen in between the n = 2/n = 3 and n =

3/n = 4 modes, respectively. At these frequencies, QD 3 shows strong (f23) and weak (f34)

modulations. The top panels of Figure 6.4 (b) present plots of the temporal modulation of

the QD emission line at the three selected frequencies in false color representation. In all

three cases, a clear sinusoidal modulation is observed in the time domain. Furthermore,

the period of these modulations correspond to that set by the applied RF. The bottom

panels of Figure 6.4 (b) show the peak positions (black) as a function of time extracted

from these data by best fits of a Lorentzian line for each time stamp. By fitting the

obtained data with a sine function (solid orange, blue, and purple lines) the modulation

frequencies of QD 3 are extracted to be fQD,1 = 398.45 ± 2.77 MHz, fQD,23 = 399.66 ±

2.75 MHz, and fQD,34 = 400.45 ± 1.27 MHz. These values agree well with the electrical

RF. Thus, these data prove that in this sample the QD is predominantly modulated at
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Figure 6.5: Acoustoelectric charge state regulation – (a) PL spectra as function of

fRF at PRF = −7 dBm (top) and PRF = +1 dBm (center) showing the emission of QD 4

and QD 5 and simultaneously measured reflected RF power (bottom). (b) Schematic

SAW-induced bandstructure modulation in the device and the resulting acoustoelectric

electron (purple) and hole (green) dynamics for one full acoustic cycle. Dashed lines

mark the position of QD 4 when even and odd index modes are excited.

the SAW excitation frequency, regardless of its location in the phononic mode spectrum.

These findings furthermore clearly indicate that no dominant wave mixing processes

occur in the SAW resonator and that the dominant coupling mechanism is deformation

potential coupling.

6.5.3 Acoustoelectric charge state control

Finally, acoustoelectric control of the charge states of single QDs is demonstrated on

this hybrid platform. To this end, resonator Res2QD is studied with a nominal SAW

frequency of f0 = 400 MHz with a mirror spacing d = 220 λ0 and a QD heterostructure

directly transferred onto the LiNbO3 without a Pd adhesion layer. Again, the design
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frequency is f0 = 400 MHz as confirmed by the SAW mode spectrum plotted in the lower

panel of Figure 6.5 (a). The upper panel of Figure 6.5 (a) shows the emission spectrum

of two QDs, QD 4 and QD 5 (plotted in false-color representation as a function fRF).

These data are recorded at relatively low RF power of PRF = −7 dBm at which strain

coupling is dominant [309, 312]. Thus, both emission lines QD 4 at E = 1266.66 meV

and QD 5 at E5 = 1266.17 meV show the expected broadening when fRF is tuned into

resonance with modes of odd (n = 1, 3, 5) index, while no significant coupling is observed

for modes of even index (n = 2, 4). Thus, it is concluded that both QDs are at the

antinodes (nodes) of the strain field of odd (even) index modes. This observation proves

mode-selective strain coupling of the QD to the SAW even with a relatively weak van

der Waals bond between the semiconductor and LiNbO3 substrate, compared to the rigid

metalurgical bond for the devices with the Pd adhesion layer. Next, the RF power is

increased to PRF = +1 dBm and plot the recorded emission spectra in the same range

of photon energies and fRF in false-color representation in the center panel of Figure 6.5

(a). These data exhibit a completely different behaviour than those of samples with a

Pd adhesion layer [cf. Figures 6.3 and 6.4, and references [211, 212]] arising from the

combination of strain tuning and acoustoelectrically driven carrier dynamics by the SAW.

In this device without the Pd adhesion layer, no highly-conductive metal shortens the

piezoelectric fields induced by the SAW on the LiNbO3-GaAs interface. Thus, the electric

field extends into the semiconductor. This field efficiently ionizes the photogenerated

excitons and induces spatio-temporal charge carrier dynamics (STCDs) [88, 254, 145].

The induced dynamics regulate the charge state of the QDs on timescales of the SAW

and lead to correlated suppression and emergence of different emission lines [298, 253].

In contrast to other previous work, these dynamics are observed within a SAW resonator,

and no freely propagating SAWs were employed.

In the following analysis, the emission from QD 4 is analyzed, for which different
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emission lines can be clearly identified. In order to understand the experimental findings,

it must be kept in mind that the analyzed device is a SAW resonator, in contrast to

devices with propagating SAWs studied previously in the literature. In this resonator,

the nodes of the phononic modes’ standing wave pattern are stationary. To understand

the experimental findings, the time-dependent strain and electric field at the position

of QD 4 for a given mode index n is studied. As shown above, QD 4 is located at the

antinodes of odd index (n = 1, 3, 5) modes and at nodes of of even index (n = 2, 4) modes.

For X-propagating SAWs on 128o Y-rotated LiNbO3, the volume dilatation inducing the

optomechanical modulation and the electric potential are in phase and simultaneously

tune the emission line and regulate the occupancy state. Figure 6.5 (b) schematically

depicts the dynamic evolution of the bandstructure modulation at four distinct times

during the acoustic cycle. At t = 0, the amplitude of piezoelectric potential of the SAW

is maximum. Thus, the corresponding sinusoidal modulation is superimposed giving

rise to the well established type-II band-edge modulation [237]. At t = TSAW/2, the

situation is reversed and positions of maxima and minima are exchanged. At t = TSAW/4

and t = 3TSAW/4, destructive interference of the SAW fields occurs and leads to an

unperturbed flat bandstructure. In these schematics, the vertical dashed lines indicate

the position of QD 4 in this bandstructure when odd index (n = 1, 3, 5) modes or even

index (n = 2, 4) modes are excited.

For n = 2, 4, QD 4 is at the node of the electric potential modulation. Thus, the

resulting gradient and hence amplitude of its electric field is maximum. This leads to

an efficient dissociation of excitons and pronounced STCDs as shown in the schematics

of Figure 6.5 (b). In the experimental data, a strong suppression of the emission line is

observed for the weakly modulated case at E = 1266.66 meV and a new emission line at

E = 1266.28 meV. This switching is a characteristic fingerprint of acoustically regulated

carrier injection driven by STCDs. For n = 1, 3, 5, QD 4 is at the antinode of the electric
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potential modulation. Thus, the gradient and electric field vanishes and the STCDs are

dominated by redistribution processes of electrons and holes from their unstable points

(and position of the QD) to regions of maximum electric field. These processes are

indicated in the schematics of Fig. 6.5 (b) and are slow compared to field-driven drift.

This leads to marked changes in the carrier injection dynamics into QD 4 which favors

the preferential generation of different occupancy states and resulting emission lines for

different n. For n = 1, the occupancy state corresponding to the E = 1266.66 meV

line is preferentially generated, while for n = 3, that of the E = 1266.28 meV line.

For n = 5, both lines are almost completely suppressed which points towards efficient

carrier depletion at the position of the QD 4. When tuning fRF, a characteristic and

reproducible switching pattern is observed. This observation unambiguously proves that

the direct coupling of QD heterostructure to the LiNbO3 substrate leads to pronounced

STCDs and charge state regulation which can be efficiently suppressed by a thin metallic

layer shunting the electric fields. Note that detailed modelling at the level possible for

propagating SAWs [253, 312] is not possible for the devices studied here. As shown for

the piezo-optomechanical response the complex mode pattern of the resonator comprises

contributions of propagating and stationary waves. The observed switching hampers

the faithful disentanglement of these contributions, which would be required to perform

numerical simulations of the STCDs.

6.6 Conclusion

In summary, a two-step heterointegration process of a hybrid SAW-resonator device

comprising superconducting electrodes and an epitaxial semiconductor heterostructure

on a LiNbO3 substrate is developed and implemented. This fabrication process can be re-

produced at the wafer-scale by building on recent breakthroughs in this field. Firstly, the
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transfer of millimeter-sized and few 100 nm-thick semiconductor heterostructure mem-

branes can be realized at the wafer-scale through wafer bonding techniques [104, 103, 48].

Secondly, superconducting thin films are sputter-deposited and patterned in a subtractive

process, which is in principle also directly scalable. The functionality of the fabricated

devices was validated by characterizing the parameter space for superconducting opera-

tion of the SAW component. In these first experiments, the superconducting to normal

conducting transition of the NbN electrodes was monitored as a function of temperature

and applied electrical RF power. The achieved internal quality factor Qi ≈ 17000 marks

a three-fold improvement to previously studied similar devices using normal conducting

electrodes [212]. After transfer of the III-V semiconductor, the combined superconducting

operation of the SAW device and piezo-optomechancial control of the embedded QDs was

verified. In a series of experiments, mode-selective coupling of the QDs, time-modulation

of the QD emission line, and acoustically regulated carrier injection are verified. The lat-

ter observation provides direct evidence of spectral tuning of the QD by dynamic strain

and simultaneous acoustoelectric regulation of the QD’s occupancy state for the first

time in a SAW resonator.

This two-step heterointegration opens directions for advanced piezo-optomechanical

quantum devices. First, the superconducting SAW resonators are fabricated with the

same processes used for NbN single-photon detectors [167], enabling future SAW devices

to be integrated with superconducting single-photon detectors during a single fabrica-

tion step. Second, the performance of these resonators can be deliberately enhanced to

small mode volume (V ≈ λ3), higher Q-factor, and high frequency (> 1 GHz) operation

[262]. These devices then harness the large K2 of LiNbO3 and strong optomechanical

coupling of III-V semiconductor QDs [194, 311, 316]. These may ultimately enable co-

herent optomechanical control in the sideband regime [124, 106]. Third, the process can

be extended to additional heterointegration steps for example adding defect quantum
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emitters providing spin qubits serving as quantum memories [177, 95, 275, 208].
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Chapter 7

Surface Acoustic Wave Cavity

Optomechanics with Atomically

Thin h-BN and WSe2 Single-Photon

Emitters

The following has been adapted from Sahil D. Patel, Kamyar Parto, Michael Choquer

et al., “Surface Acoustic Wave Cavity Optomechanics with Atomically Thin h-BN and

WSe2 Single-Photon Emitters,” PRX Quantum, vol. 5, no. 1, p. 010330, Feb. 2024.

7.1 Introduction

The recent discovery of single-photon emitters (SPE)s in 2D materials [15, 137], such

as WSe2 [269, 110, 44, 148, 285] and hexagonal boron nitride [288, 131], provides an

opportunity to further enhance the coupling to SAWs while simplifying the device and

fabrication complexity. 2D SPEs, which originate from crystalline defects in the host
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material, exhibit high optical extraction efficiency and brightness with detection rates up

to 25 MHz [100, 170, 331], indistinguishable [82] and near transform-limited linewidths

[65], high single-photon purity, unique spin-valley phenomena [249, 78, 272], high working

temperatures [288, 171, 220], and site selective engineering [34, 217, 81, 219]. The layered

structure of 2D materials arising from van der Waals forces ensures that the defects are

two-dimensional and are able to function at surfaces, devoid from any surface states,

allowing for strong proximity interaction with their surrounding environment.

This strong proximity interaction, in addition to the site specific fabrication and

relaxed lattice-matching requirements, make 2D SPEs an ideal two-level system to be

integrated with optomechanical resonators. Proximity effects allow for efficient defor-

mation potential coupling, as illustrated in Fig. 7.3(a) and 7.3(b), while the ability to

deterministically transfer 2D monolayers onto nearly any surface allows for nanoscale

precision in positioning of a single SPE within optomechanical resonators [219]. Indeed,

modulation of few-layer hBN SPEs with propagating SAWs has resulted in large deforma-

tion potential coupling [159]; however, to date, integration of 2D SPEs with high-quality

SAW resonators, a critical step for exploring the potential of 2D materials for quantum

optomechanics, has not yet been explored.

In this work, the resonance frequency of SPEs in monolayer WSe2 and multi-layer

hBN integrated with a LiNbO3 SAW resonator driven by superconducting electronics are

parametrically modulated, and a study is performed of the coupling mechanisms, strain

susceptibility, and potential for acoustic quantum-regime operation. This work demon-

strates cavity phonon-SPE coupling with deformation potential coupling of at least 35

meV/% for WSe2 and 12.5 meV/% for hBN, which is larger than or comparable to

alternative SPE host materials [52]. The dynamics of the SPE-SAW cavity system are

measured through time-resolved, stroboscopic, and steady-state photoluminescence spec-

troscopy. By sweeping the SAW frequency and the cavity phonon occupation, exquisite
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control is demonstrated over the local strain environment. It is shown that when driven

on resonance, the SAW modulates and mixes the emission from exciton fine-structure

transitions that have been attributed to anisotropic exchange [110] and intervalley sym-

metry breaking in the presence of defects [165], providing a dynamical on-chip control

knob for mixing of the WSe2 SPE doublets. These results establish a new experimental

platform that combines cavity optomechanics with 2D material quantum optics, paving

the way for efficient and high-speed manipulation of 2D quantum emitters for single-

photon switching, tuning and stabilization, and entangled photon-pair generation.

7.2 Sample Fabrication and Characterization

7.2.1 Sample Fabrication

One-port SAW resonators were fabricated on bulk LiNbO3 using a combination of

NbN sputtering and optical lithography to define superconducting Bragg reflectors and

interdigital transducers (IDTs), as detailed in Chapter 5 Section 5.1. The particular

device used in this work, Res1WSe has parameters detailed in 4.3. After SAW de-

vice fabrication, monolayer WSe2 and plasma annealed hBN flakes [137] were identified

using mechanical exfoliation and high-contrast optical imaging. Monolayers were then

integrated within the SAW resonator using an all-dry transfer method [41]. After the

device fabrication was completed, the samples were attached to an OFHC copper mount

that holds both the sample and PCB, and the devices were wire-bonded prior to the

experiments.
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Figure 7.1: Resonance quality factor fits. (a) Cavity reflection spectrum magnitude,

|S11|, showing modes centered around 300 MHz. Vertical dashed lines and gradient areas

represent the Bragg mirror band edges. Fits to each |S11| mode is denoted in a dashed

red line. (b) Corresponding phase data for the cavity reflection spectrum is shown. The

corresponding phase fit to each |S11| mode fit are denoted by dashed red lines. Data also

reproduced in Figure 4.2d

7.2.2 Sample Electromechanical Characterization

The microwave S11 scattering parameter was measured at 4.4 K to ascertain the

intrinsic quality factor, Qi, and external quality factor, Qe, of the SAW resonator. The

output from a vector network analyzer (VNA) was sent to the single port of the SAW

resonator IDT. The reflected signal from the resonator was sent back to the VNA, and

the magnitude and phase of S11 were measured as a function of RF frequency at 4.4

K. Figs. 7.1(a) and 7.1(b) show representative results from this measurement. Dips in

the |S11| spectrum within the bandwidth of the SAW resonator mirrors (∼ 298 − 304
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fSAW [MHz] 298.425 299.425 300.975 303.561

Qi 1,300 3,000 1,600 1,700

Qe 5,900 800 2,300 6,000

Table 7.1: Intrinsic (Qi) and external (Qe) quality factors for each of the SAW resonator

modes.

MHz) are indicative of the different SAW resonator modes. By simultaneously fitting

the magnitude and phase at each resonance frequency to Eqn. 7.1, both Qi and Qe are

extracted for each resonance. These fits to both the magnitude and phase of S11 are

shown in Table 7.1 and reveal that the cavity is in the undercoupled regime with an

average intrinsic quality factor of 1900 and extrinsic quality factor of 3700 after the flake

transfer, which are similar to loaded quality factors of SAWs integrated with III-V QDs

[212]. Electromechanical measurements of the S11 parameter for the cavity alone yield

internal quality factors on the order of 12,000 and external quality factors of 7,000, which

are limited by the loss due to the mirrors.

S11(f) =
(Qe,n −Qi,n)/Qe,n + 2iQi,n(f − fn)/f

(Qe,n +Qi,n)/Qe,n + 2iQi,n(f − fn)/f
(7.1)

7.2.3 Sample Photoluminescence Spectroscopy Setup

A schematic of the steady-state PL spectroscopy used in the below experiments is

illustrated in Fig. 7.2(a). A 532 nm continuous-wave laser source was used for both

the steady-state and stroboscopic photoluminescence (PL) measurements. A dichroic

mirror at 540 nm is used to separate the optical excitation and collection paths. An

additional 600 nm long-pass optical filter is used to further extinguish the excitation

laser in the collection path. An infinity-corrected 0.55 NA objective with 13 mm working
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Figure 7.2: PL spectroscopy setup (a) The steady-state PL setup is shown. Com-

ponents illustrate capability for imaging on the CCD and second-order auto-correlation

measurements. (b) The PL setup for time-resolved spectroscopy, mainly stroboscopic

measurement, is illustrated.

distance is used for spectroscopy. Samples were placed on a customized radio-frequency

(RF) PCB sample carrier for microwave connection and were cooled to 4.4 K inside a

Montana S200 cryostation. Optical spectra were acquired using a Princeton instruments

HRS-500 with 300/1200/1800 groove/mm gratings and a thermo-electrically cooled Pixis

silicon CCD. Second-order autocorrelation measurements with continuous-wave optical

excitation were performed by utilizing the spectrometer as a monochromator to filter the

emission from individual emitters. The optical signals were then collected in a multimode

fiber beamsplitter connected to two single-photon avalanche detectors (Excelitas SCPM-

AQRH-13-FC). Swabian time-tagging electronics were used for photon counting.

Time-resolved photoluminescence measurements were performed using a 660 nm, 80
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MHz repetition rate pulsed laser source and single-photon counting. For stroboscopic

measurements, the internal oscillator of the RF signal generator for driving the SAW IDT

was connected to an external clock generator for synchronization between the SAW and

detected photons. The external clock provided a pulsed signal with fRF/30 to the start

channel of the photon counting module. The emitter photoluminescence detected after

the monochromator with the single-photon detector was connected to the stop channel,

and a histogram of start-stop times was constructed as the spectrometer grating was

scanned across the modulated SPE resonances. A schematic of the time-resolved PL

spectroscopy is illustrated in Fig. 7.2(b).

7.3 Cavity optomechanics with WSe2 & hBN SPEs

WSe2 and hBN SPEs are identified using steady-state photoluminescence (PL) spec-

troscopy. SPEs in WSe2 and hBN appear as spatially localized and spectrally sharp peaks

in the PL spectra, as illustrated by the narrow filled peaks in Fig. 7.3(c) and 7.3(e). The

lineshapes are instrument-response limited with a resolution of ∼ 200 µeV. Emission of

single photons is verified by the anti-bunching dip at zero time delay in the second-order

autocorrelation function shown in Figs. 7.3(c) and 7.3(f) for WSe2 and hBN, respectively

as detailed above in Section 7.2.3.

After identifying the SPE and SAW cavity resonances, the SAW drive frequency ap-

plied to the IDT for each device was fixed at the location of each cavity resonance, and

the PL measurement was repeated. When driving the SAW on resonance, a standing

surface acoustic wave is formed inside of the cavity. Depending on the position of the

SPE relative to the node and anti-node of the standing wave, the SPE experiences dy-

namic compressive and tensile strain from the SAW (Fig. 7.3(a)). Through deformation

potential coupling, the strain modulates the local bandgap of the material, resulting in a
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Figure 7.3: LiNbO3 SAW integration with 2D based single photon emitters. (a) Schematic illustration

of a 2D material hosting a single-photon emitter modulated in a surface acoustic wave cavity. The sketch denotes the

modulation of the ground and excited state of the emitter over time. The out-of-plane strain vector is indicated by the

arrows on the surface of the substrate. (b) Franck-Condon representation of the interaction between cavity phonons and

the emitter. Both ground and excited state are coupled to phonon modes with energies significantly lower than the optical

transition energy. (c) Representative photoluminescence (PL) spectra of SPEs in the WSe2 monolayer measured at 4.4

K when driven on and off resonance with a resonator cavity mode at 303.6 MHz. (d) The second-order auto-correlation

function of a WSe2 emitter demonstrating photon anti-bunching.(e) Representative PL spectra of an SPE in hBN measured

at 4.4 K when driven on and off resonance with a resonator cavity mode at 398 MHz. (f) The second-order auto-correlation

function demonstrating photon anti-bunching for a thermally activated hBN SPE.

temporally varying energy shift of the SPE at the frequency of the SAW mode. Within

the Franck-Condon framework, as illustrated in Fig. 7.3(b), both the ground state and

the excited state of the emitters interact with the phonon vibrational modes with an

intensity determined by Huang-Rhys factor. A surface acoustic wave cavity mode can

be treated similar to a bulk phonon in this description. On resonance, the cavity mode

interacts strongly with the ground and excited state of the emitter and imprints its sig-

nature on the photoluminescence spectrum. In the side-band resolved regime where the

frequency of the resonant cavity phonon is larger than the linewidth of the emitter (typ-
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ically in the gigahertz range), the PL spectra would consists of a series of replicas of the

zero-phonon line (ZPL) spaced by the frequency of the resonance cavity phonon mode.

In the present study, the opposite case is true, where the linewidth of the emitter is

larger than the cavity phonon frequency. This slow modulation timescale compared to

the emission merges the phonon replicas, which appear as a double-peak structure. The

PL signals are fit to a Lorentzian function modulated by a sinusoidal interaction in the

time domain given by:

I(E) = I0 + fRF
2A

π

∫ 1/fRF

0

ω

4(E − (E0 + ξ))2 + ω2
dt (7.2)

Where I0 is an offset, A is the amplitude, E0 is the center energy, ω is the width of the

Lorentzian emission peak, ξ is ∆E sin(2πfRF t), and ∆E is the optomechanical modula-

tion amplitude of the SPE, which can be extracted. PL signals shown in Fig. 7.3(c) and

7.3(e) show data fitted to Eqn. 7.2. The ∆E versus PRF scaling shown in Fig. 7.6 is

obtained similarly.

Fig. 7.3(c) and Fig. 7.3(e) show representative modulated spectra from a WSe2

and hBN emitters when the SAW cavity is driven on resonance (shown for different drive

powers due to differences in deformation potential coupling efficiency as described below).

The narrow Lorentzian lineshape of the SPEs is split into a double-peak structure with

a peak-to-peak separation of 2∆E = 0.92 meV for WSe2 and 2∆E = 1.75 meV for

hBN. This double-peak structure is a clear signature of SPE-SAW coupling, consistent

with previous observations from III-V QDs [61] and SiC vacancy centers [313] coupled

to surface acoustic waves cavities. The PL signals were fit to a Lorentzian function

modulated by a sinusoidal interaction in the time domain to extract the modulation

energy ∆E [179]. These temporal simulations are carried out in MATLAB. In the classical
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regime, the spectral response of the system at any given time can be denoted as:

Ω(t) =
Γ

1 + (ω−ω◦−∆Esin(2πfRF ))2

Γ2

(7.3)

where Γ and ω◦ are the radiative decay rate and the frequency of the emitter and

∆E and fRF are the amplitude of the SAW modulation and frequency of the SAW. The

monochromator is modeled as a square pulse in frequency space as U(ωl)−U(ωh) where

ωl and ωh are the low-pass and high-pass corner frequencies of an ideal bandpass filter.

While performing the stroboscopic measurment, the counts on the single photon detector

would follow Ω(t)(U(ωl)−U(ωh)). The fit to the data is calculated using this expression

for an emitter with a lifetime of 2 ns, a non-radiatively broadened linewidth of 2 meV,

and an ideal bandpass filter with a bandwidth of 3 meV where the filter is set on the

high energy wing of the spectral response.

Next, the evolution of the PL spectrum as a function of the SAW cavity frequency

at a constant power (4 dBm for WSe2 and 11 dBm for hBN) was measured. The max-

imum modulation of the PL lineshape occurs at the SAW cavity resonant frequencies

for both hBN and WSe2. In WSe2, as seen in Figs. 7.4(a) and 7.4(b), the three res-

onances at 299.4 MHz, 301.0 MHz, and 303.6 MHz are associated with clear splitting,

distinctly different from when driving the SAW cavity off-resonance. Interestingly, this

emitter shows a non-zero splitting between 299.0-301.5 MHz, which may be attributed to

mode mixing between the neighboring cavity resonances due to the SPE being spatially

located somewhere between a node and anti-node for this frequency range as similarly

reported for QDs; the non-zero splitting may also be due to nonlinear effects such as

acoustic wave mixing [212]. The characteristic spectral jitter in Fig. 7.4(a) arises from

charge noise due to non-resonant excitation [15]. Note that among the WSe2 emitters
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Figure 7.4: Microwave frequency-dependent energy splitting of a WSe2 and hBN single-photon emitter

obtained from 4.4 K photoluminescence modulation spectroscopy. (a) Representative WSe2 emitter resonance

modulation as a function of applied frequency to the SAW cavity. The spectral jumps are due to spectral jitter that appear

at slow measurement timescales often observed under non-resonant excitation of WSe2 emitters. (b) SAW cavity reflection

spectrum for the WSe2 device. (c) The hBN single-photon emission modulation as function of applied frequency to the

SAW cavity. In general, hBN emitters demonstrate higher spectral stability compared to WSe2. (d) SAW cavity reflection

spectrum for the hBN device.

.

that were measured, only those that exhibited linewidths below 1 meV without applied

SAW modulation exhibited a measurable splitting. Among these emitters, nearly 75%

exhibited coupling to at least one of the cavity modes (Fig. 7.4(b)), a result which is

not surprising given that the positions of the SPEs with respect to node/anti-node of

the cavity is randomly distributed in these devices. Notably, the SPE in Fig. 7.4(a)

consists of a doublet with a fine-structure splitting on the order of 700 µeV, which has

been previously attributed to anisotropic strain [110] and intervalley excitonic mixing in

WSe2 [165, 42, 220]. Interestingly, both peaks of the doublet exhibit the same splitting

as a function of frequency, and given the extent of the modulation, the two peaks can

overlap and mix at the position of the cavity resonances. This mixing has implications

for photon-state engineering and entanglement as discussed below.

The trend is similar in hBN as seen in the modulated spectral map in Fig. 7.4(c).

Clear splitting is observed for both cavity resonances at 398.0 MHz and 397.2 MHz, while
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Figure 7.5: Time-resolved and stroboscopic photoluminescence measurements. (a) Time-resolved photolu-

minescence of a WSe2 emitter with the SAW off (top panel) and SAW on (bottom panel). A recombination lifetime >

2 ns is observed in both cases, ruling out any non-radiative, electrodynamic charging, or thermal dissipation mechanisms

for the observed modulated signals. (b) Conceptual illustration of the stroboscopic measurement. A monochromator is

used to filter out a portion of the modulated signal. The filtered photons are sent to a single photon avalanche diode

(SPAD) and their arrival with respect to the SAW drive signal, which modulates the SPE frequency, is recorded. This

allows unravelling of the temporal dynamics of the SPE modulation at nanosecond time scales (dark green peaks), which

is otherwise inaccessible due to the slow time-scale of steady-state PL measurement (dark gray time-averaged spectrum,

which is a projection along the time-axis). (c) Results from the stroboscopic measurement (points) with a fit from a Monte

Carlo simulation (solid line). Based on the center of the bandpass optical filter, both fRF and a 2fRF components are

observed as expected.

the emitter linewidth remains instrument-response limited when the cavity is driven off

resonance. Notably, these hBN emitters exhibit less jitter compared to WSe2. Among

the hBN emitters identified in these devices, only 10% of them exhibit SAW-induced

splitting, which is a considerably lower yield than WSe2; however, given that the hBN

flakes are multi-layer, it is expected that the coupling strength of the SAW to the emitter

would be proportional to the proximity of the defect to the surface of the lithium niobate.

This is especially the case in vdW materials where the in-plane compressive or tensile

stress transfers weakly in the c-axis direction due to weak out-of-plane interactions as

evidenced by the extremely low c-axis thermal conductivity of 2D materials [128].
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7.4 Stroboscopic measurements and deformation

potential coupling

While it is clear that the SPEs are modulated by the SAWs, to rule out alternative

explanations, such as induced non-radiative decay or local heating, time-resolved and

stroboscopic PL measurements are performed to map out the SAW dynamics. In the

following, the analysis is restricted to the WSe2 SPE devices, but similar arguments apply

to hBN SPE devices as well. First, Fig. 7.5(a) shows the time-resolved PL dynamics

of the WSe2 emitter from Fig. 7.3 with (PRF = 6 dBm) and without power applied

to the SAW IDT. In both cases, the SPE recombination lifetime is longer than ∼ 2

ns, ruling out any new non-radiative recombination or thermal processes that could

lead to faster recombination and broadening of the linewidth in the steady-state PL

spectrum. Next, stroboscopic measurements are performed in which the arrival time of

the emitted photons with respect to the phase of the applied SAW waveform is measured

through single-photon counting and binning. The emission was spectrally filtered using

a monochromator to isolate photons near the wings of the modulated steady-state PL

spectrum (Fig. 7.5(b)). Results from this measurement are shown by the histogram

in Fig. 7.5 (c), which demonstrates clear modulation of the emission waveform at the

fundamental SAW frequency of fRF . An additional frequency component at 2fRF is

observed due to the limited resolution of the used monochromator with respect to the

total linewidth of the modulated emitter. A fit of the data using a Monte Carlo-like

simulation of a modulated emitter overlapped with a non-ideal bandpass filter is shown

as the solid line in Fig. 7.5(c) as shown in Section 7.2.3.

Next, experiments are performed measuring ∆E as a function of the applied power

to the IDT for both WSe2 and hBN emitters. A plot of the observed energy splitting,

2∆E, as a function of the square root of the applied IDT power (PRF ) is shown in Fig.
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Figure 7.6: Power dependence of the emitter lineshape splitting demonstrating deforma-

tion potential coupling. ∆E is shown as a function of applied power to the SAW IDT. Data for the

WSe2 (hBN) emitter coupled to a 298.4 MHz (398 MHz) SAW cavity resonance is shown in yellow (red).

Fits to the power-dependent splitting for the WSe2 and hBN emitters yield slopes of 0.976 meV/
√
mW

and 1.199 meV/
√
mW respectively, indicating deformation potential coupling.

7.6. The splitting 2∆E for WSe2 and hBN is extracted at each applied power and fit

as discussed in Section 7.3 for the resonant cavity modes at 298.4 MHz and 398 MHz,

respectively. From Fig. 7.6, it is clear that ∆E increases monotonically with the power.

On a double-logarithmic scale, it is observed that ∆E ∝
√
PRF with a slope of 0.976

meV/
√
mW for WSe2 and 1.199 meV/

√
mW for hBN. This linear splitting behavior is

consistent with deformation potential coupling as the physical mechanism between the

SAW and SPE that gives rise to the energy modulation [230]. The linear fit of the power

dependence allows us to rule out any additional contributions, such as Stark-induced

electric field coupling, as having a negligible effect on the SPE splitting and modulation,

since this would scale as ∆E ∝ PRF [230].

To extract the deformation potential coupling efficiency, a finite element simulation

168



Section 7.4 Stroboscopic measurements and deformation
potential coupling
Section 7.4 Stroboscopic measurements and deformation

potential coupling
Section 7.4 Stroboscopic measurements and deformation

potential coupling

Figure 7.7: Deformation potential coupling and fine-structure mixing of the exciton-biexciton radiative

cascade in monolayer WSe2. (a) Contour map showing the increase in ∆E with applied IDT power to a SAW cavity

mode at 298.4 MHz. Inset demonstrates a conceptual illustration of biexciton-exciton radiative cascade from WSe2 emitters

with non-zero fine-structure splitting. GS, X, and XX denote the ground-state, exciton, and biexciton states. (b) Fine-

structure splitting of a representative single-photon emitter in WSe2 with horizontally (H) and vertically (V) polarized

transitions split into a doublet separated by 0.7 meV. Bottom panel demonstrates mixing of the single-photon emitter’s

fine-structure states when injecting phonons into the SAW mode at 299.4 MHz. The characteristic double-peak spectrum

of SAW-modulated SPEs is observed for both the H and V transitions, which results in a single three-fold Lorentzian in

which the central peak arises from mixing of the H and V transitions. (c) Mixing of the emission from fine-structure states

of the exciton-biexciton-like cascade in WSe2 upon SAW modulation. The top panel shows the emission spectrum for no

applied SAW power with the characteristic set of doublets corresponding to the exciton-like (X) and biexciton-like (XX)

transitions. The bottom panel shows the spectrum from the same emitter with SAW modulation. The doublets merge as

demonstrated in (b), and the highlighted region demonstrates the energies at which the fine-structure splitting is erased

by mixing both the H and V photons..

is used to extract the tensile strain component along the propagation axis of the cavity

at various applied powers to the IDT. A strain of 0.012% at 0 dBm applied power is

determined for the 300 MHz resonator Res1WSe with a cavity length L = 2600 µm:

see Table 4.3 for the cavity parameters and subsection 4.1.2 for the simulation details.

Assuming that the strain in the SAW fully transfers to the WSe2 flake, this results

in at least ∼35 meV/1% frequency shift for WSe2 SPEs; this is a lower bound for the

sensitivity of the emitter, given that the van der Waals interaction between the monolayer

and LiNbO3 surface could potentially reduce the full transfer of the strain to the SPE.
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Previously reported measurements of the static energy shift versus strain applied to SPEs

leads to an average value of 20 meV/1% shift (up to 120 meV/1% maximum) for WSe2

emitters. These values are within the same order of magnitude as the extracted coupling

efficiency, which suggests the strain at the LiNbO3 surface is efficiently transferred to

the WSe2 monolayer. Similarly for hBN, 0.125 meV splitting is measured at 0 dBm of

applied power, leading to 12.5 meV/1% deformation potential coupling for hBN, which

is in line with previous estimates from static strain tuning of hBN red single photon

emitters [193].

7.5 Dynamic modulation of SPE exciton-biexciton-

like features

After confirming the deformation potential coupling as the microscopic nature of the

SPE modulation for both WSe2 and hBN, a unique feature is studied that arises in WSe2

SPEs due to the inter-valley crystal symmetry breaking in the presence of the defects.

The zero-phonon line of SPEs in WSe2 typically exhibits a doublet with energy splitting

of ∼ 0.7 meV, as shown in Fig. 7.7(a) and 7.7(b). The doublet is thought to arise from

asymmetry in the confining potential, which hybridizes the spin and valley states. This

hybridization leads to splitting of the SPE transition into orthogonal linearly polarized

transitions shown as H and V [165, 42, 220]. Similar fine-structure splitting effects have

been observed in other SPE platforms, most notably III-V QDs [22, 258, 250]. In some

cases, such as the deterministic generation of linearly polarized photons, fine-structure

splitting can be advantageous [300, 91], while in others, such as generation of entangled-

photon pairs via the biexciton-exciton radiative cascade, the fine-structure splitting can

be detrimental by reducing the entanglement fidelity [121, 273]. Despite observations of
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the radiative biexciton-exciton cascade in monolayer WSe2 observed here and in prior

works [109, 220], the non-zero fine-structure splitting has prevented any measurements

of polarization entanglement with 2D materials.

SAW control of the single-photon emission is a unique, on-chip mechanism to ma-

nipulate the fine-structure splitting features. As shown in Fig. 7.7(a) and 7.7(b), the

excitonic peak with its associated polarization can be split into two peaks with an energy

spacing tuned by the applied SAW IDT power. In a specific range of powers, the H

and V transitions overlap, resulting in a steady-state PL spectrum consisting of three

Lorentzians for which the side peaks are vertically and horizontally polarized and the

central peak becomes a mixture of the two polarizations. By aligning an optical band-

pass filter to the central peak, the collected photons are reminiscent of an atomic-like

emitter without fine structure, and the SAW modulation may serve as a mechanism to

erase the fine structure altogether, although at a cost of reduced brightness. The SAW-

mediated fine-structure mixing may find immediate applications for entangled-photon

pair generation from WSe2 SPEs through the radiative biexciton cascade, whereby the

emission of a photon from the biexciton-to-exciton transition leads to a second photon

emitted from the exciton-to-ground state transition (inset to Fig. 7.7(a)). Indeed, for

many SPEs, exciton-biexciton transitions are observed with fine-structure split doublets,

as shown in the top panel of Fig. 7.7(c). When turning on the SAW drive power at 299.4

MHz, the deformation potential mixes the transitions in the central regions highlighted

in the bottom panel of Fig. 7.7(c).

The underlying mechanism of the fine-structure mixing still remains an interesting

open question worth future investigation. Two potential mechanisms can be envisioned

to cause the mixing. First, similar to Fig. 7.3a, due to oscillating compressive and tensile

strain, the bandgap of WSe2 oscillates at the SAW frequency, causing the atomic-level

transitions to renormalize and oscillate as well. In this picture, the atomistic descrip-
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tion of the two-level system that is responsible for the fine-structure splitting remains

relatively the same, and the two fine-structure peaks oscillate in-phase with one another.

This mechanism would only appear to have their fine-structure splitting removed on the

central peak due to the slow time-scale of the steady-state PL measurements. For the

second possible mechanism, the single-particle wavefunctions of the ground and excited

states become compressed and elongated across the strain axis, which also causes the fine-

structure transition energies to oscillate. Here, however, the fundamental mechanism of

the oscillation is not bandgap renormalization, but instead strain-induced modification to

the atomic morphology of the defect. In this case, similar to control of the fine-structure

splitting via strain in III-V QDs [259], the compressive and tensile strain can restore the

system symmetry associated with the exchange interaction, eliminating the fine structure

altogether. In the former case, the central Lorentzian appearing in the PL spectra would

become a mixed state of H and V polarized light on slow timescales relative to the inverse

of the fine-structure splitting. In the latter case, the central Lorentzian is a coherent en-

tangled state. These two scenarios, on a slow time-scale of steady state PL, lead to the

same spectral response, and given that their polarimetric density matrices are identical,

they cannot be distinguished from each other with polarization state tomography. It is

plausible that both mechanisms, each acting with different strengths, are simultaneously

occurring.

7.6 Discussion

To compare the potential of single photon emitters in 2D materials for optomechan-

ical applications, a holistic approach is required. As evidenced by these experiments,

WSe2 emitters show a higher sensitivity to deformation potential coupling than hBN.

This is expected given that the ratio of the photon energy to the bandgap for WSe2 is
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considerably lower than that for hBN. Hence to first order, the transition in WSe2 is

more sensitive to small modulations of the bandgap. Additionally, WSe2 emitters are

hypothesized to arise from an interplay between the defects and strain, where a valley

symmetry breaking defect located at an strained region comes into resonance with the

dark exciton energy in WSe2 and becomes a viable pathway for the radiative recombi-

nation of the dark exciton as single photon light[165, 220]. Given the crucial role of

strain in the microscopic origin of WSe2 emitters, these emitters are also expected to

exhibit a higher deformation potential coupling. This in fact has also been observed in

other studies, where on average, higher deformation potential coupling for WSe2 emitters

has been measured compared to hBN; however, this appears to be the first work which

compares the deformation potential coupling on the same platform, and using the same

methods, which allows us to further corroborate this conclusion [43, 152, 122]. Lastly,

SPEs in WSe2 are known to exist in the monolayer and bilayer form of WSe2, whereas

in hBN, high-quality SPEs appear in multilayer forms of hBN. Given the overall low

c-axis thermal conductivity in 2D materials, it is expected that strain transfer to mono-

layer or bilayer materials would exceed that of multilayer flakes and allow us to observe

higher deformation potential coupling in monolayer WSe2; however, larger deformation

potential coupling only translates to larger vacuum optomechanical coupling g0, and for

optomechanical applications, factors such as brightness, purity, linewidth, and indistin-

guishibility are also crucial factors that require attention in order to engineer coherent

quantum mechanical systems using 2D material hosts. The purity and brightness of

hBN and WSe2 SPEs are relatively on par with each other; however, as also apparent

from these results, hBN SPEs demonstrate higher stability and lower frequency jitter. In

hBN, while the deformation potential coupling is weaker than in WSe2 by a factor of 4,

Fourier-limited SPE emission from hBN red emitters have been observed with linewidths

as low as 25 MHz [65] and the generation of indistinguishable photons [82], whereas the
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smallest linewidths observed in WSe2 emitters appears to be 2.5 GHz [153]. This im-

plies that reaching a sideband-resolved regime and coherent photon-phonon interactions

in hBN may be more feasible in the near future using higher frequency SAW cavities and

resonant excitation schemes. In addition to this, reports of possible spin ground states

in hBN could make hBN SPEs a more suitable platform for quantum optomechanics

that include photons, phonons, and spins. While the current iteration of the SPE-SAW

resonator is in the initial stage of development with the resonator operating in a fully

classical regime, the next generation of devices require reducing the mode volume and

increasing the operation frequency to the gigahertz range to reach the sideband resolved

regime. This would allow for coherent quantum phenomena to be observed, such optical

sideband pumping to herald the generation of single cavity phonons [124], photon-phonon

entangled states, and acoustically driven Rabi oscillations [313].

7.7 Conclusion

In summary, acoustic control of single-photon emitters in monolayer WSe2 and mul-

tilayer hBN integrated with LiNbO3 surface acoustic wave resonators is demonstrated

through electro-mechanical and opto-mechanical spectroscopy. The observed single-

photon emitter modulation is consistent with deformation potential coupling through

strain with sensitivity of at least 35 meV/% for WSe2, and 12.5 meV/% for hBN. A

near-term application of classical control of 2D material emitters is demonstrated through

SAW-mediated single-photon frequency modulation and high-speed fine-structure manip-

ulation, which may open the door for demonstrations of entangled-photon pair generation

from 2D materials. Integrating 2D materials with gigahertz-frequency SAW resonators in

the future could enable future demonstrations in the quantum regime of sideband-resolved

excitation and detection, quantum transduction, and photon-phonon entanglement.
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Chapter 8

Future Directions and Outlook

There are several potential directions in SAW design in addition to the ones explored

in this thesis. As mentioned in 2, SAW devices incorporating two-dimensional phononic

crystals [324] may alleviate the diffraction losses associated with SAW Fabry-Perot res-

onators, which is persistent even with focusing devices [124] and materials engineering of

the SAW substrate [76]. An alternative to phononic crystals may be SAW waveguiding

[154, 192], where either dielectric strips or even etched wedges or ridges may be used to

define a waveguide structure, supporting Rayleigh-like SAW waves with lateral confine-

ment to approximately a free-space SAW wavelength. These structures may circumvent

etching the SAW substrate, in particular LiNbO3 for which it is difficult to control the

etch and achieve vertical sidewalls.

Multiple near-term pursuits are on the horizon for SAWs coupled to various optically

active artificial atoms and spins. First, utilizing the full planar mode area of SAWs to

couple to multiple solid-state spins could increase the sensitivity of an optomechanical

sensing scheme, where typically nanobeams are used [149]. Second, examining the time

and polarization-resolved photoluminescence of the single photons from WSe2 emitters

coupling to SAWs could elucidate the mechanism of fine-structure mixing observed in 7.
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In addition, there is room for additional study on the mechanism of the acoustoelectric

charge transport by SAWs observed in 6 using time-resolved photoluminescence, perhaps

with applications in occupancy state control for pulsed single photon sources.

In addition to the optically-active systems explored in this review, the study of SAWs

coupled to electrically-active quantum emitters is rapidly evolving. Several milestone

experiments have been demonstrated within the last five years, including SAW Fock-

state generation[247], strong multimode interactions and squeezing[202, 6], an acoustic

analogue of Young’s double-slit experiment[264], as well as quantum state transfer and

remote entanglement[25]. Large capacitive and inductive couplings ≈10 MHz are realized

by appreciable spatial overlaps between the SAW mode and qubit, which may be coupled

to SAWs via an IDT [202, 247] or integrated within the SAW mirrors [6]. The large

couplings enabled these systems to reach Stage 3 in Table 3.1. Electrostatic QDs are

another electrically active system that couples to SAWs; such systems were investigated

theoretically in Ref. [251] and recently demonstrated coherent SAW spin control and

transport[125].

Strong coherent interactions can be engineered in both electromechanical and op-

tomechanical SAW-artificial atom hybrid systems, suggesting the potential to integrate

SAWs with both optically and electrically-active quantum emitters in a complete electro-

optomechanical system. Such a hybrid system would enable the study of interactions

between microwave quantum systems and single optical photons mediated through SAW

mechanics. One can envision coupling microwave-frequency qubits and single photon

emitters through their mutual interactions with SAWs, providing a path towards microwave-

optical entanglement and microwave-to-optical state transfer[251]. Hybrid and heterogenously-

integrated heterostructures offer more control knobs to tailor the material properties of

the photonic, acoustic, and microwave degrees of freedom, allowing confinement of the

photonic and phononic modes within the same device [184]. The platform-agnostic cou-
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pling of many quantum emitters to SAWs via strain, electric and magnetic fields enables

many possible approaches to realizing complex microwave-SAW-optical hybrid quantum

systems.
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Appendix A

SAW Simulations with COMSOL

A.1 COMSOL and Livelink for MATLAB

To design complex structures in COMSOL and analyze data, it is helpful to have a

scripting interface to control COMSOL. COMSOL does have a native application builder

utility, but it also provides an interface to MATLAB, which greatly enhances its function-

ality for post-processing and data visualization. In this interface, MATLAB programs

can be written to build and edit a COMSOL model, run a simulation using the COMSOL

engine, and then extract the data from COMSOL and process it within MATLAB.

A brief overview of writing a script using COMSOL Livelink for MATLAB is given

below. The full instructions are given in the COMSOL documentation. First, Livelink

for MATLAB is opened from the Windows Start Menu, which opens an instance of

MATLAB and a connection to the COMSOL server. Next, the Livelink for MATLAB

functions are imported from two import statements: import com.comsol.model.* and

import com.comsol.model.util.*. MATLAB variables can then be assigned to the

COMSOL model object, and a model Component node and the default nodes for the

component can then be assigned: definitions, geometry, materials, meshing, physics,
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multiphysics, as well as study, and results can each be created and assigned to a variable

with a corresponding create() statement. Using MATLAB variables to store other

COMSOL nodes, including parameters and selections, also simplifies the syntax of

editing the attributes of these objects. Geometry, meshing, physics, study, results, and

other categories objects can then be created and manipulated using calls to the respective

model objects. The interface is similar to Java, with set() and get() methods used to

change the attributes of COMSOL nodes.

To build a Livelink for MATLAB script from scratch, often it is easier to start with

an existing COMSOL model created using the desktop GUI, and then save the file as a

MATLAB file, which automatically generates a script using the Livelink for MATLAB

syntax. The code generated from this save feature can often be made more readable

by assigning variables to the COMSOL node objects. Afterwards, the script can be run

to generate a COMSOL model object in MATLAB, which can also be opened with the

COMSOL desktop application by using imported function mphlaunch().

% Calculate_Bandstructure.m

% Define material stack and thickness parameters

% example material stack structure ‘mat_stack‘:

mat_stack = struct(’mat’, {’ln-128yx’, ’gaas’}, ’t_norm’, {4, 0.25});

w_norm = 0.25; % normalized width (wavelengths)

d_norm = 0.05; % normalized depth (wavelengths)

k_range = linspace(0, 1, 100); % percent of k=1 (the Brillouin zone edge)

% number of eigenfrequency values for the solver to return at each k-point

num_eigs = 3;

% matrix to hold the returned eigenfrequencies

eigenfreqs = zeros(num_eigs, length(k_range));

% Make the unit cell model defined in make_unitcell_model() (see separate documentation)

model = make_unitcell_model(mat_stack, d_norm, w_norm);

% Disable bottom fixed boundary for low-k range,
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% otherwise the Lamb eigenfrequencies are artificially shifted up > 0 at k = 0

model.component(’comp’).physics(’solid’).feature(’fix1’).active(false);

% Set ‘neigs‘ to a constant number for exporting data easier

model.study(’std1’).feature(’eig’).set(’neigs’, num_eigs);

% Plot the returned eigenfrequencies versus the k-range specified

figure

hold on

for i = 1 : length(k_range)

model.param.set(’k’, [num2str(k_range(i)) ’* 2 * pi/1 [m]’]);

model.sol(’sol1’).runAll;

eigenfreqs(:, i) = mphglobal(model, ’solid.freq’)’;

plot([k_range(i)], real(eigenfreqs(:,i)), ’k*’);

end

% Save the data

% avoids warning/possible error if MATLAB tries saving the model file

clear(’model’);

clear(’ans’);

save(’bandstructure_data_corr2p.mat’);

% Calculate_Eff_Velocity.m

% Extract the effective Rayleigh velocity for a SAW wave in

% a given material stack, with the option of adding periodic corrugations

% which shifts the effective velocity relative to a free surface

% - Inputs:

% * ’wavelength’: (float | int) [um] acoustic wavelength

% * ’mats’: (Cell array of str) names of materials used in get_mechanical_consts()

% * ’t’: (array of float | int) thicknesses of materials

% * ’d’: (float | int) [um] depth of corrugation etch

% * ’w’: (float | int) [um] width of corrugation etch

% * ’plot_modes’ (bool) whether to plot strain profiles of modes found (useful for a sanity check)

% - Returns:

% * v_eff: effective velocity for normalized-length heterostructure.

% Can divide by either frequency or wavelength to get the complementary

% variable for SAW cavity simulations

% * taper_delta: same parameter as in 2D cavity simulation, should be >~ 0.02

180



Section A.1 COMSOL and Livelink for MATLABSection A.1 COMSOL and Livelink for MATLABSection A.1 COMSOL and Livelink for MATLAB

% to be a physically realizable, "good" cavity (Q > 1e3)

% * en_ratio: energy participation ratio of Rayleigh modes, should be ~ 0.9-1 for

% true Rayleigh modes, otherwise likely bulk waves or higher-order

% SAW waves (Sezawa modes)

function [v_eff, taper_delta, en_ratio] = ...

get_eff_velocity(wavelength, mats, t, d, w, plot_modes)

model = make_unitcell_model(wavelength, mats, t, d, w);

% mphlaunch(model) % view model file

model.sol(’sol1’).runAll;

eigenfreqs = mphglobal(model, ’solid.freq’)’;

v_eff = sum(real(eigenfreqs(1:2))) / 2 * wavelength * 1e-6; % m/s

taper_delta = real(eigenfreqs(2))/v_eff*wavelength*1e-6 - 1; % use in the 2D cavity script

% find the energy contained within the top layer: useful for determining

% whether the modes found are SAWs or bulk waves. Can also plot the modes

% (make a plot group, like in "Bilayer_2D_Cavity_Mech_Eigenfrequency.m")

total_en = mphint2(model, {’solid.Wh’, ’solid.Wk + solid.Ws + es.Wav’}, ...

’surface’, ’selection’, ’all’);

surface_en = mphint2(model, {’solid.Wh’, ’solid.Wk + solid.Ws + es.Wav’}, ...

’surface’, ’selection’, ’dom_surf’);

en_ratio = surface_en ./ total_en;

en_ratio = en_ratio(1:2); % first two modes should be the Rayleigh modes

if plot_modes

mech_pg = model.result.create(’pg1’, ’PlotGroup2D’);

mech_pg.set(’data’, ’dset1’);

mech_pg.set(’showlegends’, false);

mech_pg.label(’Strain (solid)’);

mech_disp = mech_pg.create(’surf1’, ’Surface’);

mech_disp.set(’expr’, {’solid.evol’});

mech_disp.set(’colortable’, ’RainbowLight’);

figure(1)

mech_pg.set(’looplevel’, 1);

mech_pg.run;
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mphplot(model, ’pg1’);

axis square

axis([-wavelength / 4, wavelength / 4, sum(t) - wavelength, sum(t)])

figure(2)

mech_pg.set(’looplevel’, 2);

mech_pg.run;

mphplot(model, ’pg1’);

axis square

axis([-wavelength / 4, wavelength / 4, sum(t) - wavelength, sum(t)])

end

% make_unitcell_model()

% Helper function to set up the COMSOL model for periodic material heterostructures

% supporting SAWs

function model = make_unitcell_model(wavelength, mats, t, d, w)

if sum(t) < wavelength

ME = MException(’make_unitcell_model:materialStackThicknessError’, ...

’Sum of material thicknesses less than parameter _wavelength_’);

throw(ME);

end

import com.comsol.model.*

import com.comsol.model.util.*

% blank COMSOL model and attributes

model = ModelUtil.create(’Model’);

comp = model.modelNode.create(’comp’, true);

selections = comp.selection;

geometry = comp.geom.create(’geom’, 2); % 2D geometry

geometry.lengthUnit(’um’);

physics = comp.physics;

lmats = length(mats);

rect_tags = cell(1, lmats);

t_curr = 0; % um
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parameters = model.param;

parameters.set(’wavelength’, [num2str(wavelength) ’[um]’]);

parameters.set(’a’, ’wavelength / 2’);

parameters.set(’k’, ’pi / a’);

parameters.set(’d’, [num2str(d) ’[um]’]);

parameters.set(’w’, [num2str(w) ’[um]’]);

%parameters.set(’d_qd’, [num2str(d_qd) ’[um]’]);

parameters.set(’t_total’, [num2str(sum(t)) ’[um]’]);

parameters.set(’t_sub’, [num2str(t(1)) ’[um]’]);

%% Geometry and material import

for i = 1 : lmats

mat = get_mechanical_consts(mats{i});

mat.feature = set_mech_material(model, mat);

% create a "cumulative selection" for the current block, to

% use for placing the material

rect_sel = geometry.selection.create([’csel’ num2str(i)], ...

’CumulativeSelection’);

rect_sel.label([’rectsel_’ num2str(i)]);

% add the current layer (substrate, overlayer)

rect = geometry.create([’r’ num2str(i)],’Rectangle’);

rect.set(’base’, ’center’);

rect.set(’size’, {’a’, [num2str(t(i)) ’[um]’]});

rect.set(’pos’, {’0’, [num2str(t_curr + t(i) / 2) ’[um]’]});

rect_tags{i} = [’r’ num2str(i)];

rect.set(’contributeto’, [’csel’ num2str(i)]);

mat.feature.selection.named([’geom_csel’ num2str(i) ’_dom’]);

t_curr = t_curr + t(i);

if i == lmats && d ~= 0

% line segment for "top" distinguishing surface and bulk waves

ls = geometry.create(’ls_top’, ’LineSegment’);

ls.set(’specify1’, ’coord’);

ls.set(’coord1’, {’-a / 2’, ’t_total - wavelength - 1e-4’});
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ls.set(’specify2’,’coord’);

ls.set(’coord2’, {’a / 2’, ’t_total - wavelength + 1e-4’});

ls.label(’surface-bulk boundary’);

% add an etch into the center of the structure

etch = geometry.create([’r’ num2str(i+1)],’Rectangle’);

etch.set(’size’, {’w’, ’d’});

etch.set(’base’,’center’);

etch.set(’pos’, {’0’, ’t_total - d / 2’});

difference_etch = geometry.create(’mirror etch’,’Difference’);

difference_etch.selection(’input’).set(rect_tags);

difference_etch.selection(’input2’).set([’r’ num2str(i+1)]);

end

end

geometry.run;

%% Selections

% edges for the mesh in the PML regions

side_l = selections.create(’side_l’,’Box’);

side_l.set(’condition’,’inside’);

side_l.set(’entitydim’, 1);

side_l.set(’xmin’,’-a/2 - 1e-4’);

side_l.set(’xmax’,’-a/2 + 1e-4’);

side_r = selections.duplicate(’side_r’,’side_l’);

side_r.set(’xmin’,’a/2 - 1e-4’);

side_r.set(’xmax’,’a/2 + 1e-4’);

sides = selections.create(’sides_lr’,’Union’);

sides.set(’entitydim’, 1);

sides.set(’input’, {’side_l’, ’side_r’});

% bottom for fixed-constraint solid mechanics boundary condition

side_b = selections.create(’side_btm’,’Box’);

side_b.set(’condition’,’inside’);

side_b.set(’entitydim’, 1);

side_b.set(’ymin’,’- 1e-4’);
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side_b.set(’ymax’,’1e-4’);

% arbitrary "top" domain for determining whether a mode is a surface or bulk wave

surface_sel = selections.create(’dom_surf’,’Box’);

surface_sel.set(’entitydim’, 2);

surface_sel.set(’condition’,’inside’);

surface_sel.set(’ymin’, ’-1e-5’);

surface_sel.set(’ymax’, ’t_total + 1e-5’);

% top surface for get_ksquared(): short tangential electric field for determining piezo coupling

top_sel = selections.create(’top_surface’, ’Box’);

top_sel.set(’entitydim’, 1);

top_sel.set(’condition’,’inside’);

top_sel.set(’ymin’, ’t_total - 1e-5’);

top_sel.set(’ymax’, ’t_total + 1e-5’);

%% Mesh

mesh = model.mesh.create(’mesh’,’geom’);

mesh.label(’Mesh’);

mesh.feature(’size’).set(’hmax’, ’wavelength/16’); %

free_tri = mesh.create(’freetri’,’FreeTri’);

free_tri.selection.remaining();

mesh.run;

%% Physics

solid_mech = physics.create(’solid’,’SolidMechanics’,’geom’);

% piezoelectric material in material XZ-plane system automatically for 2D sims

solid_mech.create(’pzm1’,’PiezoelectricMaterialModel’);

solid_mech.feature(’pzm1’).selection.all;

floquet_bound_sm = solid_mech.create(’pc1’,’PeriodicCondition’, 1);

floquet_bound_sm.selection.named(’sides_lr’);

floquet_bound_sm.set(’PeriodicType’,’Floquet’);

floquet_bound_sm.set(’kFloquet’, {’k’, ’0’, ’0’});

% removes Rayleigh mode with displacement at bottom of structure

fixed_cnst = solid_mech.create(’fix1’,’Fixed’, 1);
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fixed_cnst.selection.named(’side_btm’);

electrostatics = physics.create(’es’,’Electrostatics’,’geom’);

electrostatics.create(’ccnp1’,’ChargeConservationPiezo’);

electrostatics.feature(’ccnp1’).selection.all;

floquet_bound_es = electrostatics.create(’pc1’,’PeriodicCondition’, 1);

floquet_bound_es.selection.named(’sides_lr’);

floquet_bound_es.set(’PeriodicType’,’Floquet’);

floquet_bound_es.set(’kFloquet’, {’k’, ’0’, ’0’});

piezo_effect = comp.multiphysics.create(’pze1’,’PiezoelectricEffect’, ...

’geom’, 2);

piezo_effect.set(’Solid_physics’,’solid’);

piezo_effect.set(’Electrostatics_physics’,’es’);

%% Study and solver settings

study1 = model.study.create(’std1’);

solution = model.sol.create(’sol1’);

solution.study(’std1’);

study_step1 = solution.create(’st1’,’StudyStep’);

eigenfrequency = study1.create(’eig’,’Eigenfrequency’);

study_step1.set(’studystep’,’eig’);

% solutions will coincide with wave speed in m/s

eigenfrequency.set(’shift’,’1 [Hz]’);

solution.create(’v1’,’Variables’);

solution.feature(’v1’).set(’control’,’eig’);

solution.create(’e1’,’Eigenvalue’);

solution.feature(’e1’).set(’control’,’eig’);

solution.attach(’std1’);

% get_mechanical_consts()

% Helper function with elastic and piezoelectric material data to be imported into COMSOL

function mat_data = get_mechanical_consts(mat)
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switch mat

case {’GaAs’, ’gaas’} % GaAs, (001)-plane, <110> along local/geometric x coordinate

mat_data = struct(’c’, 1e9 * ...

[[149.6, 26.5, 54.5, 0, 0, 0]; ... % GPa

[26.5, 149.6, 54.5, 0, 0, 0]; ...

[54.5, 54.5, 121.6, 0, 0, 0]; ...

[0, 0, 0, 61.5, 0, 0]; ...

[0, 0, 0, 0, 61.5, 0]; ...

[0, 0, 0, 0, 0, 33.5]], ...

’e’, [[0, 0, 0, 0, -0.16, 0]; [0, 0, 0, 0.16, 0, 0]; [-0.16, 0.16, 0, 0, 0, 0]], ...

’rho’, 5332, ’eps’, 12.35, ’tag’, ’GaAs’, ’label’, ’GaAs - mK’, ...

’lossfactor’, 1.25e-4);

case {’LiNbO3-128YX’, ’ln-128yx’} % 128-degree YX-LN, 0-6 K, Tarumi et al.

mat_data = ...

struct(’c’, 1e9 *... % v_R ~ 3980 m/s

[[205.6, 69.59, 57.21, 8.243, 0, 0]; ... % Pa

[ 69.59, 195.39, 85.38, 7.517, 0, 0]; ...

[ 57.21, 85.38, 219.2, 7.237, 0, 0]; ...

[ 8.243, 7.517, 7.237, 77.48, 0, 0]; ...

[ 0, 0, 0, 0, 58.90, -4.032]; ...

[ 0, 0, 0, 0, -4.032, 77.40]], ...

’e’, [[ 0, 0, 0, 0, 4.0652, 0.3843]; ... % C/m^2

[-1.2965, 4.5102, -0.9358, 0.2837, 0, 0]; ...

[1.9139, -1.8676, 2.8693, 0.745, 0, 0]], ...

’rho’, 4613, ... % kg/m^3

’eps’, [[39.5, 0, 0]; [ 0, 33.5, -7.67]; [ 0, -7.67, 29.7]], ...

’tag’, ’LiNbO3_128_YX’, ’label’, ’Lithium Niobate - 128-degree YX’, ...

’lossfactor’, 1.25e-4);

case {’Nb’, ’nb’} % Niobium/Niobium nitride, assumed (001)-plane

c11 = 25.34; % GPa, Carroll ’65

c12 = 133.6; % GPa, Carroll ’65

c44 = 30.9; % GPa, Carroll ’65

mat_data = struct(’c’, 1e9 * ...

[[c11, c12, c12, 0, 0, 0]; ... % GPa

[c12, c11, c12, 0, 0, 0]; ...

[c12, c12, c11, 0, 0, 0]; ...

[0, 0, 0, c44, 0, 0]; ...
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[0, 0, 0, 0, c44, 0]; ...

[0, 0, 0, 0, 0, c44]], ...

’e’, zeros(3,6), ’rho’, 8561, ’eps’, 1e5, ’tag’, ’Nb’, ’label’, ’Nb - 4.2 K’, ...

’lossfactor’, 0);

end

end

%% set_mech_material()

% Helper function for importing material properties for the Structural Mechanics Module

function [matrl] = set_mech_material(model, mat, print_import)

import com.comsol.model.*

import com.comsol.model.util.*

if nargin < 8

print_import = false;

end

if print_import

disp([’Adding material "’ name ’"...’])

end

matrl = model.material.create(mat.tag, ’Common’);

matrl.propertyGroup(’def’).set(’lossfactor’, mat.lossfactor);

stress_charge = matrl.propertyGroup.create(’StressCharge’, ’Stress-charge form’);

matrl.label(mat.label);

stress_charge.set(’cE’, cellstr(string(reshape(mat.c,1,36))));

stress_charge.set(’eES’, cellstr(string(reshape(mat.e, 1, 18))));

stress_charge.set(’density’, [num2str(mat.rho) ’[kg/m^3]’]);

if size(mat.eps, 1) == 1 % presume a scalar

stress_charge.set(’epsilonrS’, num2str(mat.eps));

else % presume a 3-by-3 matrix

stress_charge.set(’epsilonrS’, cellstr(string(reshape(mat.eps, 1, 9))));
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end

end
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Appendix B

Material Constants

In the SAW simulations, the elastic constants of the 128°-Y cut LiNbO3 substrate and

⟨110⟩−orientation, (001) cut GaAs epilayer were computed from the available data for

these materials at low temperatures (T < 10 K) [[280, 37]] by rotating the elastic stiff-

ness, piezoelectric coupling, and electrical permittivity matrices using the Bond rotation

matrices [[30, 11]].

LiNbO3 has trigonal 3m symmetry, with the following stiffness, piezoelectric, and dielec-

tric matrices and density from Ref. [[280]]:

c =



205.6 56.9 69.9 8.0 0 0

· 205.6 69.9 −8.0 0 0

· · 234.2 0 0 0

· · · 62.0 0 0

· · · · 62.0 8.0

· · · · · 72.2


GPa
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e =


0 0 0 0 3.44 −2.20

−2.20 2.20 0 3.44 0 0

0.71 0.71 2.28 0 0 0

C m−2

ϵ =


85.2 0 0

· 85.2 0

· · 44.3


ρ = 4632 kg/m3

Gallium arsenide has cubic 4̄3m symmetry, with the following material constants for the

stiffness matrix [[37]], piezoelectric matrix [[9]], dielectric matrix [[274]], and density [[1]]:

c =



121.7 54.6 54.6 0 0 0

· 121.7 54.6 0 0 0

· · 121.7 0 0 0

· · · 61.6 0 0

· · · · 61.6 0

· · · · · 61.6


GPa

e =


0 0 0 0 3.44 −2.20

−2.20 2.20 0 3.44 0 0

0.71 0.71 2.28 0 0 0

C m−2

ϵ =


85.2 0 0

· 85.2 0

· · 44.3


ρ = 5332 kg/m3
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The form of the Bond matrices for a general rotation using the angle cosines aij defined

in Ref. [[218]] is the following:

Vector rotation matrix:

a =


axx axy axz

ayx ayy ayz

azx azy azz


Stiffness matrix rotation matrix:

M =



a2xx a2xy a2xz 2axyaxz 2axzaxx 2axxaxy

a2yx a2yy a2yz 2ayyayz 2ayzayx 2ayxayy

a2zx a2zy a2zz 2azyazz 2azzazx 2azxazy

ayxazx ayyazy ayzazz ayyazz + ayzazy ayxazz + ayzazx ayyazx + ayxazy

azxaxx azyaxy azzaxz axyazz + axzazy axzazx + axxazz axxazy + axyazx

axxayx axyayy axzayz axyayz + axzayy axzayx + axxayz axxayy + axyayx


The rotation rules for the stiffness matrix, the piezoelectric coupling matrix and the

dielectric constant are the following [[11]]:

cf =M · ci · MT (B.1)

ef =a · ei ·M−1 (B.2)

ϵf =a · ϵ · aT (B.3)

To coincide with 128−Y X LiNbO3, the material constants above for LiNbO3 have to be

rotated by -38 ° counterclockwise from the +X axis; this figure of -38 ° is a result of the

1978 IEEE standard as explained in this tutorial page from COMSOL. This rotation is

calculated first by taking the cosines of the resulting rotation for the aij components,

then assembling matrices a and M and following the transformation rules B.3. Using the
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above rotation matrices, the following are the elastic and permittivity matrices used as

input in the FEM simulations:

cLN =



205.6 69.59 57.21 8.243 0 0

· 195.4 85.38 7.517 0 0

· · 219.2 7.237 0 0

· · · 77.48 0 0

· · · · 58.90 −4.032

· · · · · 77.40


GPa

eLN =


0 0 0 0 4.065 0.3843

−1.297 4.510 −0.9358 0.2837 0 0

1.914 −1.868 2.869 0.745 0 0

C m−2

ϵLN =


39.5 0 0

· 33.5 −7.47

· · 29.7


Similarly, the material constants for GaAs have to be rotated by 45 ° clockwise about

the material Z axis, yielding the following matrices:

cGaAs =



149.6 26.5 54.5 0 0 0

· 149.6 54.5 0 0 0

· · 121.6 0 0 0

· · · 61.5 0 0

· · · · 61.5 0

· · · · · 33.5


GPa
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eGaAs =


0 0 0 0 −0.16 0

0 0 0 0.16 0 0

−0.16 0.16 0 0 0 0

C m−2

ϵGaAs =


12.35 0 0

· 12.35 0

· · 12.35


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Appendix C

Fabrication Processes

C.1 Gen-2 SAW-QD Bonding Cleaning Procedure

and Basket

1. Solvent bench preparation

(a) Prepare bottles of acetone, IPA, DI water (if using: see below), and a bottle of 3 drops of

Tergitol mixed in DI water, shaken to mix evenly.

(b) Wipe down any liquid, wipe down working surfaces w/IPA, and put out a stack of several

fresh wipes for sample drying.

(c) Set the N2 gun air pressure to 25-30 psi.

(d) Rinse the tergitol soaking beaker and sample holding beakers with IPA (2-3 cycles), then

wipe dry.

(e) Fill soak beaker 1/3 full with Tergitol solution and drop in half a pack of TX-710 swabs

(sample size < 12 mm: otherwise use larger swabs).

(f) Set up basket on sample holding beaker, cleaning with wipe and IPA, then cut 1/4 of a

non-shedding wipe and lay inside, spraying vertically with an N2 gun for particles.

2. Swab clean
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Note : before any solvents are applied, swab following the procedure below 1-2X through, sub-

stituting DI water for any solvents and inspecting for large numbers of particles (cannot

remove all of them, but want to remove most before dissolving the photoresist).

Note : Use only ceramic tweezers for sample handling, since metal tweezers may generate particles

when handling the sample. It is best to keep the tweezers isolated in their own case, and

wipe off the tweezers with an IPA-soaked wipe and drying with N2 before handling a sample.

(a) Place the sample on the non-shedding wipe and basket by first sliding one inside face of

the tweezers underneath the sample in its holder, then tilting the sample holder upwards,

allowing more of the tweezers to slip underneath the sample, then picking up the sample

and carefully transferring to the wipe.

(b) Spray the sample with acetone (10 s), then IPA (10 s), spraying as completely vertically as

possible.

(c) Grab a swab using your right hand and bring it towards the sample, tilting it so that the

swab is ∼ 20 degrees inclined from sample and oriented such that the raised ridge running

along the perimeter of the foam tip is parallel to and will not make contact with the sample.

(d) Start spraying Tergitol directly above the sample with your left hand, keeping the spray as

vertical as possible. Continue to do so until finished swabbing.

(e) Make contact with the sample about 80 % of the sample length from the right edge, then very

gently slide the swab towards the right edge and slightly twist the swab counter-clockwise

while moving past the right edge, avoiding contacting the corners or the top and bottom

edges of the sample.

(f) Repeat for 5-10 swabs, then rotate the swab 180 degrees to the other side and repeat.

(g) Replace the used swab with a new one, rotate the sample 90 degrees using the basket, and

repeat the above for all four edges of the sample.

(h) When finished swabbing, clean off the Tergitol by spraying the sample with IPA (10 s),

then slide one side of a pair of wide ceramic tweezers underneath the sample, balancing the

sample from its bottom face, then lift and transfer to the dry stack of wipes set out earlier

for sample drying.
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(i) Blow dry with the N2 gun, holding the N2 gun as vertically as possible above the sample.

For samples smaller than ∼ 12 × 12 mm2, tweezers are needed for holding the sample firmly

to prevent the sample from being blown away.

(j) Slide one side of the tweezers underneath the sample, then lift and transfer to a chip con-

tainer, tilting the container to place the sample, then carefully sliding the tweezers out from

underneath the sample, taking care not to touch the top face of the sample against the

edges of the container.

3. Sample inspection

(a) First, set up the sample under the microscope and adjust focus while imaging with the

bright-field ”normal” mode on the edge of the sample, making sure to focus on the front

face. This is more challenging with transparent substrates, but it can help to look at the

edge or corner and adjust the focus until it is obvious which face is coming into focus.

(b) Switch to Namarski/DIC mode, adjusting the polarizer to go through the transition where

the surface appears nearly black, then back off slightly from the darkest setting to have

some light from the surface for examining surface texture.

(c) Inspect the surface for particles and growth defects, moving first along the edges of the

sample, then towards the center. Make a mental note of which edges or corners have

more particles, paying particular attention to particles with irregular shapes and clusters of

particles, which may occur from contamination during the drying step.

(d) Growth defects are typically isolated show a double-lobed structure as shown in Figure 5.7,

but can also occur in patches.

(e) If there are any scratches ⪆ 50 µm across the sample, likely near the edges from tweezer

handling, discard the sample and start with a new one.

(f) If any larger particles with jagged, defined features (as opposed to dust particles, which tend

to have rounded features) persist after multiple rounds of cleaning, these may be flakes of

sample generated from chipping while handling and may be exceptionally difficult to remove.

Either use more physical pressure while swabbing in the area around the particle (taking

care not to scratch the surface, particularly for III/V material), or replace the sample with

a new one.
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4. Repeat Steps 2-3 until the sample is free of particles, usually within 2-4 rounds of cleaning.

Isolated particles which persist after 3 cleaning cycles may be tolerable if close to the edge of the

sample (⪅ 100 µm)
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Nomenclature

AFM Atomic Force Microscopy

ALD Atomic Layer Deposition

CCD Charge coupled device

CTE Coefficient of Thermal Expansion

DBR Distributed Bragg Reflector

DIC Differential Interference Contrast

DUT Device under test

FEM Finite Element Method

FEUDT Floating Electrode Unidirectional Transducer

IPA Isopropyl Alcohol

MBE Molecular Beam Epitaxy

PCB Printed circuit board

PML Perfectly Matched Layer

RF Radio frequency
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SPE Single-photon emitter

STCD Spatio-temporal charge carrier dynamics

ZPL Zero-phonon line
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