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Method

Memory-bound k-mer selection for large
and evolutionarily diverse reference libraries

Ali Osman Berk Sapci' and Siavash Mirarab'?

" Bioinformatics and Systems Biology Graduate Program, University of California, San Diego, California 92093, USA; 2Department of
Electrical and Computer Engineering, University of California, San Diego, California 92093, USA

Using k-mers to find sequence matches is increasingly used in many bioinformatic applications, including metagenomic se-
quence classification. The accuracy of these downstream applications relies on the density of the reference databases, which
are rapidly growing. Although the increased density provides hope for improvements in accuracy, scalability is a concern.
Reference k-mers are kept in the memory during the query time, and saving all kmers of these ever-expanding databases is
fast becoming impractical. Several strategies for subsampling have been proposed, including minimizers and finding taxon-
specific kmers. However, we contend that these strategies are inadequate, especially when reference sets are taxonomically
imbalanced, as are most microbial libraries. In this paper, we explore approaches for selecting a fixed-size subset of k-mers
present in an ultra-large data set to include in a library such that the classification of reads suffers the least. Our experiments
demonstrate the limitations of existing approaches, especially for novel and poorly sampled groups. We propose a library
construction algorithm called -mer RANKer (KRANK) that combines several components, including a hierarchical selec-
tion strategy with adaptive size restrictions and an equitable coverage strategy. We implement KRANK in highly optimized
code and combine it with the locality-sensitive hashing classifier CONSULT-II to build a taxonomic classification and pro-
filing method. On several benchmarks, KRANK kmer selection significantly reduces memory consumption with minimal
loss in classification accuracy. We show in extensive analyses based on CAMI benchmarks that KRANK outperforms k-mer-
based alternatives in terms of taxonomic profiling and comes close to the best marker-based methods in terms of accuracy.

[Supplemental material is available for this article.]

The number of genomes available in public repositories has been
growing dramatically in recent years, especially due to increased
sequencing of microbial and viral species. Of the 322,193 bacte-
rial species deposited on RefSeq since 2000, >15% have been add-
ed in 2023 alone. A major benefit of having access to all these
genomes is to build ultra-large reference libraries with the poten-
tial to search new query sequences against them. Such libraries can
be used to classify reads from a metagenomic sample and to
detect contaminants. It has been long appreciated that the accu-
racy of these downstream applications in metagenomics relies on
having access to dense reference libraries as classification accuracy
suffers when the query is distant from all reference genomes
(Pachiadaki et al. 2019; von Meijenfeldt et al. 2019; Liang et al.
2020; Rachtman et al. 2020). Many authors have recently at-
tempted to create ultra-large genomic reference sets (e.g., Parks
et al. 2018; McDonald et al. 2024), often used with marker genes
(Asnicar et al. 2020; Balaban et al. 2024). Using these data sets
with k-mers-based methods, however, runs into a mundane but
key limitation—the memory needed to use these genomes as ref-
erence libraries.

Using k-mers to build ultra-large libraries and classify reads
has been a promising approach, as evident from the success of
Kraken 2 (Wood et al. 2019). Kraken 2 and other methods such
as CLARK (Ounit and Lonardi 2016) and CONSULT-II (Sapc1
et al. 2024) extract k-mers for some large k (e.g., 31) from the refer-
ence set, use some strategy to choose a subset of k-mers, and build a
searchable data structure (e.g., a hash table) of the selected k-mers
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and their taxonomic associations. At the time of the query, the en-
tire data structure is loaded into the memory, k-mers from reads are
extracted and searched against the data structure, and a read is clas-
sified at some taxonomic rank if certain heuristic conditions (spe-
cific to each method) are met. It is easy to store millions or even a
few billion k-mers in memory but modern data sets can include
tens or hundreds of billions of k-mers. For example, Sapci et al.
(2024) were able to fit 8 billion 32-mers and their taxonomic labels
into ~140 GB of memory, but these had to be subsampled (arbi-
trarily) from 20 billion 32-mers available in the moderate-size da-
tabase of 10,575 genomes produced several years ago by Zhu
et al. (2019). Trade-offs of accuracy and scalability imposed by
the need to subsample k-mers will be increasingly felt by develop-
ers of k-mer matching methods and those aiming to build ultra-
large reference sets.

For the k-mer-based methods to benefit from the ever-grow-
ing set of available genomes, we need improved methods of sub-
sampling k-mers in a memory-bound fashion. Of course, we are
not the first to note the need to subsample k-mers. Minimization
is the standard technique that selects some among adjacent k-
mers (Roberts et al. 2004; Zheng et al. 2023) and is adopted by
most tools. However, we argue that beyond minimization, which
focuses on the redundancy of adjacent k-mers, we need to consider
the evolutionary dimension. This direction can be stated as a com-
putational problem: We are given a taxonomic tree 7 and a set of
genomes G labeled by the taxonomy. Let K be the set all of distinct
k-mers across all genomes g € G. We seek a subset of K with size
M < |K]| such that the reference taxonomy is represented well
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with the selected k-mers. Users can adjust M to control the memory
budget (see Methods for details).

The problem statement leaves the meaning of “well-repre-
sented” unspecified as many criteria can be considered, and the
choice of the criterion forms the basis of each method. A notable
attempt in this direction is pioneered by Lee et al. (2011) who pro-
pose seeking discriminative k-mers specific to a species not found
in others, an idea implemented in CLARK (Ounit and Lonardi
2016). Another obvious approach is to represent all reference ge-
nomes at equal levels, or similarly, to sample k-mers uniformly
at random. The overall goal of this work is to explore these and a
set of alternative strategies in the context of taxonomic read clas-
sification and taxonomic profiling of metagenomic samples.

Subsampling k-mers from ultra-large and heterogeneous data-
bases available these days faces many challenges. On the one
hand, sampling of taxonomic groups in public libraries is very im-
balanced, which can become a challenge as noted by Nasko et al.
(2018). For example, RefSeq includes 35,947 Escherichia genomes
whereas 1164 genera have only a single genome. In the data set
of Zhu et al. (2019), despite their attempts to find representative
species, the number of genomes sampled per taxon in each taxo-
nomic rank varies three orders of magnitude. The true imbalance
in evolutionary history (where some clades are much more diverse,
abundant, and species-rich than others) in addition to biases in
sampling (where some environments are sampled far more than
others) are behind such imbalances. Regardless of the cause, a na-
ive subsampling of k-mers can easily miss entire branches of the
evolutionary tree. The situation is made worse by the fact that
for k> 20, a large number of k-mers are not shared even among ge-
nomes of the same species. Examining the WoL-v1 data set, we see
that 15% of pairs of genomes from the same species have pairwise
distances above 5%, which results in 98% of 30-mers being unique
to each genome in such pairs. Pairs of genomes from the same ge-
nus but different species shared more than 10% of their 30-mers in
only 1% of cases. Thus, as the number of genomes N grows, the
number of unique k-mers grows close to proportionally to N.
Moreover, k-mers unique to ranks above species will be far out-
numbered by those unique to a genome or a species. As a result, op-
timal k-mer selection is even more challenging if one tries to find a
unique set of k-mers to be used at all ranks (perhaps the reason
Ounit and Lonardi [2016] target a particular rank).

In this paper, we propose a set of strategies for selecting a pre-
defined number of k-mers from a large pool of genomes in ways
that are conducive to classifying reads. Our goal is to find subsets
that do not leave out poorly sampled groups, work across taxo-
nomic ranks, and do not reduce the ability to classify relatively
novel reads. We implement and explore these strategies paired
with the read classification and taxonomic profiling method
CONSULT-II. Our method, k-mer RANKer (KRANK), takes a taxon-
omy and a set of genomes labeled with the taxonomy as input. It
selects a subset of k-mers from these genomes based on its ranking
strategy and a user-defined size constraint. KRANK subsamples k-
mers in a bottom-up traversal of the reference taxonomy, enabling
it to make choices about what k-mers to keep locally instead of
globally and eliminating the need to analyze all k-mers jointly at
any point in library construction. Our highly optimized and flex-
ible C++ implementation allowed us to compare several alternative
strategies empirically. Our comprehensive results on taxonomic
read classification and taxonomic profiling tasks show that
KRANK, unlike more naive selection strategies, can produce dra-
matic reductions in library sizes without substantial loss of
accuracy.

Results

We designed KRANK (detailed in Algorithm 1) to select a prede-
fined number of k-mers from a given set of genomes. KRANK des-
ignates some taxonomic rank as the leaf rank (species by default). It
then traverses the taxonomy 7 in post-order. At leaves, distinct k-
mers are extracted and encoded in a compact manner (see “Algo-
rithmic details of KRANK”). Following CONSULT-II, KRANK in-
dexes k-mers using [ locality-sensitive hashing (LSH) tables.
These LSH tables ensure two k-mers with a small Hamming dis-
tance (HD; e.g., <3) have a high chance of being indexed to the
same row in at least one of the tables (see “LSH tables” for details).
This is achieved by selecting h < k random but fixed positions of a k-
mer as its hash key, and each k-mer is stored in the row of the table
indexed by the LSH key. As we traverse the tree, on each internal
node, we adaptively impose a size constraint on its tables. We com-
bine each row of the hash tables of all the children nodes and re-
move k-mers based on a ranking algorithm until the size
constraint is satisfied. At the root, the final / tables are restricted
to b columns per row, and each will contain 22”b k-mers. When
not specified, we use =2, k=32, h=12, b=16. Given the hash ta-
bles at the root, we use the existing CONSULT-II algorithm for tax-
onomic classification and abundance profiling (see “CONSULT-II
classification and profiling”).

The heart of the algorithm is adaptive size constraints and k-
mer ranking, both of which we empirically motivate first. These
explanatory sets of results use a manageable microbial data set
by Zhu et al. (2019) composed of 10,575 genomes (WoL-v1 hereaf-
ter). We chose 756 query genomes in total (676 bacterial and 80 ar-
chaeal genomes), of which only 10 are present in the reference set.
Measuring the novelty by the minimum distance of a query to any
reference genome as estimated by Mash (d*), we bin queries into
novelty groups (Supplemental Fig. S1A). We use 150 bp error-
prone reads simulated from each genome (66,667 reads per query
genome) and test methods in terms of their accuracy in classifying
individual reads. See ”"Data sets” and “Evaluation metrics” for de-
tails. After exploratory results, we move to more formal evaluations
of the method for two tasks: taxonomic classification of metage-
nomic reads and taxonomic profiling of metagenomic samples.

KRANK: motivating the design

Adaptive size constraints

We observed wide differences among taxa, even at the same rank, in
terms of sampling density (Fig. 1A) and levels of diversity (Fig. 1B).
This heterogeneity creates a major challenge in selecting k-mers. If
we randomly sample k-mers, taxa will contribute proportionally
to their size in the final subset. Given a total budget M, in expecta-
tion, a taxon t would have M|K;|/|K| k-mers in the sampled subset,
where K; is the set of k-mers of all genomes labeled by taxon ¢, and K
isthe set of all reference k-mers. As a result, taxa with lower sampling
will have little representation, whereas highly sampled groups (e.g.,
Escherichia coli) will dominate. We partially address this challenge
by imposing a size constraint on hash table size for each internal
node during traversal to avoid having bloated nodes that starve sis-
ter taxa. Although this balancing can in theory be done at the root,
we would need to keep a map from k-mers to genomes, which is im-
practical. Thus, preemptively filtering some number of k-mers from
some tables helps scalability by reducing the memory usage. We de-
signed a heuristic for adaptive size constraints whereby, each node t
containing portion r(t) of the total data set gets a budget of \/r()M
k-mers. We define r(t) as either the portion of total k-mers present
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Figure 1.

same species

Number of reference genomes

Exploratory analysis of imbalanced taxon sampling and the portion of shared k-mers across taxonomic ranks in the Wol-v1 data set (Zhu et al.

2019). (A) Number of reference genomes under each taxonomic node (dots), separated by ranks. (B,C) The distribution of Mash (Ondov et al. 2016) estimated
genomic distances (B) and Jaccard similarities (C) among 500,000 randomly sampled pairs of genomes that share a taxonomic rank but are different in lower
ranks. The empirical cumulative distribution function (ECDF) is shown. (D) The theoretical expectation for the number of 30-mers shared between a query and
at least one of N sampled genomes of a reference set for a group that has within-group diversity 2d is shown as (1 — A== =d)y™.

under f (default) or the proportion of taxonomic leaves (i.e., species)
under t (see section “AparriveSizeConsTRAINT” for details). We empir-
ically evaluate these two versions of this heuristic against the base-
line of enforcing no adaptive constraint, all paired with random k-
mer subsampling.

Imposing the adaptive size constraints can make a substantial
difference for taxonomic groups with low levels of sampling (Fig.
2A). For example, for phyla with [0,50] and (50,500] reference ge-
nomes sampled, both definitions of r(t) improve the F1 accuracy
over enforcing no adaptive constraint for up to 35% and 12%, re-
spectively, with similar improvements obtained at other ranks.
Thus, the adaptive size constraints achieve their stated goal of en-
suring groups with lower sampling are not left out. This equitable
spreading of the k-mer budget inevitably results in reduced repre-
sentation for highly sampled groups. For example, for the few phy-
la with more than 500 reference genomes, we observe a
considerable drop in the performance (e.g., F1 score declines by
14%-20%). Thus, it may appear that better sampling of low-repre-
sentation groups has to come at the expense of the high-represen-
tation groups. However, this trade-off can be avoided.

Because we have two different tables (/=2) in the library, we
can have a mixed strategy: We enforce the adaptive size constraint
for one table but not the other. This mixed strategy is almost as
good as the adaptive version for low-representation groups, and al-
most as good as the no-adaptive-constraint strategy for highly
sampled groups (Fig. 2A). Overall, this mixed strategy outperforms
having no adaptive constraints, both in terms of precision and re-
call (Fig. 2B). The improvements are most visible for moderately
novel queries (d* € (0.025, 0.1]). Across queries, the mixed strategy
improves the recall by 6%-10% and precision by 2%-5% above the
genus rank. Thus, KRANK adopts the mixed strategy as the default.

Ranking and removing k-mers

Faced with the question of which k-mers to select given the limited
budget, three options immediately present themselves: selecting

randomly, selecting discriminative k-mers unique to some taxa, or
conversely, selecting common k-mers present in many taxa. We
compared these options and others that we propose paired with
the adaptive size-constraint approach described above using con-
straints for both tables (i.e., not mixed). In implementing these
strategies, we used two quantities—the number of leaves (i.e., spe-
cies) under taxon t that include a k-mer x denoted by R(x,t), and the
number of children of f that include the k-mer x at least once de-
noted by R'(x,t), as shown in Supplemental Figure S2.

The case against discriminative k-mers

Keeping discriminative k-mers found only in specific target spe-
cies, an approach followed by Ounit et al. (2015), would corre-
spond to preferentially filtering out k-mers that appear in more
than one species (or some other rank), which corresponds to
R(x,t) > 1. Going one step further, we emulate the discriminative
k-mer strategy by ranking k-mers inversely to R(x,t) or R'(x,t),
thus removing common k-mers. Empirically, using either version
is worse than simply using random selection (Fig. 2C). The reduc-
tion is negligible with children-based R'(x,f) but is quite dramatic
when used with species counts R(x,f); for example, the declines
in F1 are 36% and 19% for species and genus ranks, respectively.
Thus, we caution against using discriminative k-mers in a memo-
ry-bound setting.

The reduced accuracy of selecting unique k-mers can be ex-
plained by noting that very few k-mers are shared even among dif-
ferent species of the same genus. For example, in the WoL-v1 data
set (Zhu et al. 2019), a random sample of genomes that are from
different species but the same genus share only 0.05% of their
30-mers (Fig. 1C) and have Mash distances that typically exceed
20% (Fig. 1B). With simplifying assumptions, we can approximate
the probability that a k-mer would be shared between a query ge-
nome and at least one of N genomes sampled from a taxonomic
group, assuming each pair of genomes in this group has distance
d to parent, as (1-d)* (1-(1-(1-d)X)N). Plotting this equation
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Figure 2.

Evaluation of read classification performance of KRANK using different heuristics for k-mer selection. (A4,B) Comparison of adaptive size-con-

straint approaches with random k-mer selection. None: enforcing no constraint, species: number of species constraint, k-mer: total k-mer count constraint,
Mixed: no constraint for one table and k-mer count constraint for the other. (A) F1 accuracy, dividing queries (panels) into three bins based on the number
of reference genomes in the phylum of the query. (B) Precision versus recall of None versus Mixed (default), dividing queries into bins of novelty (d*). (C,D)
Evaluation of simple ranking strategies (discriminative, common, random) implemented using species counts R or children counts, R” and our new weight-
ed-sum, R* heuristic [Equation (11)]. See Supplemental Figure S2 for an illustration of functions. (C) F1 across all queries. (D) Precision versus recall of ran-
dom and weighted-sum heuristic, dividing queries by bins of novelty (). In (A) and (C), x-axes are ordered by the average F1 score of all queries. All results
use: w=35, k=32, /=2, h=12, and b=16. d* is the distance to the closest reference estimated by Mash. Default KRANK uses mixed adaptive size and

R* ranking.

shows that using discriminative k-mers leads to very few matches
between a query and the reference (Fig. 1D). For instance, in a
group with 2d=20% diversity (which is less than most genera;
see Fig. 1B), only 0.7% of query 30-mers are expected to be found
in at least one among N=35 reference genomes and only 4.2%
when N — o (infinitely many genomes sampled from that genus).
Because most k-mers are unique and subsampling is inevitable in a
memory-bound setting, removing common k-mers makes it diffi-
cult to find k-mer matches between reads and reference species
that have 20% or more distance to them (e.g., when the closest
available match is at the genus level). This only gets worse at high-
er ranks and is not much better within the same species, where the
pairwise Mash distance is 5% or more in 15% of cases.

Selecting common k-mers alone does not help

We can emulate common k-mer selection by ranking k-mers pro-
portionally to R(x,t) or R'(x,t). Given the argument against discrim-
inative k-mers, common k-mers seem appealing because they can
represent each taxon using conserved sequences present across dif-
ferent genomes. Empirically, this strategy used with either R(x,t) or
R'(x,t) is better than using discriminative k-mers but is no better
than random sampling (Fig. 2C). Just like randomly selecting
k-mers, this strategy focuses the budget on larger and densely sam-

pled taxa. For instance, the WoL-v1 reference set includes 2975
Pseudomonadota genomes and only a single genome from many
other phyla. Although some unevenness is undoubtedly due to
genuine differences among the diversity of phyla, some must be
due to uneven sampling.

Covering all children improves accuracy

Instead of maximizing total coverage, we can attempt to cover all
species. We designed a scalable heuristic ranking mechanism to
fulfill this goal. We rank k-mers by a weighted-sum of R(x,.) values
of t's children (see Method section “FiLterRBYRANK” and R*(x,t) de-
fined in Equation (11) and illustrated in Supplemental Fig. S2).
The weights are used to de-emphasize children that are highly sam-
pled among surviving k-mers. We simply set the weights to be in-
versely proportional to the coverage of each child taxon among k-
mers of a particular row of the LSH table to ensure that children
covered with fewer surviving k-mers get covered by the parent.
Using this approach improves k-mer selection consistently across
all taxonomic ranks compared to the random strategy and com-
mon k-mer strategy (Fig. 2C). Further dividing queries by their nov-
elty, we observe that our weighted-sum strategy improves both
precision and recall, particularly for less novel queries; recall
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increases by as much as 15% at the species level in the d* € (0.001,
0.25] bin (Fig. 2D).

Comparison to other methods for taxonomic read classification

The default version of KRANK uses both adaptive size constraints
(mixed strategy) and k-mer ranking and comes in two default
modes: high-sensitivity (hs) using 51.2 GB and lightweight (Iw) us-
ing 12.8 GB. We next compare these two versions of KRANK
against CONSULT-II, CLARK, and Kraken 2 on the same WoL-v1
data set used so far in terms of accuracy in classifying individual
reads (Fig. 3).

Accuracy in default settings

Across different ranks and query novelty levels, KRANK-hs
matched or improved on CONSULT-II in terms of F1 accuracy de-
spite using far fewer k-mers and about one-third of the memory
(Fig. 3A). KRANK-hs and CONSULT-II often had similar precision
(with a slight advantage for CONSULT-II in some cases), but
KRANK-hs had better recall in many settings (Supplemental Fig.
$3). Similar to CONSULT-II, KRANK achieved substantially higher
recall compared to Kraken 2 and CLARK. Improvement in recall
usually comes with little or no sacrifice in precision, which can
be controlled with the total vote threshold parameter of
CONSULT-II (Sapci et al. 2024). KRANK-Iw is more accurate than
CONSULT-II at the kingdom level and only slightly less accurate
elsewhere despite using 10 times less memory. Accuracy also de-
pended on query novelty (d*). All methods performed similarly
both in terms of precision and recall for queries that were not novel
(d*<0.025), except CLARK which had slightly lower accuracy
(Supplemental Fig. S3). For these less novel queries, both variants
of KRANK were indistinguishable from CONSULT-II. For more
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novel queries (d* >0.025), accuracy dropped for all methods and
substantial differences between them emerged. For example, for
the d*€(0.05, 0.1] bin, KRANK-Iw outperformed Kraken 2 and
CLARK above the species rank, achieving 16% and 35% higher
F1 scores, respectively, at the phylum level. Unlike KRANK-hs,
KRANK-Iw had slightly lower accuracy than CONSULT-II at some
ranks (e.g., 8%-9% at the order rank) for d* € (0.025, 0.1] and mod-
erately lower accuracy (e.g., 12% at the phylum rank) for 4* >0.1.
Nevertheless, KRANK-lw outperforms Kraken 2 (e.g., 77% and
250% higher F1 at the phylum rank for d*e(0.1, 0.2] and
(0.2,0.35], respectively).

Both KRANK-hs and KRANK-lw are slightly better than
CONSULT-II in terms of kingdom-level classification for novel ge-
nomes. This improvement can be due to the better representation
of archaea with careful k-mer selection. Note that our query set is
highly imbalanced (e.g., 90% bacteria and 33% Pseudomonadota).
Thus, simply assigning all reads to the largest group (in terms of
the number of query genomes) at each rank would still perform
well (Supplemental Fig. S4). As expected, this null model performs
well at the kingdom level (0.94 F1 score). However, KRANK (both
Iw and hs versions) is the only method that improves on the null
model (0.96 and 0.97 average F1 scores, respectively) and assigns
83% of archaeal reads to archaea. At lower ranks, all tools, except
for CLARK at the phylum rank, do substantially better than the
null model.

Adjusting memory usage

We next explored three to seven levels of consumed memory for
KRANK, CONSULT-II, and Kraken 2 to compare their accuracy giv-
en similar levels of memory, ranging from 1.6 GB to 140 GB (Fig.
3B). KRANK clearly outperformed both alternatives in terms of
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Figure 3. Detailed evaluation of read classification performances of tools across different ranks and memory levels. (A) Comparison of two default modes
of KRANK (Iw for lightweight and hs for high-sensitivity) with other methods across ranks and novelty bins on the WolL-v1 data set with 66,667 simulated
150 bp reads from each of 756 query genomes. Each panel is a novelty bin, corresponding to the minimum distance to any reference genome (d*), mea-
sured by Mash (Ondov et al. 2016); see Supplemental Figure S1. F1 scores are averages of all queries in each d* bin. See Supplemental Figure S3 for precision
and recall. (B) F1 accuracy for KRANK, CONSULT-II, and Kraken 2 as we change the memory used in GB. CLARK is shown as a single data point. We mark

memory levels corresponding to the Iw and hs modes using dashed lines.
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average F1 score when memory is controlled. At lower memory lev-
els, CONSULT-II had much lower F1 scores than KRANK, and
Kraken 2 had lower F1 than CONSULT-II for more novel queries.
For instance, given <4 GB, KRANK was 26% more accurate than
CONSULT-II and 8% more accurate than Kraken 2 for the least
novel bin. For the moderately novel queries (d* € (0.05, 0.1]),
KRANK with 3.2 GB outperformed Kraken 2 with 46.5 GB.
KRANK with 1.6 GB outperformed CLARK (149.6 GB) and
Kraken 2 (46.5 GB) for novel queries (4*>0.1), giving 160% and
89% higher F1 scores, respectively. Note that CONSULT-II and
KRANK store the same number of k-mers (268 M in a single table)
when memory usages are 5 GB and 3.2 GB, respectively. KRANK re-
mained more accurate than CONSULT-II when we compared the
method for varying numbers of k-mers kept in the library
(Supplemental Figs. S5 and S6). Because the only difference be-
tween KRANK and CONSULT-II is the selected k-mers, these results
demonstrate the effectiveness of the selection algorithm.

Resource usages

Despite performing more complex computations, KRANK built li-
braries using less computational resources due to its efficient im-
plementation, compared to CONSULT-II (Table 1). Although the
total time needed was also less, the main gain was KRANK's distrib-
uted memory implementation. KRANK splits the LSH table into
batches, enabling it to divide the workload into independent
jobs. For instance, on the WoL-v1 data set, KRANK-hs was built us-
ing 512 batches per table, each of which took 8 min on average
with four threads. KRANK-lw used 256 batches and built each
batch in 5 min on average. Together with the initial preprocessing
of reference genomes, processing 32 batches in parallel (e.g., on
different cluster nodes) needed 4.5 h for high-sensitivity mode
to construct a library with two tables. Using this configuration,
the peak memory usage for each batch was <32 GB. Although
the running times are not directly comparable because of the dif-
ference in parallelism, KRANK needed significantly shorter times
than CONSULT-II and CLARK to build its libraries.

At the query time, compared to CONSULT-II, KRANK does
not introduce any extra computation but its smaller libraries re-
sulted in reduced running times. On this data set, KRANK-hs was
more than twice as fast as CONSULT-II (Table 1). These improve-
ments are due to better cache performance and shorter library
loading times. Note, however, that Kraken 2 was ~13x faster
than KRANK-hs and scaled better as the number of queried short
reads increased (Fig. 4). This difference may be due to the fact
that KRANK needs to compute HD for up to 2b=32 reference
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Figure 4. Query time for varying numbers of short reads sampled across
756 genomes from different novelty levels. Running time measurements
were performed using 96 threads on a machine with 2.2 GHz AMD
EPYC 7742 processors. Both axes (x and y) are in log-scale.

k-mers for each query k-mer, whereas Kraken 2 only computes
presence/absence.

Abundance profiling: CAMI challenges
CAMI-I high-complexity data set

We next compared KRANK-hs against three alternatives in terms of
taxonomic profiling accuracy on the Critical Assessment of
Metagenome Interpretation (CAMI-I) (Sczyrba et al. 2017) bench-
marking challenge, focusing on the high-complexity subset (can
be found at http://gigadb.org/dataset/100344). We compared
against CONSULT-II, CLARK, and Bracken (a Bayesian extension
of Kraken 2) using standard metrics promoted by CAMI-I (see
“Data sets” and “Evaluation metrics”). All methods were run
with the custom libraries built using the same WoL-v1 data set
used in the previous analysis.

Abundance profiles estimated by KRANK-hs and CONSULT-II
are the most similar to the true profile in terms of Bray-Curtis dis-
similarity (Fig. SA). At the species level, all methods have high er-
rors and are comparable, with a slight advantage for KRANK-hs. As
we move up the ranks, the error quickly drops for all methods, but
KRANK-hs and CONSULT-II outperform others. Overall, KRANK-
hs performs similarly to CONSULT-II despite the much-reduced
memory. KRANK performs considerably better than both Bracken
and CLARK. All methods tend to underestimate Shannon'’s equita-
bility, which is a measure of the variety and distribution of taxa

Table 1. Computational resources needed for a database built on 10,470 reference genomes and 756 queries (50 M short reads)

Running time

Peak memory

Query Library Query Library
Kraken 2 88 sec, 96 threads 3.5 h, 128 threads 47 GB 50 GB
CLARK 676 sec, 96 threads 13.5 h, 128 threads 150 GB 370 GB
CONSULT-II 2191 sec, 96 threads 19 h, 128 threads 141 GB 157 GB
KRANK-hs 1167 sec, 96 threads 4.5 h, 32 x4 threads 51 GB 32 GB per batch
KRANK-Iw 787 sec, 96 threads 2.5 h, 32 x4 threads 13 GB 8 GB per batch

Measurements for both queries and library building were performed on a machine with 2.2 GHz AMD EPYC 7742 processors. Reported library building
times are for 256 and 512 batches, respectively, for KRANK-lw and KRANK-hs, each with four threads, distributed across 32 cluster nodes and run in

parallel.
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Figure 5. Taxonomic profiling on CAMI challenge. (A) The Bray—Curtis metric measures the dissimilarity between the estimated and true profiles. (B) The
difference between Shannon'’s equitability of the estimated profile and of the gold standard, measuring how well each tool reflects the alpha diversity (i.e.,
the evenness of taxon abundances). Reported metrics are based on the profile estimates of the high-sensitivity (hs) setting of KRANK. We show the mean

and minimum/maximum across five samples.

present in a sample. At the phylum rank, Bracken has closer values
to the gold standard, whereas CONSULT-II and KRANK become
better at the family rank or lower (Fig. 5B). Overall, KRANK-hs is
slightly less accurate than CONSULT-II in terms of this metric
across ranks. Note that correcting for genome size improves the ac-
curacy of both CONSULT-II and KRANK, but KRANK benefits
slightly more in terms of the Bray-Curtis metric (Supplemental
Fig. S7A). Because the largest three phyla in our reference set con-
stitute 80%-85% of each sample, this data set presents a case where
the KRANK strategy of covering low-sam-

pled groups is not needed and sampling

Taxonomic profiles of KRANK-hs were among the most accu-
rate on the CAMI-II challenge (Fig. 6). On the strain-madness data
set, in which only two phyla constitute 90% of the relative abun-
dance, our method was a close second to the best method, which
was the marker-based method MetaPhlAn (Fig. 6; Supplemental
Fig. S8A). Averaged across all samples, the UniFrac score of
KRANK-hs was only 2% less than MetaPhlAn and 6% above the
third-best method, CONSULT-IL In species, class, and phylum
ranks, MetaPhlAn had slightly better L1 than KRANK-hs, whereas

of highly covered phyla by CONSULT-II

phylum class order family genus species
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12 alternative methods from that origi-
nal paper, in addition to CONSULT-II,
which was also applied to this data set
(see “Data sets”). These methods include
both marker-based and k-mer-based
methods, which use reads from the entire
genome as opposed to relying on prede-
fined markers.
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Figure6. Comparing KRANK (high-sensitivity setting using 51.2 GB) with other participants in CAMI-I|
benchmarking challenge (Meyer et al. 2022). As in that original paper, we show the upper bound of L1
norm (2) minus actual L1 norm versus the upper bound of weighted UniFrac error (16) minus actual
weighted UniFrac error. Each data point stands for the average of 100 strain-madness samples or 10 ma-
rine samples. Metrics were computed using OPAL with default settings and the -n option. The UniFrac
error is the total amount of predicted abundances that needs to be moved along the edges of the taxo-
nomic tree to make them overlap with the true abundance profile. The L1 error simply measures the ac-
curacy of reconstructing the relative abundance profile at a fixed rank.
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in the family rank, KRANK-hs was slightly better (Fig. 6). Note that
KRANK and MetaPhlAn are based on very different approaches,
and the reason behind MetaPhlAn performing better is not imme-
diately clear. It may be that using markers performs better than us-
ing entire genomes in some cases as markers are less subject to
horizontal gene transfer. Because MetaPhlAn lacks the capability
of classifying individual reads, we were not able to include it in
the read classification experiments. Despite using the same profil-
ing algorithm as CONSULT-II and one-third of its memory,
KRANK-hs also had better L1 metrics than CONSULT-II across all
ranks on this data set. Other k-mer-based methods such as
Bracken had far lower accuracy in terms of both metrics.

On the marine data set, which includes both archaeal and
bacterial genomes, and consists of 65%-70% Proteobacteria, the
pattern slightly changed (Fig. 6). Here, CONSULT-II was slightly
more accurate than KRANK-hs, with 3% better UniFrac and 3%
better L1, averaged over all ranks and samples. Only at the species
level, KRANK-hs was more accurate than CONSULT-II (6% in terms
of L1). Overall, KRANK-hs was ranked fourth, following mOTU,
CONSULT-II, and MetaPhlAn (Supplemental Fig. S8). Note, how-
ever, that the best method, mOTU, performed poorly on the
strain-madness data set. KRANK-hs was the second-best k-mer-
based method after CONSULT-II but used only one-third of its
memory. The third leading k-mer-based method, Bracken, was
less accurate than CONSULT-II and KRANK-hs in both metrics,
but with a smaller margin than the strain-madness data set.

To summarize, KRANK-hs was the best k-mer-based method
and the second-best method overall (Supplemental Fig. S8B). Aver-
aged over both data sets, the marker-based method MetaPhlAn had
the best accuracy, followed closely by KRANK-hs, and then CON-
SULT-II. Note, however, that we focused on the two main CAMI-
I metrics that accounted for abundance values. Judged by the pres-
ence/absence of taxa (i.e., ignoring abundance), KRANK-hs had
better purity than CONSULT-II and Bracken and about the same
level of completeness (Supplemental Fig. S9). However, these
abundance-agnostic metrics were not the strength of k-mer-based
methods; across both data sets, KRANK-hs, CONSULT-II, and
Bracken were among the best in terms of completeness but not
purity.

Discussion

We introduced KRANK for selecting a memory-bound and repre-
sentative subset of k-mers from a large genome collection for the
purpose of taxonomic classification and abundance profiling.
We used a tree-based k-mer filtering algorithm that decides which
k-mers to remove as it moves up a taxonomic tree. This bottom-up
strategy makes the library construction more memory efficient as
k-mers are analyzed in smaller chunks at each node. In addition,
we use an adaptive size constraint mechanism to leave some filter-
ing decisions to higher taxonomic levels. These decisions are made
based on the prevalence of k-mers among children of or leaves un-
der each node.

Ultimately, both our adaptive size constraints and our rank-
ing strategies are heuristics, with no theoretical guarantees, but de-
signed based on careful experiments involving novel queries and
imbalanced sampling. Due to the empirical nature of the method,
the exploration of alternatives will be an ongoing topic of research,
one that is helped by KRANK's software design. In particular, our
approach still leaves room for ties during ranking, and smarter
ways to break such ties may help accuracy. Alternatively, more the-
oretically justified approaches should be explored.

One obstacle to building a more theoretical approach is to
define an objective function for k-mer selection. Subtleties of im-
balanced and biased sampling in reference databases make the def-
inition of the desired optimization problem tricky. Should we
attempt to combat the sampling bias by selecting k-mers more pro-
portionally from under-sampled groups? If so, how can we know
and model the bias? Should we attempt to consider likely profiles
of queries? If so, under what model? These questions have no easy
answers. Nevertheless, defining mathematically rigorous but nu-
anced objectives for k-mer selection could be a fruitful avenue of
future research.

Our approach focused on k-mer similarity along the evolu-
tionary dimension but completely ignored k-mer overlap. Select-
ing k-mers based on overlap is well covered by minimizers,
which we use as a preprocessing step. However, our ranking algo-
rithm is unaware of overlap and minimizers are unaware of the
taxonomic relationships. Integrating the evolutionary-aware strat-
egies of KRANK with location-based minimizers poses an interest-
ing algorithmic challenge and could further improve the method.
However, designing such a combination is not trivial given our
hashing strategy and needs further algorithmic developments.

Despite all the improvements compared to CONSULT-II, the
library construction of KRANK is expensive in terms of CPU hours
spent. Nevertheless, the creation of the reference library is a
one-time operation, amortized over many subsequent uses.
Furthermore, computation is getting cheaper rapidly, and the total
resources we used (e.g., <550 CPU hours for the WoL-v1 library) are
far from prohibitive. Crucially, the batching strategy enables us to
build the library over a cluster (i.e., distributed memory), with each
jobusing as little as 8 GB and many running in parallel in the order
of minutes (Table 1). Moreover, note that the library building time
is a function of both the number of genomes and the size of the
taxonomy, which grows less rapidly. For example, whereas the
CAMI-II library had 7x more genomes than WoL-v1, we needed
only 3x, because the taxonomy had 1.8x as many nodes, and 2x
as many species as WoL-v1. Our analyses of 72,766 genomes in-
cluded in the CAMI-II case demonstrate the scalability of the meth-
od to scales commensurate with modern-day libraries.

As data sets become even larger, KRANK parameters may need
to adjust. Many ultra-large reference databases are available now,
including GTDB (Parks et al. 2018) with 402,709 genomes, and
WoL-v2 (Balaban et al. 2024), with a phylogeny built from
199,330 genomes. Moreover, RefSeq currently includes millions
of genomes. The fast increase is primarily due to the sequencing
of many more genomes from key species. As the number of ge-
nomes from each species increases, our choice in this paper to treat
the species rank as the leaves of the taxonomy becomes less scal-
able. However, KRANK can easily use a more refined group (e.g.,
subspecies) as the leaf, which will trade-off slightly longer running
times for better memory efficiency. It could also enable subspecies-
level classification, a topic that should be explored in the future.
Another concern in handling ever-growing data sets is the need
for de novo construction of the database as new genomes become
available. Future research should explore ways to add new ge-
nomes into existing libraries, without repeating all the steps.

Methods

As a k-mer selection method, KRANK can, in principle, be paired
with any k-mer-based classification or profiling methods.
However, in this paper, we use KRANK solely with CONSULT-II
(Sapct et al. 2024); k-mer matches found in libraries built by

1462 Genome Research
www.genome.org


http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.279339.124/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.279339.124/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.279339.124/-/DC1

Efficient k-mer selection for large databases

KRANK are given as input to CONSULT-II v0.5.0 for classi-
fication and profiling. Moreover, our k-mer selection algorithm
adopts a similar LSH data structure to CONSULT-II. Thus, we
start by describing the CONSULT-II hash tables and the
CONSULT-II classification and profiling methods before present-
ing KRANK.

LSH tables

CONSULT(-IT) was designed to answer the following question: Are
there any k-mers in a given reference set with HDs less than some
threshold p to a given query k-mer? The core idea is to find low HD
matches efficiently by partitioning reference k-mers to constant-
sized subsets (i.e., rows of the hash table with size b) using the
bit-sampling LSH method (Har-Peled et al. 2012). In this method,
we select 1 random but fixed positions of a k-mer as its hash key.
Each LSH table is a simple 22" x b array, and I such hash tables con-
stitute the data structure (default: /=2, h=14, and b=16 for
KRANK).

Each query is compared against all I x b k-mers with the same
hash key. We return the closest k-mer match with distance <p if
any exists. Because we explicitly compute the HD of the query
to these reference k-mers, there are no false positive matches
but false negatives are possible. Using the bit-sampling scheme
(Har-Peled et al. 2012), one can guarantee that two k-mers at
HD=d have the same hash with probability (1-d/k)" assuming
independence of positions. Thus, given two k-mers, the probabil-
ity that at least one of I LSH keys is the same for both k-mers is

given by
N
p(d)l(l(li>>‘ (1)

For small enough p (e.g., p=4), the probability p(d) drops quickly
when d>»p and it is sufficiently high if d<p. Further-
more, because classification is done at the read level, there
will be L-k+ 1 chances for a k-mer match for a read of length L.
For such a read, the expected number of matching k-mers is
(L-k+1)p(d), which can be large enough for several realistic
choices of I and h (Supplemental Fig. S10). For instance, with
k=30, h=14, and /=2 (KRANK-hs settings), for a 150 bp read at
15% distance from the closest reference genome, we would still
expect 23.5 k-mer matches if all of those reference k-mers are in
the database. If only 20% of the k-mers from the reference genome
are in the library, we still expect more than 5 k-mer matches,
which can be sufficient for classification. In practice, the number
of matches will depend on the budget M, and will necessarily
decrease as we reduce M.

CONSULT-II extends LSH tables further by adding a taxo-
nomic label for each k-mer in the table. This label is the lowest
common ancestor (LCA) of a subset of species that have the corre-
sponding k-mer (hence the name soft-LCA). This subset is deter-
mined with a probabilistic procedure that performs a Bernoulli
trial for each genome and includes its species in the subset if
the trial is successful. The success probability is different for each
k-mer x; and is a function of the number of genomes in which

the k-mer appears (N;) set to p,(N;) = wlogg1 (Z(Ni —D/s 4 2),

where w and s are hyperparameters.

CONSULTHII classification and profiling

Both read classification and profiling algorithms of CONSULT-II
are based on voting. Given a query read R, CONSULT-II lets each
k-mer x € R vote for the soft-LCA of the reference k-mer it match-

es. The value of the vote decreases as the HD between the query
k-mer x and its best match increases. Let the best match be at distance
d to a k-mer with soft-LCA at taxon t; then, x votes vy (t) = (1 — d/ k)k
units for . To take hierarchical relations in the taxonomic tree into
account, CONSULT-II aggregates votes by recursively summing
them in a bottom-up manner. Let child(t) be the set of children of
the taxon t. Then, the total vote of taxon t for read R is

VRO =) Vi) + Y Vr(). @

XER t'echild(t)

For read classification, CONSULT-II simply determines a majority
vote threshold 1, corresponding to half of the total vote value at
the root of the tree. It then assigns each read to the group at the lowest
rank whose total vote value strictly exceeds t. Note that this choice is
guaranteed to be unique.

To derive an abundance profile, CONSULT-II first normalizes
the total vote values of a read R; per each taxonomic rank using

* _ VR, (0
Vg, (t) = ey In @) 3)

where 7, is the set of all taxa at rank r (e.g., all phyla). Next, it gath-
ers normalized total vote values of all nreads R4, ..., R, in a sam-
ple, and normalizes again to obtain the final profile. Let
" = [Pilier, denote the relative read abundance profile at rank r,
summing up to 1. CONSULT-II (since v0.3.0) sets the relative
abundance of taxon t to:

n

3 Vi, ()
pi=———- “@
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Note that p} estimates the ratio of reads belonging to the taxon ¢,
but we are often interested in the relative abundances of cells (de-
noted by p" = [pl;er,). Thus, CONSULT-II (since v0.4.0) incorpo-
rates genome sizes by simply correcting p; values as follows:

o P!
==t )
P D ver, Pt

where /; is the average genome length of all references in taxon t.
See Supplemental Figure S7A for a comparison between v0.3.0 cor-
responding to Equation (4) and v0.4.0 implementing Equation (5)
on the CAMI-I data set. As an option, CONSULT-II can replace the
denominator of Equation (4) with the total vote at the root of the
taxonomic tree to quantify the abundance of unclassified taxa.
This can be viewed as propagating vote values down from a parent
to an artificial “other” lineage which continues until the species
rank.

As opposed to classification, CONSULT-II's profiling (v0.4.0)
algorithm does not require a majority vote, and hence, a read can
contribute to abundance values of multiple taxa at a fixed rank,
even when there exist only a few high HD matches.
Furthermore, normalized values can accumulate over billions of
reads in a sample, and can result in erroneous profiles (potentially
explaining relatively high errors of CONSULT-II at species rank in
CAMI-II strain-madness data set). In v0.5.0 (first introduced in the
present manuscript), CONSULT-II introduces a new profiling algo-
rithm, which uses a very similar principle to its classification algo-
rithm. Keeping the genome size correction (Equation (5)) the
same, v0.5.0 modifies Equation (4) as follows:

= %Z 1{v},(t) > max (7, 1)} (6)
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where 7 is the total vote value of the taxonomic tree and 1 is a
hyperparameter hard threshold (default: 0.03). In words, instead
of each k-mer of a read voting for a different taxon, each read votes
collectively; the read votes for the same taxon where CONSULT-II
would classify it if its total vote is high enough (i.e., >10). Reads
with total votes below 1y and few or ambiguous matches are con-
sidered unclassified. Thus, the resulting abundance profile does
not have to sum to 1. Using v0.5.0 instead of v0.4.0 with
KRANK'’s library resulted in improvements in terms of Bray-
Curtis dissimilarity especially at lower ranks (Supplemental Fig.
S7). Thus, we report profiling results using v0.5.0 for KRANK in
both CAMI challenges.

Algorithmic details of KRANK

Weuse 7 todenote the set of all nodes of the taxonomy when clear
by context. Welet S C 7 be the set of species, and for t € T, we let
St C S be the set of species under node t. We can choose the leaves
of the tree 7 to correspond to any desired rank, but by default, we
use species (S) as the lowest rank; this can be easily changed to any
other rank. Let K; denote the set of k-mers of all genomes labeled
by a taxon t € 7. Notice that ; = Ures, Kr.

Recall that during the tree traversal of Algorithm 1, for each
node t € 7, three key operations are performed to build a new
hash table, denoted by Hy:

1. UnionTasLEs: takes the union of hash tables of its children Hy,
t' € child(t),

2. AparriviSIZECONSTRAINT: computes a size constraint for Hy,

3. FiLrerByRank: ranks and removes k-mers from the union until it
fits the size constraint.

At the root, the library is flattened to a 1D array (ProjectTaBLE). We
first describe our two main heuristics and then discuss details of
other named functions in Algorithm 1.

Algorithm 1 KRANK algorithm. Functions are discussed in the text.

1: procedure BuiLDLiBRARY(Y)
2: H;«an empty table with 22" rows
3: ift € Sthen
4: KCt < ExTRACTKMERS(t)
5: H; < FILLTABLE(K;)
6: return H;
7: forall t' € child(t) do
8: H; < BUILDLIBRARY(Y)
9: forallt' € child(t) do
10: H; « UnionTasLes(Hy, Hy)
11: M(t) < AparTIVESIZECONSTRAINT(t)
12: n<|H|-M()
13: ifn>0 then
14: FiTerRByRaNk (H, 1)
15: if t=root then
16: ProjectTABLE(HL)
17: return H;

ADAPTIVES1ZECONSTRAINT

Let M(t) <M be the upper bound (i.e., the size constraint) for the
number of k-mers kept for each table at each node (i.e.,
ApaprTIVESIZECONSTRAINT in Algorithm 1). Let r: 7 — (0, 1] assign a
portion of the full budget M to each node t; any function r is valid
as long as it takes the value 1 at the root (i.e., r(root)=1) and in-
creases as we move up the tree (i.e., r(t) >r(t) if t' € child(t)). We

evaluated two options for r(t):

K
r(t) = M (total k-mer count constraint), or
ZSES |K:5 | (7)
r(t) = 15l (number of species constraint).

S

The two options for r(t) would be identical if all species have equal-
sized genomes and each species is sampled the same number of
times (X5 can be the union over multiple genomes). Their main dif-
ference is that the first option allows highly sampled species (or
very large genomes) to contribute more, whereas the latter does
not. With either definition, we then set

1Kt tes,

M) = Jrt)M otherwise

®)
noting that M(t) < >y ccnuap M) due to the concavity of the
square root. The concavity matters because it ensures that the
size constraint becomes more restrictive as we move up the tree.
In this case, the allowed budget increases faster than proportional-
ly until 7(f) = 1/+/2 2 0.7 and slower than proportionally after.
Thus, at lower ranks, many of the decisions for removing k-mers
are left to its ancestors; note that a k-mer not removed at a taxon
can still be removed further up. Close to the leaves, very few k-
mers would be removed (e.g., a single species out of 10* still is as-
signed 1% of the total budget when visiting this node), whereas
close to the root, taxon budgets get closer to the full budget (e.g.,
a phyla with two-thirds of the species is assigned 82% of the bud-
get). Also, going up the tree, the k-mer budget assigned to each tax-
on increases compared to each child, but it never exceeds the total
budget assigned to its children. Clearly, M(root) matches the full
budget allowed.

FiLterBYRANK

For each hash taxon f, the FiLterRByRank function of Algorithm 1 re-
moves k-mers when the size of the table H; exceeds M(t). First, each
row is pruned to b k-mers according to the strategy described be-
low. If the table size is still greater than M(t), we continue removing
k-mers, one at a time from each row in the descending order of
their sizes, and iterating until the size constraint is satisfied.

For a k-mer set K, a taxonomy 7, and its corresponding
species set S, we define R, R: K x 7 — [0, |S|] as

R(X/ t)Z\{VXEK 1yESt}| (9)

and
RO =) HIRG £)] > 0}, (10)

both illustrated in Supplemental Figure S2. We express each rank-
ing strategy using either function and removing low-ranked k-mers
accordingly. Discriminative and common k-mer strategies simply
rank k-mers inversely and proportionally (respectively) to R or R'.
In the case of ties, which can happen frequently, especially near
leaves, we simply break them randomly.

The goal of covering all species can be imposed as a complex
set covering problem. Instead, in the interest of scalability, we opt
for a simple approach using weighted sums. We set

R =D i We @) - RG, T) (11)

where w, down-weights groups that are highly sampled among
surviving k-mers (see Supplemental Fig. S2). A natural choice of
weights is w,=1/|H,|. However, because |H,| is independent of the
k-mer or the row being considered, this approach will consistently
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down-weight the children with the largest tables; in the extreme
case, it can remove all k-mers from a child altogether. Thus, we
define the weight of a k-mer x locally for its LSH table row by set-
ting it to be inversely proportional to the coverage of each child tax-
on among k-mers of that row:

we(x) = (|{¥ : ¥ € Hy, LSH(x) = LSH&)}) .

As aresult, children covered with fewer surviving k-mers get higher
weights, leading the process at the parent node to remove them
less often (see Supplemental Fig. S2 for a toy example). However,
because decisions are made per row, and the assignment of
k-mers to rows is random, this avoids consistently removing the
same species.

ExtracTKMERS

In extracting k-mers from all input genomes, we use minimizers
to perform an initial subsampling by choosing the k-mer whose
encoding has a MurmurHash3 (https://github.com/aappleby/
smhasher) value that is the smallest in a local window of size w=
k+3. We adopt the left/right encoding of k-mers introduced by
Rachtman et al. (2021); this encoding allows fast calculation of
HD using just four instructions (a pop-count, an XOR, an OR,
and a shift). For k> 16, these encodings require 64 bits. However,
h many k-mer positions are already given by the hash index and
do notneed to be saved as a part of the encoding. In KRANK, unlike
CONSULT-II, we save memory by dropping these positions; this re-
duces the encoding size to a 32-bit number when k—h < 16, which
is the case in our default configurations (k=30 and h=14 or k=29
and h=13). Because each k-mer encoding is only 32 bits, we save
the encodings in the hash table; note that this is different from
CONSULT-II, which saved pointers to a separate encoding array.

Populating LSH tables (FiiTasLe, UNIONTABLES, and PROJECTTABLE)

For each leaf t, FiLLTasLE computes LSH and encoding values of each
k-mer x € K;. Based on h positions, it stores k-mer’s compact en-
coding in the row indexed by the LSH value. We keep a counter ini-
tialized to 1 associated with each k-mer to enable computing later.
For nonleaf taxa, UnioNTABLES combines hash table rows by taking
the union of k-mers. Luckily, the union operation can be defined
on a per-row basis as the same k-mers share LSH value; indepen-
dent union operations are performed in parallel across rows.
Union also updates R(x,t). Furthermore, KRANK uses some of the
available threads to perform postorder traversal in parallel.

Below root, KRANK saves rows of the hash tables using vectors
that allow dynamic size changes during construction, switching to
static structures only at the end. At the root, each row gets pruned
to b k-mers, again using the ranking. This allows converting the ta-
ble to a memory-efficient flattened static 1D array of size 22"p.

Batching

Because we need to merge multiple tables at internal nodes,
the required memory may exceed what is available. To tackle
this issue, we used a batching approach. Except for the
AparTiveSIZECONSTRAINT, all components of our algorithm can be
performed independently on a per-row basis. Therefore, we divide
rows of the tables into batches and build them separately and in
parallel. KRANK has a parameter to set the number of batches,
and each batch’s size constraint is simply updated as M(t) divided
by the number of batches.

Data sets

Wol-vi data set (read classification)

We demonstrate the pros and cons of selection strategies using the
microbial WoL-v1 data set (Zhu et al. 2019) composed of 10,575
genomes (accessible at https://biocore.github.io/wol/download).
We excluded 100 archaeal genomes used by Rachtman et al.
(2021) as queries and five genomes with IDs missing from NCBI
from the reference set, leaving us with 569 archaeal and 9901 bac-
terial references. We chose 756 queries in total; these include 666
bacterial genomes added to RefSeq after WoL-v1 was constructed,
10 randomly selected bacteria from the reference set, and all 80 of
100 archaeal queries from Rachtman et al. (2021) with Jaccard in-
dex above 0 to some reference genome. The queries span a range of
distances to the closest reference genome and are binned into nov-
elty groups as such (Supplemental Fig. S1A). The query set covers
55 phyla and 396 genera, with some phyla highly represented
(e.g., 253 from Pseudomonadota, 91 from Bacillota) but including
several rare phyla (Supplemental Fig. S1B). We generated 150 bp
reads using ART (Huang et al. 2012) at high coverage with the de-
fault [llumina error profile and then subsampled down to 66,667
reads for each query (~2 x coverage for these genomes). We use
the NCBI taxonomy provided with the WoL-v1 data set as our ref-
erence taxonomy.

We used this data set to explore the various heuristics of
KRANK and to also compare the final KRANK versus other meth-
ods. We examined the same query set in both analyses. We com-
pared KRANK against CONSULT-II v0.4.0 (Sapct et al. 2024),
where k-mer selection is arbitrary, Kraken 2 (with default settings),
and CLARK (Ounit et al. 2015) (with default settings, k= 31; species
rank), which uses discriminative k-mers. For KRANK, the classifica-
tion algorithm is identical to CONSULT-II v0.5.0. We tested
KRANK with two memory levels: KRANK-hs (high-sensitivity)
sets k=30, h=14, b=16, and uses 51.2 GB of memory, whereas
KRANK-lw (lightweight) sets k=29, h=13, b=16, and 12.8 GB of
memory. For details, see the exact commands and tool versions
in the Supplemental Information.

Profiling on the CAMI-I high-complexity data set

This data set contains five different high-complexity samples, each
of size 75 Gbp, which are simulated by mimicking the abundance
distribution of the underlying microbial communities (Sczyrba
et al. 2017). We tested the Bracken (Lu et al. 2017) extension of
Kraken 2, which combines its results with Bayesian priors for better
profiling. We used the same custom libraries built with the WoL-v1
data set, with default parameters as described in the WoL-v1 data
set (read classification). Results for CONSULT-II, CLARK, and
Bracken are retrieved from our prior work and are available at
GitHub (https://github.com/bo1929/shared. CONSULT-II).

Profiling on CAMI-II marine and strain-madness data sets

We used the ten-sample marine data set (5 Gbp each, “marmg”
available at https://frl.publisso.de/data/frl:6425521/marine/) and
the 100-sample (2 Gbp each, “strmg” available at https://frl
.publisso.de/data/frl:6425521/strain/) strain-madness data set,
which are the two main data sets focused on abundance profiling
in the CAMI-II challenge. For all tools except CONSULT-II and
KRANK, we used CAMI-II results submitted to the challenge avail-
able at GitHub (https://github.com/CAMI-challenge/second_
challenge_evaluation). We exclude versions of the methods that
were submitted to the first challenge. CONSULT-II results were
again retrieved from GitHub (https://github.com/bo1929/shared
.CONSULT-II). We built and used a KRANK library in high-
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sensitivity setting (k=30, h=14, b=16) using 72,766 genomes se-
lected from the NCBI RefSeq snapshot as of January 8, 2019 (re-
trieved from https://openstack.cebitec.uni-bielefeld.de:8080/swift/
v1/CAMI_2_DATABASES/) by allowing each species to contribute at
most 500 genomes (otherwise randomly selected among available
genomes).

Evaluation metrics

We describe evaluation metrics, referring the reader to the
Supplemental Methods section “Evaluation metrics and tools
used” for further commands and details.

Read classification

We evaluated the read classification with respect to the NCBI tax-
onomy. Each prediction is separately evaluated across each taxo-
nomic rank. When the reference set had at least one genome
matching the query taxon at a particular rank, we call it a positive:
TP if it is the correct taxon, FP if it is the incorrect taxon, and FN if
the read is not classified at that rank. Similarly, at a particular rank,
when the reference set lacks a genome from the query taxon, we
call it a negative:TN if the read is not classified at that rank, FP if
it is classified, which would necessarily be false. We ignored que-
ries at ranks where the true taxonomic ID given by NCBI is a miss-
ing rank.

We use custom scripts to process the specific output format of
each tool and compare it with the taxonomy used to build refer-
ence libraries. These scripts are available on GitHub (https://
github.com/bo1929/shared. KRANK). We also provide distances
of each query genome to the closest reference genome, d* as esti-
mated by Mash (Ondov et al. 2016), taxonomy files, and the out-
puts of evaluation scripts.

Taxonomic profiling

To measure taxonomic profiling performances on both CAMI
challenges, we reported the same metrics as those emphasized in
original publications. We used OPAL (version 1.0.12) to compute
the metrics with -n option (which renormalizes after removing
the unclassified portion).

On CAMI-], we used the main two metrics singled out by the
open-community profiling assessment tool (OPAL, available on
GitHub: https://github.com/CAMI-challenge/OPAL) (Meyer et al.
2019): the Bray—Curtis dissimilarity between the estimated profile
and the true profile and Shannon’s equitability as a measure of al-
phadiversity. All the results are averaged across all five samples. On
the CAMI-II Challenge, we followed the original paper by Meyer
et al. (2022) and compared methods based on L1 norm error and
weighted UniFrac error. Both L1 norm error and weighted
UniFrac error measure the accuracy of the relative abundance esti-
mations of taxa in a sample. The UniFrac metric is computed across
the entire taxonomic tree, whereas the L1 norm is computed at
each taxonomic rank. The weighted UniFrac has a maximum of
16 on this data set, so we report 16—UniFrac; similarly, the L1
norm can never be more than 2, so we report 2—L1. We report av-
erages across 10 samples and 100 samples, respectively, for marine
and strain-madness data sets.

Data access

Simulated query sequences for read classification can be found at
https://ter-trees.ucsd.edu/data/krank/KRANK-queries.tar.gz. Our
results, metadata files and scripts used to create figures, and custom
scripts used to evaluate read classification results are available at
GitHub (https://github.com/bo1929/shared. KRANK). KRANK'’s

software can be found at GitHub (https://github.com/bo1929/
KRANK). We also share both the software and custom auxiliary
scripts as Supplemental Code. The list of KRANK libraries used
across our experiments can be found at https://ter-trees.ucsd
.edu/data/krank/, a tutorial for running KRANK, and descriptions
of these libraries are available at GitHub.
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