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Abstract 

When asked to convey temporal concepts such as ‘yesterday’ 
and ‘tomorrow’ via movements of a dot on a vertical bar, 
American undergraduates utilize analogical mappings 
between spatial and temporal concepts. Previous work has 
revealed two different strategies, hypothesized to require 
differing amounts of artificial language exposure to learn. 
Different pairs of participants, when interacting about these 
time concepts, all settled on the same association between 
spatial magnitude and temporal duration, with larger 
movements used to convey temporal intervals of greater 
duration. However, the association between particular spatial 
locations and temporal concepts such as ‘past’ and ‘future’, 
elicited much more arbitrary solutions, where the mappings 
differed across pairs of participants. These findings suggested 
that the duration mapping might be driven by mostly shared, 
initial cognitive biases, while contrasting mappings for 
past/future result more clearly from extensive linguistic 
interaction. Here we tested whether the brain responds 
differently to duration mappings as compared to direction 
mappings by recording participants’ EEG as they learn a 
mini-language that includes both kinds. ERPs time locked to 
English words elicited larger amplitude N400 and P600 when 
they did not match the preceding signal than when they did 
match. The P600 results were larger and more robust for the 
duration than the direction stimuli, suggesting participants 
were more sensitive to violations of the duration mapping 
scheme. These data support our hypothesis that people have a 
cognitive bias for the duration mappings that supports their 
early emergence in the development of a semiotic system.  

Keywords: analogy; artificial language learning; iterated 
learning; language comprehension; language evolution; 
metaphor; N400; P600 

Introduction 
How does the neural basis of language learning relate to the 
structure of language itself? This is a question that requires 
spanning the brain, communicative behaviors, and the 

dynamics of cultural systems. Studies of language 
evolution, including computational simulations (Griffiths & 
Kalish, 2007; Hare & Elman, 1995; Kirby & Hurford, 2002) 
and behavioral experiments (Kirby, Cornish & Smith, 2008; 
Smith & Wonnacott, 2010; Verhoef, 2012), suggest an 
account of linguistic structure as both ‘shaped by the brain’ 
(Deacon, 1997; Christiansen & Chater, 2008) and refined by 
cultural evolution (Kirby & Hurford, 2002; Kirby, Cornish 
& Smith, 2008; Kirby, Griffiths, & Smith, 2014). On this 
view, the structured nature of language reflects its status as a 
complex adaptive system (Steels, 1997; Beckner, Blythe, 
Bybee, Christiansen, Croft, Ellis, Holland, Ke, Larsen-
Freeman & Schoenemann, 2009), constrained by individual 
neural biases and the demands of cultural transmission. 

Although the conclusion of such experimental work is 
often that linguistic systems adapt to cognitive constraints 
during social transmission, previous work has, to the best of 
our knowledge, never directly measured the brain response 
to the languages that evolve in laboratory experiments (but 
see Lumaca & Baggio (2016) for a similar approach in the 
domain of auditory processing and the emergence of 
tonal/musical systems), relying instead on indirect 
behavioral measures of processing demands or complexity 
(e.g., reproduction accuracy, entropy as in Kirby, Cornish & 
Smith, 2008; Verhoef, 2012).  In the current study we will 
directly assess the brain response to an emerging semiotic 
system, offering insight into the mechanisms by which such 
systems become more structured and learnable. Whereas 
previous studies have used ERPs to study the acquisition of 
experimenter-generated artificial grammars (e.g. Silva, 
Folia, Hagoort & Petersson, 2017), to our knowledge the 
current study is the first to examine the brain response to 
language-like systems that have emerged from actual 
communicative interactions and transmission between real 
people in the lab.  

1151



Our focus is the domain of time and its iconic 
communication via the use of the spatial domain. The use of 
language about space to convey concepts of time is a well-
established linguistic phenomenon (“long duration”, “back 
in the past”, Lakoff & Johnson, 1980). However, the 
mechanisms by which these space-time mappings emerge is 
a matter of continuing debate (Winter, Marghetis & 
Matlock, 2015). Some argue for the importance of innate 
neural representations (Walsh, 2003), others for analogical 
reasoning based on shared structure (Gentner, 1983), and 
still others for conceptual metaphors learned from 
experience (Lakoff & Johnson, 1980). While each of these 
mechanisms may play a role, none on their own can account 
for the combination of universality and variability that we 
find in the languages of the world, a pattern that requires 
explanatory mechanisms operating at multiple timescales 
(Núñez & Cooperrider, 2013). Consequently, time is a 
particularly good test case for understanding interactions 
between cultural evolution and initial individual biases. 

Here we address the interplay between culture and 
cognition by exploring whether factors that characterize the 
emergence of novel meanings in social settings also predict 
their learnability by subsequent individual learners. In doing 
so, we build on previous work on the emergence of space-
time mappings through communication games (Verhoef, 
Walker & Marghetis, 2016). In this study, pairs of 
participants (in separate rooms) communicate about 
temporal concepts using only a novel, spatial signaling 
device: a vertical bar on a touch screen (Fig. 1a), that 
records and replays brief movement patterns of a bubble. 
The results indicated that for some parts of the emerging 
structure, there was a clear involvement of mostly shared, 
initial biases, while other parts seemed to result more 
clearly from a process of negotiation and social 
coordination. For instance, spatial length was used 
consistently to indicate temporal duration, as all dyads used 
larger regions of vertical space to indicate longer durations 
(Fig. 1b), likely the result of shared cognitive biases. 
Further, while the bar’s vertical location (top/bottom) or the 
direction of movement (up/down) was typically used to 
indicate deictic time (past/future), the particular mappings 
varied from dyad to dyad (Fig. 1c, d), indicating more 
idiosyncratic solutions resulting from conventionalization 
through coordination and interaction.  

In a follow-up study, Verhoef, Walker & Marghetis 
(2018) let these initial systems evolve further through 
iterated communication games (Tamariz, Cornish, Roberts  
& Kirby, 2012; Verhoef, Roberts & Dingemanse, 2015), 
where the signals that were developed by one pair were used 
as initial training for the next, before they started 
interacting. Transmission chains of 8 interacting pairs were 
created in which the signaling systems evolved over time. A 
fully systematized, regular language emerged in this 
experiment as the result of repeated transmission. In the 
present study, we expose participants to such a language 
that emerged in the Verhoef et al. (2018) study, while we 
record their brainwaves with EEG.   

Expectations 
The findings of the earlier behavioral study by Verhoef et al. 
(2016) suggested that the spatial length to duration mapping 
might be driven by strong neural biases, while contrasting 
direction mappings for past/future emerge from a social 
negotiation process, and are more conventionalized. In the 
present study, we record EEG as participants view signals 
from the language followed by English words that either 
match (Correct) or mismatch (Violations) their meanings. 
We predict participants’ brain response will reflect greater 
sensitivity to the meanings that involve duration mappings 
than for the more arbitrary direction ones. Two ERP 
components are of particular interest, the N400 component, 
whose amplitude is highly sensitive to the semantic fit 
between a word and its context, and the P600, whose 
amplitude is known to be enhanced by a variety of linguistic 
violations, ranging from rule-based grammatical violations 
to semantic anomalies. If participants are sensitive to the 
meanings of the signals in the miniature language, both the 
N400 and the P600 would be expected to be larger 
following violations than correct pairings. Greater neural 
sensitivity to one sort of violation – for example, if 
participants display a cognitive bias for learning duration 
mappings – might be registered by larger amplitude 
violation effects on the N400 and/or the P600.   

Methods 

Participants 
Participants were 15 undergraduate students at the 
University of California, San Diego (average age = 19.7 
years; 4 men), who participated as part of a course 
requirement for a class in Cognitive Science, Psychology, or 

 
 

Figure 1: (a) Signaling device, (b) Consistent use of 
spatial length to communicate relative duration, (c) and 

(d) Contrasting mappings for past/future. 

1152



Linguistics. All were right-handed fluent English speakers 
with normal or corrected-to-normal vision, and no reported 
psychiatric or neurological disorders. 

Materials 
Signals and time words were a subset of those used in 
Verhoef et al. (2016), see Figure 2. These pairings could 
either be “correct” or made up of one of four types of 
violations: day-year (duration) switch, vertical (direction) 
switch, random far or random close. In a day-year switch, 
the English translation for a temporal duration signal is 
swapped with a different duration signal (e.g., the signal for 
“year” is presented with the word “day” or the signal for 
“tomorrow” is presented with the words “next year”). In a 
direction switch, the English translation of “past” or 
“future” is paired with a signal that goes in the opposite 
direction of the intended mapping (e.g., a downward signal 
for “past” is presented with the word “future” or an upward 
signal for “after” is presented with the word “before”). For 
the random violations, signals were paired with random 
English translations that were either semantically close to 
the intended meaning (e.g., year ! this year; future ! 
after) or semantically far from the intended meaning (e.g., 
day after ! last year; yesterday ! year after), based on a 
semantic distance measure that was previously defined by 
Verhoef et al. (2016). 

Procedure 
After being prepped with EEG electrodes (see next section), 
participants entered a dimly lit, sound-attenuated chamber. 
They were told that for each trial, they would view a short 
signal, followed by a potential English translation of the 
signal. Participants were asked to respond by pushing a 
button to indicate whether or not the translation was correct 
(“yes” or “no”) and would receive feedback.   

Each trial (see figure 3) began with a fixation cross in the 
center of the screen (random duration between 500 and 1000 

ms). Then, a moving signal was presented for 1.5 seconds 
on a vertical blue bar against a white screen, followed by the 
English translation, which remained on the screen for 500 
ms. Then, a question mark appeared on the screen, signaling 
the participants to respond. Participants’ responses triggered 
a positive or negative feedback tone that enabled learning.  

Each participant completed at least two rounds of 96 
trials, with a maximum of 3 rounds. Each of the 16 items 
was presented 6 times per round: 3 times in a correct signal-
word pairing, and 3 times in one of the four violation types. 

EEG Recording and Analysis 
EEG was recorded using 29 tin electrodes, organized in the 
International 10-20 configuration in a mesh cap, and 
referenced to the left mastoid during recording. Two 
electrodes were placed at the outer canthi to record eye 
movements, and one was placed below the right eye to 
detect blinks. EEG was recorded using an SA Instruments 
bioelectric amplifier with a high pass filter of 0.01Hz and a 
low pass filter of 100Hz, and was digitized online at 512Hz.  

ERPs were time locked to the English words following 
each signal. They were examined for artifacts due to 
movement and channel blockage. An average of 16.92% 
(sd=7.9) of trials were rejected due to artifacts. Mean 
amplitude measurements 250-450ms (N400) and 500-
700ms (P600) were taken from electrodes F3, F4, FC3, 
FC4, C3, C4, CP3, CP4, P3, P4, O1, and O2 and subjected 
to repeated measures ANOVA as outlined below.  

Results 
Initial omnibus analyses of each interval involved repeated 
measures ANOVA with factors Round(First, Second), 
Stimulus(Duration, Direction), Status(Correct, Violation), 
and Electrode(12 levels). A snapshot of results can be found 
in Figure 4, which shows the overall status effect (middle 
panel), collapsed across round and stimulus type, as well as 
comparisons of ERPs elicited by violations and correct 
pairings for duration (top) and direction (bottom) stimuli.  
Relative to correct pairings, violations tended to elicit 
enhanced N400 and more positive P600. The distribution of 
the status effect (violation minus correct pairing) across the 
scalp is illustrated in the accompanying colored heads in 
Figure 4.  

 

 
 

Figure 2: The signal-word mappings used. The y-axis 
represents location of the bubble on the vertical bar, 
while the x-axis represents time.  

 

 
 

Figure 3: The procedure for one trial: first a fixation cross 
is shown, then the signal appears showing the movement, 
this is followed by the English translation, then a question 
mark is shown asking for a participant response and finally 

a feedback tone is played. 
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N400 
Our initial analysis revealed a reliable main effect of Status, 
F(1,14) = 7.670, p < 0.05, ges = 1.559e-02, as violations 
elicited more negative ERPs than words in correct pairings. 
We also observed a trend for interactions between Round 
and Electrode, F(10,140) = 2.657, and between Stimulus, 
Round, and Electrode, F(10, 140) = 1.901, neither of which 
survived epsilon adjustment (Huynh & Feldt, 1976).  
Because stimulus type was of a priori interest, we conducted 
separate follow up analyses of the Direction and Duration 
conditions with factors Round (First, Second), Status 
(Correct, Violation), and Electrode (12 levels). Analysis of 
the Direction condition revealed only a trend for an 
interaction between Round and Electrode, F(10, 140) = 
2.991, that did not survive epsilon adjustment. Analysis of 
the Duration condition revealed a reliable main effect of 
Status, F(1,14) = 6.066, p < 0.05, ges = 1.911e-02. Duration 
violations elicited ERPs that were on average 1.3 microvolts 
more negative than did the correct pairings. 

P600 
Our initial analysis revealed a reliable main effect of Status, 
F(1,14) = 6.591, p < 0.05, ges = 0.004, qualified by an 
interaction with Stimulus, F(1,14) = 13.693, p < 0.05, ges = 
0.007, and an interaction between Status and Round, F(1,14) 
= 4.921, p < 0.05, ges = 0.009. To explore the source of 
these interactions, we conducted separate follow-up 
analyses of data elicited by Direction stimuli and for 
Duration stimuli. These repeated measures ANOVAs 
included factors Round (First, Second), Status (Correct, 
Violation), and Electrode (12 levels). Follow-up analysis of 
the direction condition revealed no reliable effects. By 
contrast, follow up analysis of the Duration condition 
revealed a main effect of Status, F (1,14) = 11.778, p < 0.05, 
ges = 5.077e-02, as the violations elicited larger P600 than 
did the correct translations. 

Task Performance 
Performance on the task was assessed by compiling each 
participant’s percentage of hits (when they responded 
‘match’ for a correct mapping) and false alarms (when they 
responded ‘mismatch’ for a correct mapping) for the 
Duration and Direction stimuli in each round. Hit rates were 
subjected to repeated measures ANOVA with factors Round 
and Stimulus.  Performance improved in the second round, 
F(1, 14) = 9.63, p < 0.05, ges = 0.005, but Stimulus was not 
significant either as a main effect or in interaction with 
Round. Similarly, analysis of false alarm rates revealed a 
main effect of Round, F(1, 14) = 20.88, p < 0.05, ges = 0.15, 
as participants made fewer false alarms in the second round 
than they did in the third round. Stimulus did not reliably 
affect false alarm rates, though examination of the data 
suggests this may be due to limitations in the power of the 
study to detect subtle behavioral effects (ges was 0.05 for 
Stimulus and 0.01 for the Stimulus x Round interaction) for 
the Stimulus effect was 0.05, with a relatively small sample 
size (n=15).  

Discussion 
In the present study, we investigated the influence of 
cognitive biases on emerging space-time mappings in an 
artificial language by explicitly measuring neural responses 
to learning trials. Previous work, using an experimental 
paradigm to investigate the cultural evolution and 
conventionalization of space-time mappings in artificial 
languages, suggested (but could not prove) the presence of 
two complimentary drives towards structure. The emergence 
of mappings between temporal duration and spatial extent 
seemed to be driven by strong initial biases, shared by most 
participants. By contrast, mappings between vertical spatial 
locations and direction to past/future events seemed to be 
more arbitrary and idiosyncratic. 

Here we tested whether the brain responds differently to 
duration mappings as compared to direction mappings by 
recording participants’ EEG as they learned an artificial 
language that includes both of these kinds of mappings. 

 
 

Figure 4: ERPs from a composite electrode elicited by 
English words in correct pairings in black versus violations 

in red. Following the convention in the ERP language 
literature, negative voltage has been plotted upwards. 
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ERPs time locked to English words that did not match the 
preceding signal elicited larger amplitude N400 and P600 
than when they did. This suggests that participants noticed 
the systematicity in the language they were exposed to and 
were sensitive to the meanings of its signals. Although 
behavioral measures of performance suggested participants 

did equally well on direction and duration mappings, 
violations of duration mappings were larger and more robust 
than for direction ones. These data are in keeping with our 
hypothesis that the duration mappings that emerged in our 
dyadic iterated learning experiment, result from cognitive 
biases shared by many individuals, whereas the more 
variable direction mappings are more idiosyncratic, and 
become conventionalized in a more arbitrary fashion. 
Because participants likely had more variable expectations 
regarding the nature of the direction mappings, their brain 
response to such violations was similarly more variable. The 
lack of a consistent brain response across the group of 
participants would explain why the direction violations 
elicited low amplitude effects that were not statistically 
significant.  

Our results are similar to a finding by Lockwood, 
Hagoort, & Dingemanse (2016), in which Dutch participants 
were asked to learn sound-symbolic words from a language 
they don’t speak: Japanese. These words were iconic in the 
sense that there was an intrinsic connection of resemblance 
between the form and meaning. Participants were exposed 
to either correct pairings or meanings paired with an 
opposite word, violating the iconic link. The results showed 
that people had a harder time learning the opposite pattern, 
and this was also reflected in their ERPs at test. In our 
artificial space-time language, the duration mappings can be 
seen as having iconicity, where the analogical mapping 
between spatial magnitude and temporal duration creates a 
perceptual resemblance between form and meaning. Even 
though we did not try to explicitly teach our participants the 
opposite mapping, as in Lockwood et al. (2016), we did find 
a clear neural sensitivity for these more iconic mappings as 
opposed to the more arbitrary direction mappings to past 
and future. 

More broadly, our results show that, when learning novel 
mappings between the domains of space and time, the brain 
distinguishes between those regularities that seem to derive 
from shared initial biases and those that derive from 
convention. In the context of language emergence and the 
evolution of structure, these results enable a novel 
integration of neural measures and experimental methods 
that model processes of cultural evolution. Through this 
combination, the interactions between neural biases and 
sociocultural experience in the course of learning and 
transmitting a novel mini-language can be investigated in 
more detail. Here, we presented neural evidence for the 
proposal that linguistic structure is both shaped by the brain 
(Deacon, 1997; Christiansen & Chater, 2008) and refined by 
cultural evolution (Kirby & Hurford, 2002; Kirby, Cornish 
& Smith, 2008; Kirby, Griffiths & Smith, 2014) and that 
both are needed to explain the combination of universality 
and variety in languages around the world (Núñez & 
Cooperrider, 2013). This study opens up exciting avenues of 
future work in which the learnability of languages that 
originate in iterated learning paradigms can be empirically 
tested with the use of EEG measurements. This will allow 
us to be more precise about how neural biases influence 

 

 
(a) 

 
(b) 

 
Figure 5: Average Proportion of Hits, where 

participants chose ‘match’ for a correct mapping (a) and 
False Alarms, where participants chose ‘mismatch’ for 

correct mappings (b) in each of the conditions. Error bars 
depict 95% confidence intervals. 
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learning and transmission in the emergence of structure in 
language and what the role is of different interacting 
mechanisms. This will help to more definitively establish 
whether and how cultural evolution enables language to be 
more compatible with the neural architecture. 
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