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Abstract 
 

X-Ray and Deep UV Spectroscopy of Interfaces: Liquids and Solids 
 

By 
 

Franky Bernal 
 

Doctor of Philosophy in Chemistry 
 

University of California, Berkeley 
 

Professor Richard J. Saykally, Chair 
 
 

Chemistry at interfaces is of profound importance in the natural world, but only recently 
have the tools been developed to adequately study such finite boundaries. Much work has gone 
into the study of aqueous interfaces, as they play crucial roles in atmospheric, electrochemical, and 
biological phenomena. The bulk of this dissertation is focused on the application of nonlinear 
spectroscopy to study the behavior ions at the air-water interface and their effects on interfacial 
chemistry. I also discuss the latest work on the elusive characterization of liquid carbon produced 
from diamond samples.   
 Chapter 1:  A summary of the work done in the last century surrounding interfacial ions in 
water is provided. Today, we know that the surface tension of salt solutions increases with added 
solute concentration, but at the time this observation was first made, the molecular-level 
understanding of ions at the air-water interface was still in its infancy. This chapter focuses on the 
origins of the first widely-accepted theoretical model of interfacial ions developed by Wagner, 
Onsager, and Samaras in the early 1930s, and on key experimental evidence that influenced the 
development of more sophisticated computer models. This recollection emphasizes the enormous 
progress made in this field, particularly in the last decade. 
 Chapter 2: The theory of nonlinear deep ultraviolet second harmonic generation 
spectroscopy is reviewed. I describe the theoretical framework vital to understanding the origin of 
the generated second harmonic response. From this, I describe the development of a Langmuir 
model, used to quantify the adsorption of ions. The optical DUV-SHG setup is described in detail 
and data analysis methods are discussed. 
 Chapter 3:  The first experiment to identify a polyatomic cation adsorbed to the air-water 
interface using DUV-SHG is described. Guanidinium is found to adsorb to the interface with a 
similarly strong propensity as the thiocyanate anion. MD simulations identify a strong interfacial 
orientational preference for guanidinium ions wherein the cation lies parallel to the air-water 
boundary. Furthermore, the data are suggestive of ion-pairing effects, the exact nature of which 
remain to be established. This work highlights an important milestone in the study of interfacial 
specific ion effects.  
 Chapter 4: DUV-SHG, microdroplet mass spectrometry, and kinetic modeling are 
employed to study atmospherically-relevant sulfur oxyanions at the air-water interface and 
reexamine the mechanism of thiosulfate ozonation. Previous work highlighted that the doubly- 
charged carbonate anion exhibits a stronger affinity for the interface than does the singly-charged 
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bicarbonate. To determine if other multiply-charged anions are also surface active, sodium sulfate, 
sulfite, and thiosulfate solutions are studied. It is found that thiosulfate exhibits a strong propensity 
for the air-water interface, while sulfate and sulfite do not. A new kinetic model for thiosulfate 
ozonation is developed which agrees well with the experimental data. 

Chapter 5: Efforts to produce and characterize the liquid state of carbon from irradiation of 
diamond samples are described. Mega-electronvolt ultrafast electron diffraction is used to study 
the structure of crystalline diamond thin films following excitation from an ultrafast laser pulse. 
Additional resonant inelastic x-ray spectroscopy measurements are performed to determine the 
electronic structure of laser-excited diamond. It is then determined that the physical and electronic 
structure of diamond remains unchanged when probed at picoseconds after excitation. This work 
highlights the resilient nature of diamond and the experimental challenge of evidencing a clear 
liquid carbon signal.  
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Chapter 1 – A Brief Summary of Interfacial Ion Adsorption 
Studies  
 

Water remains a prominent research subject across many disciplines, including agriculture, 
biology, atmospheric sciences, and chemistry.1 Although humanity has harnessed water for 
millennia, it was only in the last few decades that we began to uncover its intricate nature. 
Questions as simple as why is water wet? (A: “Strong tetrahedral hydrogen bonding”- R.J.S.), 
have prompted much research into understanding the structure of water and its properties. This 
chapter comprises a brief historical overview of the research surrounding water and ions. The 
history of water research is rich and extensive, so the discussion below is centered on the 
phenomenon of surface ion adsorption.  

Throughout recorded history, humans have understood the importance of sourcing clean 
water, but as the leading solvent on this planet, chemically pure water is naturally unobtainable. 
Early Greek philosophers report that while water was a critical substance, it was often 
contaminated and distributed in a dull murky state.2 With modern filtration methods, clean water 
is accessible to more lives than ever before, free of toxic chemicals and microbes. Still, even our 
modern definition of clean water does not necessarily imply it is pure. Common ions exist naturally 
in most fresh water sources and are often supplemented into purified water to impart flavor, and 
atmospheric gases are nearly always dissolved to some extent. While studies have investigated the 
bulk properties of water and the changes induced by dissolving simple salts, only within the last 
century have the interfacial properties been rigorously explored. 
 

1.1. Specific Ion Effects on Surface Tension 
 

One of the earliest investigations of ions and their effects on a surface property of water 
was published in 1910 by Heydweiller and his team.3 They recorded the surface tension of several 
inorganic salt solutions as a function of salt concentration via the capillary rise method. Their work 
was fundamentally insightful as it established simple salts altering a surface property of aqueous 
solutions. They found that increasing the bulk salt concentration strengthened the surface tension 
of solutions. Additionally, they noted that these positive increases were not constant for all ions 
and that the identity of the anion exhibited specific effects while that of cations did not.  

By this time the Gibbs adsorption isotherm was well-established and related changes in 
surface tension (𝑑𝛾) to the chemical activities (𝑑𝜇!) of the species in solution and their surface 
excess (Γ!).4,5 
 
 −𝑑𝛾	 = 	Γ"𝑑𝜇" 	+ 	Γ#𝑑𝜇#	+	..		 (1.1) 
 
If we consider the density of water across a small air-water boundary, a simple definition of the 
interface is where the density of solvent falls to half of its bulk value. This is known as the Gibbs 
dividing surface and provides a theoretical finite boundary of the interface (Figure 1.1). We can 
modify Eq. 1.1 for an aqueous solution composed of water and a single solute species as follows: 
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Here, we find that the direction in which the surface tension (𝜕𝛾) changes with increasing salt 
concentration (𝜕𝑙𝑛𝐶!) dictates the sign of Γ! under constant temperature and pressure conditions. 
The surface excess term describes the interfacial concentration of a species relative to its bulk 
concentration across the entire interfacial surface area. A positive surface excess would suggest a 
higher concentration of species in the interfacial region relative to the bulk, whereas a negative 
surface excess suggests a lower interfacial concentration. Typically, surfactants in water such as 
the ubiquitous sodium dodecyl sulfate found in soap, lower the surface tension of water and exhibit 
a positive surface excess since they tend to accumulate at the interface and disrupt the interfacial 
hydrogen bond network of water.6 Heydweiller recorded an increasing surface tension with solute 
concentration, from which the Gibbs adsorption isotherm predicts a negative surface excess for 
ions in solution. This implies that ions are net depleted at the interface. 
 
 

 
Figure 1.1 Density of water relative to its bulk value as a function of distance. Moving from the 
liquid phase to the vapor phase, the Gibbs dividing surface is set where the relative density falls to 
half its bulk value. The surface excess of water is zero at the GDS.  
 

Heydweiller proposed that electrostatic attractions between the ions in solution prevented 
their accumulation at the interface and resulted in the observed surface tension results. However, 
this theory was too simplistic and did not consider electrostatic effects inherent to the interface. 
Shortly after Debye and Hückel published their seminal paper on electrolyte solutions in 1923, 
Wagner attempted to calculate Heydweiller’s results and developed a model based on classical 
electrostatics.7,8 Onsager and Samaras further simplified Wagner’s work, and the Wagner-Onsager-
Samaras (WOS) model was introduced.9 In the WOS model, ions experience an electric force from 
the interface known as an image charge interaction.  
 
 𝑞!-./0 	= 	 𝑞!1) +

2"#$%&	4	2#!&
2"#$%&	5	2#!&

,	  (1.3) 
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Since the dielectric constant of water (𝜀6.708 ≈ 80) is much greater than that of air (𝜀.!8 ≈ 1), the 
image charge (qimage) is of the same sign and similar magnitude as the ion charge (qion). Therefore, 
ions in solution experience a repulsive force as they approach the interface and are repelled, as 
depicted in Figure 1.2. The computed results of the WOS model determined that the magnitude of 
the surface tension increase was constant across all ion species and was dependent only on the 
charge of the ion. The model did not reproduce specific ion effects on surface tension, as seen in 
the experimental data. Given the theoretical approximations employed in the model and the 
experimental uncertainty of Heydweiller’s work, it was not clear whether these discrepancies had 
physical meaning. Nevertheless, this work bridged fundamental thermodynamics and 
electrostatics to explain the experimental observations and became universally adopted. 
 
 
 

 

 
Figure 1.2 Depiction of the image charge interaction experienced by ions as they approach the 
interface. The image charge effected by the interface is of the same sign and therefore repulsive. 
 
 

1.2. Early Evidence of Interfacial Ions 
 

Decades after the WOS model, a series of puzzling results were published by the atmospheric 
community that reinvigorated interest in the study of interfacial ions.10–12 Hu et al. examined the 
gas uptake of halogens (X2) onto halide (Y-) solution droplets via the reaction:10 

 
 X2 + Y- à XY + X-  (1.4) 

 
The measured reaction kinetics were not adequately explained by simple bulk phase mechanisms 
and more halogen gas was consumed than predicted. To better model the gas uptake, researchers 
included an interfacial reaction mechanism in their calculations and determined that the observed 
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reaction kinetics were best described by this interfacial mechanism at solution concentrations > 50 
mM.  

In the Arctic, scientists noticed a depletion of ozone that coincided with the polar sunrise 
and heavily relied on the presence of bromide species.12 Foster et al. evidenced increased reactions 
between Br- and O3 at the interface of polar snow, where it was reasoned that ocean aerosols 
melting on the surface of ice caps were the primary source of Br-. Studies further emphasized that 
halide reactions with O3 were ion-specific and found Br- / O3 reactions were favored over Cl- / O3, 
even when Cl- ions were far more abundant than Br-. Although there was Br2 in the atmosphere, it 
was determined that much of the O3 / Br- reaction proceeded through an interfacial mechanism 
above polar ice. Given the results of the WOS model, proposing an interfacial reaction mechanism 
involving ions at the air-water interface was unconventional. A comprehensive aerosol study in 
2004 confirmed these results and demonstrated that indeed bromide ions were reacting with ozone 
at the air-water interface.13  

In response to the emerging experimental results, a theoretical effort was made to reconcile 
the early theories of WOS with experiments.11,14–20 Specifically, how could a negative surface 
excess for ions in solution hold when there is growing evidence for interfacial reaction mechanisms 
involving halides? Equipped with modern computational advances, molecular dynamics 
simulations were employed to study specific ion effects at the air-water interface. In these early 
simulations, rectangular slabs were populated with a few hundred water molecules and a single 
ion pair. These slab simulations modeled ion-water interactions at the infinitely dilute limit which 
was necessary to capture specific ion effects. The first notable results showed that anions tended 
to reside closer to the interface than did cations.15 Subsequent simulations, including the landmark 
paper by Jungwirth and Tobias, found that including polarizability terms for ions and water 
molecules resulted in the larger halides demonstrating a propensity for the interface, the 
magnitudes of which scaled with size, Cl- < Br- < I-.18 It was rationalized that ions in the bulk 
experienced a small net electric field from the surrounding water dipoles, but at the interface, the 
asymmetric solvent environment strongly polarizes the ion and only the larger, more “soft” ions 
were stabilized at the interface. These results noted that not only were large halides surface active, 
but also suggested ion concentrations could actually be enhanced at the interface relative to the 
bulk.  

To rationalize the negative surface excess predicted by the Gibbs adsorption isotherm, ion 
densities relative to the bulk were simulated across the interface.21 Although some ions were 
exhibiting increased interfacial surface density, simulations found there was a considerable region 
of subsurface depletion just below the interface. Thus, when ion densities were integrated across 
the entire interfacial region, the net surface excess was indeed negative as predicted by the WOS 
model and Gibbs adsorption isotherm. The regions of surface enhancement and subsurface 
depletion are illustrated in Figure 1.3. 
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Figure 1.3 Density profile plot of a surface-active ion demonstrating an enhanced density at the 
interface. A subsurface depletion region is highlighted as a negative contribution to the surface 
excess. Integrating across Z, the net surface excess is negative and in agreement with the Gibbs 
adsorption isotherm for ions in solution. Reprinted with permission from Ref 21. Copyright 2004 
Elsevier. 
 

1.3. Spectroscopic Measurements 
 

The measurements taken by the atmospheric community were made primarily via mass 
spectrometry in efforts to detail bulk reaction kinetics and mechanisms. To experimentally verify 
specific ion effects predicted by theory, new surface-specific measurements were necessary. 
Fortunately, by the early 2000s, nonlinear second harmonic generation (SHG) spectroscopy had 
been established by the pioneering work of the Eisenthal and Shen groups.22–25 These techniques 
provided unrivaled surface specificity that allowed researchers to probe the topmost molecular 
layers of the air-water interface, ca. 1 nm into solutions. 

SHG was first used by the Eisenthal group to study the average dipole orientation of water 
molecules at the air-water interface and concluded that most water molecules point their O-H 
groups towards the bulk. The Shen group would further elucidate the orientational preference of 
water molecules by recording a vibrational-SFG spectrum of the surface of water and concluded 
that ca. 20% of water molecules point one O-H group into the vapor phase.25 With the interfacial 
spectrum of neat water well-detailed, subsequent studies monitored perturbations in the spectra 
due to the addition of ions.26–28 These studies were able to infer the presence of interfacial ions 
through a suppression of the interfacial dangling water O-H peak and increases in the O-H stretch 
band. 

By leveraging ion-specific charge-transfer-to-solvent (CTTS) transitions, Petersen and 
Saykally developed deep-ultraviolet SHG (DUV-SHG) to directly probe interfacial anions.29–32 In 
aqueous solution, many anions exhibit broad absorption bands in the UV region attributed to CTTS 
transitions, wherein excitation from a UV light source ejects an electron from the ion into the 
solvent.33 These transitions were ideal candidates for resonance-enhanced DUV-SHG studies and 
provided a direct route to probe interfacial ions. Azide (N3-) was the first of many ions confirmed 
to reside at the air-water interface via DUV-SHG. An added benefit to this technique was the ability 
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to measure a solution as function of solute concentration and thereby extract thermodynamic 
information. Fitting the concentration-dependent DUV-SHG results to a Langmuir isotherm 
allowed for the Gibbs free energy of adsorption for ions to be determined. Not only was the DUV-
SHG signal qualitatively indicative of ions at the interface, but it also allowed for a quantitative 
description of surface propensity. Temperature-dependent DUV-SHG would enhance our 
thermodynamic understanding by extracting enthalpic and entropic adsorption contributions.34 
Rizzuto et al. adapted DUV-SHG into a nonlinear  electronic sum-frequency technique (DUV-
ESFG) by introducing a broadband white light continuum based on  previous work by the Tahara 
group.35,36 Instead of relying on the time-consuming pointwise measurements of DUV-SHG, an 
electronic interfacial spectrum spanning ca. 30 nm was now obtainable. DUV-ESFG was able to 
characterize interfacial ion transitions and evidenced energy shifts of the CTTS transitions at the 
interface relative to the bulk. These studies directly evidenced ions at the air-water interface and 
helped develop a deeper understanding of the ion adsorption phenomenon. Further theoretical 
details of nonlinear SHG are provided in Chapter 2.  
 
 
 

1.4.  Mechanism of Ion Adsorption 
The thermodynamic information gathered from DUV-SHG studies helped to characterize 

ion surface propensity, but alone was insufficient to elicit a full molecular description of the ion 
adsorption phenomenon. Although the simulations by Jungwirth and Tobias were key to predicting 
ion adsorption, they lacked a clear mechanism of the molecular driving force. In collaboration with 
the Geissler group, Saykally and coworkers determined the Gibbs free energy for adsorption of 
thiocyanate anions to the air-water interface as a function of temperature to extract enthalpic and 
entropic contributions.34 MD simulations added perspective to these results, and allowed for the 
mechanistic details to be determined. In their mechanism, ions fluctuating to the interface shed  
one or more water molecules from their solvation shell, which then move into the bulk. The 
displaced water molecules become fully coordinated in the bulk and provide an enthalpic driving 
force for ion adsorption. Moreover, ions situated at the interface dampen interfacial capillary 
waves, which introduces an entropic penalty to surface adsorption. This mechanism highlights the 
fact that ion solvation plays a major role in determining surface activity, since weakly hydrated 
ions (e.g., SCN-, I-) are most likely to shed their solvation shell and exhibit an affinity for the 
interface than are strongly hydrated ions (e.g., F-, Na+).  

The balance between enthalpic and entropic contributions is not constant at all interfaces. 
Studies of the mechanism of ion adsorption to the graphene-water and oil-water interface revealed 
different underlying mechanistic details. At the graphene-water interface, the graphene sheet itself 
dampens capillary waves, yet limits adjacent ion rotational degrees of freedom, resulting in an 
overall lowered entropic cost compared to the air-water interface. Additionally, direct graphene-
ion interactions contribute to the enthalpic driving force more than does solvent repartitioning. At 
the oil-water interface, the enthalpic and entropic contributions are reversed and the main driving 
force for ion adsorption is entropic in nature.37 This is due to the formation of “water fingers” 
extending into the hydrophobic layer and increasing water density fluctuations.  

While much progress has been made in describing ions at interfaces, our description of ion 
adsorption continues to evolve. Recent studies have discovered that ion pairing effects may further 
complicate the mechanism of adsorption. X-ray photoelectron spectroscopy measurements 
identified the surprising surface enhancement of the doubly-charged carbonate ions over 
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bicarbonate ions at the air-water interface.38 Given the advances in surface adsorption 
understanding from the early 2000s, it was thought that multiply charged ions would be too “hard” 
to adsorb to the air-water interface. To gain a deeper understanding of the mechanism for carbonate 
surface adsorption, Devlin et al. performed DUV-SHG measurements of carbonate and 
bicarbonate, finding that indeed the carbonate ion demonstrates an affinity for the interface about 
ten times stronger than bicarbonate.39 MD simulations by the Pascal group identified 
“agglomeration” of the carbonate ions with sodium counterions, leading to near-neutral clusters 
that subsequently follow the thiocyanate adsorption mechanism driven by solvent repartitioning 
(Figure 1.4). 
 
 

 
Figure 1.4 Molecular cartoon depicting the mechanism of ion adsorption to the air-water interface. 
1. ions move to the interface and shed water molecules from their solvation shell. 2. Interfacial 
water molecules are repartitioned into the bulk, resulting in an enthalpic driving force for ion 
adsorption.  
 

1.5. Next Steps 
Our fundamental understanding of the mechanism behind ion adsorption has dramatically 

advanced in the last few decades, but it is still developing, as there are many interfacial systems 
yet to be explored. Cations have been generally thought to be too nonpolarizable to exhibit much 
surface affinity; however, as will be shown in Chapter 3, this is not necessarily true of all positively 
charged ions. Additionally, there are several environmentally-relevant multiply charged ions that 
may need to be reconsidered, some of which are explored in Chapter 4.  
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Chapter 2 – SHG Spectroscopy and Data Analysis 
 
This chapter establishes the theoretical framework for DUV-SHG spectroscopy, derives the simple 
Langmuir model underlying the analysis of data, and describes the experimental setup and the 
actual data analysis methods.  
 

2.1. Second Harmonic Generation 
 
 In 1960, the first ruby lasers were developed, giving researchers access to millisecond-long 
pulses of highly monochromatic 694 nm light1. The peak intensities effected by these lasers set the 
stage for the first demonstration of second harmonic generation in quartz a year later2. As laser 
technologies have continued to evolve, modern amplified systems are able to deliver sub-100 
femtosecond pulses with pulse energies in the tens of millijoules. As will be demonstrated below, 
the field of nonlinear optical spectroscopy has greatly benefitted from these technological 
advances as the increased pulse energies have unlocked the ability to perform higher-order 
nonlinear spectroscopies.   
 The following is adapted from expert works on nonlinear spectroscopy and several 
established papers; the reader should refer to them for an in-depth discussion of these topics3–9. 
When light traverses a dielectric medium, the electric field (𝐸) of the oscillating electromagnetic 
waves induces dipole moments, causing the material to become polarized (𝑃). The degree to which 
the dielectric becomes polarized depends on its electric susceptibility (𝜒). We can express the 
polarization of a material as: 
 
 𝑃(𝑡) = 𝜖9𝜒𝐸(𝑡)  (2.1) 

 
Where 𝜖9 is the vacuum permittivity. At high electric field strengths, the polarization response of 
a dielectric becomes nonlinear and is better described by a Taylor series expansion in 𝐸(𝑡) 
accounting for higher-order contributions: 
 
 𝑃(𝑡) = 𝜖9𝜒(")𝐸(𝑡) 	+	𝜖9𝜒(#)𝐸#(𝑡) 	+	𝜖9𝜒(<)𝐸<(𝑡)  (2.2) 

 
The second term in the expanded polarization of Eq. 2.2 is the nonlinear second-order polarization 
(𝑃(#)), which is proportional to the second-order susceptibility (𝜒(#)) and the square of the electric 
field: 
 
 𝑃(#)(𝑡) = 𝜖9𝜒(#)𝐸#(𝑡)  (2.3) 
 
If we substitute into Eq. 2.3, the electric field expressed as a wave of frequency 𝜔 and amplitude 
𝐸 as shown in Eq. 2.4: 
 
 𝐸(𝑡) 	= 	𝐸𝑒4!=7 	+ 	𝑐. 𝑐.  (2.4) 

 
The expression for 𝑃(#)(𝑡) can then be rewritten as: 
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 𝑃(#)(𝑡) = 2𝜖9𝜒(#)𝐸(𝑡)# 	+ 	>𝜖9𝜒(#)𝐸(𝑡)#𝑒4!#=7 	+ 	𝑐. 𝑐. ? (2.5) 

 
here we see the appearance of a 2𝜔 term. Therefore, after applying a sufficiently intense electric 
field with frequency 𝜔, the induced second-order polarization drives an electric field at twice the 
input frequency, i.e., second harmonic generation.  

In the dipole approximation, the second harmonic field is only generated in non-
centrosymmetric media such as certain crystals (e.g., quartz, beta barium borate, lithium triborate) 
and at interfaces. To understand this, consider the polarization response in materials with inversion 
symmetry. The polarization is denoted as in Eq. 2.3 for the positive direction; however, if we 
reverse the electric field direction (-𝐸(𝑡)), then the instantaneous induced second-order 
polarization should follow (−𝑃(#)(𝑡)):  
 
 −𝑃(#)(𝑡) = 𝜖9𝜒(#)[−𝐸(𝑡)]# 	= 	 𝜖9𝜒(#)𝐸#(𝑡) 	= 	𝑃(#)(𝑡)  (2.6) 

  
However, simplifying the expression we find that  −𝑃(#) 	= 	𝑃(#). In centrosymmetric media, to 
satisfy Eq. 2.6,  𝜒(#) = 0  and there is no net polarization response to drive SHG. For isotropic 
liquids, this means that the bulk solution will not generate second harmonic light, but the 
interface, which naturally has broken inversion symmetry, can produce a second harmonic 
signal, and thus highlights the surface specificity of this technique.  

 
 
Figure 2.1 Non-centrosymmetric environments where SHG is allowed. A) Quartz crystal structure 
exhibiting no inversion center. B) Molecular picture of the air-water interface, the region in the 
dashed rectangle exhibits broken inversion symmetry.  
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2.2. Resonant Deep Ultraviolet SHG (DUV-SHG) 
 

SHG can be produced in certain crystals and environments that lack inversion symmetry, 
including the surface of neat water. However, SHG becomes a particularly  powerful interfacial 
molecular probe when resonant with a transition specific to the chromophore being studied. The 
link between SHG and molecular information lies within the second-order susceptibility. A 
dielectric’s polarization response to an electric field can be visualized as a collection of atoms 
exhibiting a dipole response to the applied field. We can express the macroscopic second-order 
susceptibility as the sum of N atoms each with their own molecular analogue of 𝜒(#), viz. the 
hyperpolarizability, 𝛽:  

 
  𝜒(#) 	= 	∑ 𝛽)) 	 ∝ ∑ >?',)@A',)B>

=)4=*+,4!C))  (2.7) 
 
Under two-photon resonant conditions, the SHG wavelength is resonant with a transition of the 
chromophore and can enhance the signal according to the right side of Eq. 2.7. Here, 𝜇9,), 𝛼9,), 
𝜔), 𝜔DEF , and 𝛤) correspond to the transition dipole moment matrix, two-photon absorption 
polarizability tensor, resonant transition frequency, SHG frequency, and the lifetime of the resonant 
transition. Tuning the input wavelength so that the SHG wavelength overlaps with the resonant 
transition decreases the term in the denominator, increasing the effective second-order 
susceptibility and consequently the SHG signal as well. Additionally, Eq 2.7 highlights the 
selection rules of resonance-enhanced SHG, which are that the resonant transition must be both 
one and two-photon active as the numerator term must be nonzero. A bulk UV-Vis spectrum is 
useful in identifying the position and strength of one-photon active transitions; however, these may 
not necessarily be two-photon active as well. If the resonant transition is specific to a single 
chromophore and no other molecules have overlapping transitions at the resonant wavelength, then 
the increased SHG signal becomes a direct probe of the chromophore. This allows us to 
experimentally confirm an ion’s presence at the air-water interface using SHG, as depicted in 
Figure 2.2. Under the electric dipole approximation, we assume bulk quadrupole and higher-order 
multipole signals do not significantly contribute to the measured SHG signal. 
 

 
Figure 2.2 Resonant DUV-SHG at the aqueous interface. A) DUV-SHG in reflection geometry at 
the air-water interface. B) Diagram of the SHG process where two photons are used to generate an 
upconverted third photon resonant with a transition.  
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2.3. Langmuir Isotherm 
 

Since 𝜒(#) for resonant SHG is proportional to the sum of interfacial atoms; if we assume 
that the orientation of the interfacial molecules remains invariant to changes in the interfacial 
population, then the orientationally averaged hyperpolarizability is assumed to remain constant. In 
this case, the SHG signal becomes directly proportional to the interfacial population of ions (N) 
and their effective hyperpolarizability,	⟨𝛽⟩18!0)7. .  
  
  𝜒(#) 	= 	∑ 𝛽)) 	= 	𝑁	 ×	 ⟨𝛽⟩18!0)7. (2.8) 
 
We can expect the above to hold naturally for spherical ions and small molecules known to adsorb 
to the interface with a defined orientation, but large molecules may deviate from this assumption10–

12. As more ions partition to the interface, we expect the SHG response will scale accordingly. This 
allows the SHG signal response as a function of concentration to be modeled by a Langmuir 
adsorption isotherm. Although several adsorption models have been used in literature to fit SHG 
data, this dissertation relies on the simplicity of a Langmuir model as it fits the data presented 
well13–15.  
 

We start by noting that the SHG intensity is proportional to the squared input intensity and 
the susceptibility of the interface, which consists of water molecules and ions: 
 

  𝐼#= ∝ 	 M𝜒6.708
(#) + 𝜒!1)

(#) M
#
	× 	 𝐼=#                 (2.9) 

 
By subbing in the expression for 𝜒(#) from Eq. 2.8 and dividing the SHG intensity by the input 
intensity squared, we obtain: 
 
  H-.

H.-
∝ 	 |𝑁6.708 	× 	 〈𝛽〉6.708 + 𝑁!1) 	× 	 〈𝛽〉!1)|#               (2.10) 

 
The experiments presented in this dissertation were done assuming laser irradiation to be far from 
any water resonances, and therefore that the response of water is a purely real signal. However, 
since the SHG wavelength is typically tuned to a resonant transition, 𝜒!1)

(#)  is resonantly enhanced 
following Eq. 2.7 and therefore it is a complex value with both real and imaginary components:  
 
											H-.

H.-
∝ 	 (𝑁6.708 × 𝑅𝑒{〈𝛽〉6.708} + 𝑁!1) × 𝑅𝑒{〈𝛽〉!1)})# + (𝑁!1) × 𝐼𝑚{〈𝛽〉!1)})#        (2.11) 

 
Dividing the above equation by 𝑁6.708 replaces 𝑁!1) with 𝑁I, the surface concertation of ions:  
  
  H-.

H.-
	 ∝ (𝐴 + 𝑁I × 𝐵)# + (𝑁I × 𝐶)#     (2.12) 

 
The real and imaginary portions of Eq. 2.11 are grouped into the new variables A, B, and C. 
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In a Langmuir model, we assume that ions and water molecules exchange positions from 

the interface to the bulk: 
 
  𝑤𝑎𝑡𝑒𝑟IJ8K.L0 + 𝑖𝑜𝑛MJ(N 	↔ 	𝑤𝑎𝑡𝑒𝑟MJ(N + 𝑖𝑜𝑛IJ8K.L0              (2.13) 
 
Using Eq. 2.13, we generate the equilibrium expression below: 
 
  𝐾.OI =	

[6.708]/012×[!1)]30&4#5%
[6.708]30&4#5%×[!1)]/012

 (2.14) 

 
Using the Langmuir isotherm assumption that there exists a maximum number of surface sites, 
[𝑠𝑖𝑡𝑒𝑠]-.S, then [𝑠𝑖𝑡𝑒𝑠]-.S = [𝑤𝑎𝑡𝑒𝑟]IJ8K.L0 	+ 	 [𝑖𝑜𝑛]IJ8K.L0. We use this relation to substitute 
for [𝑤𝑎𝑡𝑒𝑟]IJ8K.L0 and then solve Eq. 2.14 for [𝑖𝑜𝑛]IJ8K which is equal to 𝑁I:  
 
 [𝑖𝑜𝑛]IJ8K = [𝑠𝑖𝑡𝑒𝑠]-.S 	×

[!1)]/012
[6.708]/012×T#63

78 	5[!1)]/012
	= 	𝑁I           (2.15) 

 
We convert concentrations to mole fraction (𝑋!1)), and relate the equilibrium constant to the Gibbs 

free energy (𝐾.OI = 𝑒
79,
:; 	). The maximum number of surface sites term is incorporated into the B 

and C parameters. The final fitting expression is used to extract Gibbs free energies of adsorption 
for ions at the air-water interface from normalized SHG intensities: 

  H-.
H.-

=	`𝑨 + 𝑩 U!<)

("4U!<))0
9,
:;5	U!<)

	c
#

+	`𝑪 U!<)

("4U!<))0
9,
:;5	U!<)

c
#

   (2.16) 

 
 

2.4. Experimental DUV-SHG Setup 
 

A Ti-Sapphire regenerative amplifier (Spectra-Physics, Spitfire Ace, 2 mJ, 1 kHz, 100 fs) 
is seeded by an 800 nm Ti-Sapphire oscillator (Spectra-Physics, Mai Tai, 1 W, 80 MHz, 100 fs) 
and pumped by a high power Nd:YLF laser (Spectra-Physics, Empower, 22 W, 1 kHz). The output 
wavelength of the Spitfire is centered at 800 nm and is used to generate the fundamental. input 
beam in all SHG experiments presented in this dissertation. For fundamental light at 400 nm, the 
Spitfire output is directed through a type-I beta barium borate crystal (Edmund Optics, β-BBO). 
For measurements at fundamental wavelengths below and above 400 nm, the Spitfire output is 
directed into an optical parametric amplifier (TOPAS Prime), typically generating pulse energies 
of ≥10 µJ at most wavelengths.  

The maximum input power of the fundamental is typically set between 8 – 12 µJ per pulse 
using neutral density filters. During experiments, the input power is further modulated by a rotating 
circular variable neutral density filter operating at 1 Hz. Input polarization is controlled by a half-
wave plate and polarizer. A beam sampler directs 1 % of the input beam into a photodiode to 
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measure a reference intensity. A 10 cm lens focuses the p-polarized fundamental beam onto liquid 
samples at an angle of 60o relative to the sample surface normal. The colinearly reflected 
fundamental and p-polarized SHG signal are collimated with a 10 cm lens, then separated 
spectrally in series by a dichroic mirror, Pellin-Broca prism, and monochromator (Acton, 
SpectraPro 2150i). A solar-blind photomultiplier tube (Hamamatsu, R7154PHA) and boxcar 
integrator (Stanford Research Systems, SR250) serve as the photon counting detector. All sample 
measurements are normalized to the SHG response of pure water samples taken daily between 
sample measurements to account for day-to-day fluctuations in the setup. Figure 2.3 depicts the 
DUV-SHG experimental setup. 
 

 
 
Figure 2.3 Experimental setup for DUV-SHG spectroscopy. For experiments that use a 400 nm 
fundamental, a BBO crystal is used instead of the OPA. 
 
 

For all studies presented in this dissertation, salt solutions were prepared on the same day 
they were tested. All glassware used to prepare solutions is left in an Alnochromix bath for at least 
12 hours to ensure trace amounts of organic contaminants.  Glassware is thoroughly rinsed with 
ultrapure water (MilliporeSigma, 18 MΩ) before the addition of chemicals. Solutions are then 
prepared using more ultrapure water, vigorously shaken, and aged for at least an hour before 
testing. By allowing the solutions to age before use, we allow trace organic contaminants from 
unbaked salts to rise to the surface. Disposable borosilicate serological pipettes are used to transfer 
aliquots of solution from volumetric flasks to rinsed Petri dishes.  Solutions are pipetted from the 
bottom of the flasks to avoid surface contaminants, and for this reason, no more than ¾ of the total 
volume is used for experiments.  
  

All DUV-SHG measurements reported this dissertation followed a similar protocol. All 
detector equipment was turned on and allowed to warm up before preparing solutions. Immediately 

MirrorAmplifier
1 kHz, 800 nm, 

100 fs 

Boxcar 
Integrator Monochromator

Pelin-Broca
Prism

Beam Sampler

1 Hz 
Filter 

Wheel

PMT

Dichroic
Mirror

PD

OPA
380 – 480 nm

Lens
f = 10 cm

Sample



  

   17 

before testing solutions, all critical parameters of the experimental setup, such as fundamental 
input power, fundamental center wavelength, data collection time, monochromator settings, and 
boxcar outputs, are recorded. Laser alignment is checked with a GaAs crystal and a plain water 
sample. Experiment collection times are set to 3 minutes per sample including reference water 
scans. Boxcar integrator settings are confirmed to be well-overlapped with the reference and SHG 
signal, as shown in Figure 2.4. Water and solution scans are taken in alternating fashion. 
Approximately 12 mL of solution are pipetted into rinsed Petri dishes for measurements, after 
which a new Petri dish is used for the next solution aliquot. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.4 Boxcar signal acquisition protocol. The output of the amplifier triggers the gate 
generator in the boxcar. Gate width and time delay are adjusted to overlap with the reference and 
SHG intensity signals. Reference and SHG signals require separate boxcar modules. 
   

2.5. Data Analysis 
 
 Given the 1kHz repetition rate of our Spitfire amplifier and 3 min collection windows, we 
record 180,000 photon events per scan, or once each millisecond. From Eq. 2.9, by measuring the 
SHG intensity via a PMT and the reference intensity via a photodiode, we can calculate the 
effective second-order susceptibility. To improve statistics in our measurements, we modulate the 
input power of the fundamental with a rotating neutral density filter and correlate the intensity of 
each input pulse with the generated SHG pulse. Figure 2.5.A and 2.5.B depict the correlated raw 
reference and SHG signal intensities, respectively. 
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Figure 2.5 SHG signal collection. A) Reference channel raw data. Clear oscillations in the 
intensity are due to the rotating filter modulating the input power. B) SHG signal channel raw data. 
SHG conversion efficiency is weak and is highlighted here, as most of the SHG signal consists of 
a flat zero response. C) Histograms of the reference and SHG photon counts binned by intensity.  
 

After a scan is complete, the reference and SHG data points are binned by intensity. The 
black bars in Figure 2.5.C indicate cutoffs used to minimize false counts. For each reference 
intensity bin, we count the number of reference intensity pulses that fit inside the bin width. Since 
each reference pulse is paired to an SHG signal pulse, we also determine if the paired SHG pulse 
lies within the histogram bounds. Once we have established the total number of reference and SHG 
counts in a bin, subtracting the two values tells us the number of zero counts. This is particularly 
important for Poisson statistics, which we use to determine the expected number of SHG photon 
counts per bin based on our measurements:  
 
 

A B 

C 
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 𝑃(𝑘	 = 	0) 	= 	 V
'07=

9!
	= 	 𝑒4V 	= 	

X>013%3
2	@	'

X>013%3
$<$#1         (2.17) 

 
 

 𝜆	 = 	−ln
X>013%3
2	@	'

X>013%3
$<$#1 	 ∝ 	 𝐼#=         (2.18) 

 
From the above, the probability that no SHG photon is present in our bin is expressed as the ratio 
of zero SHG counts (𝑁,J(I0IN	Y	9 ) over the total number of counts (𝑁,J(I0I717.( ) and is related to the 
exponential of the expected number of SHG counts (λ). Solving for λ we obtain the expected 
number of SHG counts for each intensity bin, which is directly proportional to the second 
harmonic intensity 𝐼#=. 
 
 After calculating 𝐼#= at each intensity bin using Poisson statistics, we plot 𝐼#= vs 𝐼=# as 
shown in Figure 2.6. A simple linear regression is used to extract the slope of the data, which 

represents the M𝜒0KK0L7!Z0
(#) M

#
of the solution. The magnitude of the slope is dependent on the 

surface ion concentration and oscillator strength.  
 

 
Figure 2.6 Plot of 𝐼#= vs 𝐼=# used extract the effective susceptibility of the solution through 
linear regression. 
 

Once an entire concentration range is studied, the SHG response (𝐼#=/ 𝐼=#) is normalized 
by the response of pure water. The normalized SHG response is plotted against mole fraction of 
the solution and fit using Eq. 2.16 to extract the Gibbs free energy of adsorption. Figure 2.7 
displays a representative fit for an ion with a ΔGads  = -8 kJ/mol. Additional thermodynamic values 
such as ΔSads and ΔHads can be extracted by repeating the above experimental methodology as a 
function of temperature. Further support from theoretical studies can help elucidate the detailed 
molecular mechanism by which ions adsorb to the interface.  
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Figure 2.7 Plot of SHG response vs mole fraction for an ion with -8 kJ/mol Gibbs free energy of 
adsorption.  A, B, C parameters from Eq. 2.16 were set to 1 to generate this example.  
 
 
Most of the data analysis was done in Python using code previously developed in the Saykally 
group. A detailed description of the specific packages and scripts used was previously outlined by 
McCaffrey16. 
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Chapter 3 – Strong Adsorption of Guanidinium Cations to 
the Air-Water Interface 
 
The following is adapted from F. Bernal, A. Dodin, C. Kyprianou, D. T. Limmer, R. J. Saykally, 
“Adsorption of Guanidinium Cations to the Air-Water Interface”. (2024). arXiv:2408.15423 
 
 

3.1. Introduction 
Chemistry at aqueous interfaces underlies vital applications ranging from electrochemistry 

and catalysis to biological membrane processes and atmospheric aerosol reactions.1–3 
Characterizing the detailed behavior of ions at aqueous interfaces is thus critical in advancing our 
fundamental understanding of many phenomena. The study of ions at the air-water interface has 
undergone dramatic evolution since the early theoretical work of Onsager and Samaras exploited 
electrostatic arguments to describe the air-water interface as being devoid of ions.4 Under classical 
electrostatic theory, the boundary between two dielectric media of dissimilar permittivity (e.g. air-
water) engenders an image charge repulsion for solvated ions from the medium of lowest dielectric 
constant, therefore excluding all ions from the first few outermost water layers of an air-water or 
hydrocarbon-water interface.5 However, studies have challenged the completeness of this 
description with the observation of  several anions at the air-water interface and have rigorously 
established the mechanistic details driving  this ion adsorption.6–9 When an ion comes within a few 
water layers of the interface, the continuum picture of Onsager and Samaras begins to break down. 
At these length scales, the thermodynamics of ion adsorption increasingly reflects the molecular 
rearrangements of the solvent required to accommodate it rather than the polarization of a 
continuous dielectric medium. Surface active anions, which can be bulky, and highly polarizable, 
with solvation cavities that do not fit naturally into bulk water structure, are more easily 
accommodated at the interface than in the bulk. While most cations do not share these properties, 
and therefore do not adsorb to the interface, we show by establishing the surface activity of the 
guanidinium cation, that the same molecular picture of interfacial anions can also lead to cation 
adsorption. 

Second-order nonlinear spectroscopic techniques, like second harmonic generation (SHG) 
and sum frequency generation (SFG), have emerged as powerful tools for studying interfacial ions, 
given their inherent surface specificity.10,11 These techniques have now been used to establish the 
interfacial presence of anions such as I-, N3-, and SCN- in both aqueous solutions and hydrocarbon 
solutions.12–18 It has been generally concluded that large, singly charged, weakly hydrated, and 
highly polarizable anions exhibit surface enrichment at the air-water interface. However, recent 
studies have prompted a reassessment of this simple picture. X-ray photoelectron spectroscopy 
(XPS) and SHG results have shown that the doubly-charged CO32- ion exhibits a strongly increased 
propensity for the air-water interface relative to singly-charged HCO3-.9,19 Cation co-solutes are 
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typically less polarizable, better solvated, and thus are expected to be excluded from the interface.20 
However, XPS measurements on LiI solution liquid jets by Perrine et al. uncovered a surprising 
surface activity of the Li+ cation, a behavior that was not found for K+ in KI solutions.21 Ng et al. 
used UV-VIS SHG measurements to study various ferric chloride complexes at the air-water 
interface.22 These authors use symmetry and resonance arguments to attribute their SHG signal to 
the neutral complexes [FeCl3(H2O)x], residing at the interface. These results highlight the fact that 
our understanding of ions at the air-water interface is still evolving.  In the present study, we 
provide both theoretical and nonlinear spectroscopic evidence for an important surface-active 
molecular cation. 

We consider the guanidinium cation, (Gdm+), a powerful protein denaturant widely 
employed in protein stability studies.23 Several theoretical reports have investigated its surface 
activity, given its position within the Hofmeister series, it exhibits similarities to well-known 
surface-active anions.24–30 XPS measurements on aqueous guanidinium chloride and ammonium 
chloride solutions found a greater interfacial population of Gdm+ relative to NH4+, indicated by 
photoemission signals more than four times higher for Gdm+.29 While XPS provides atom 
specificity, the technique itself is ambiguous regarding probe depth. Here we employ interface-
specific SHG spectroscopy in the deep-UV (DUV-SHG) to directly probe Gdm+ at the air-water 
interface, sampling solutions of guanidinium chloride (GdmCl). This enables us to minimize signal 
contribution from ions in the bulk, and by studying a series of concentrations, we can extract 
thermodynamic information. These experiments are highly sensitive and allow us to track small 
changes in SHG intensity with respect to bulk ion concentration, allowing us to fit SHG intensity 
to a Langmuir model and extract the Gibbs free energy of adsorption (ΔGads) for Gdm+. We find a 
notable similarity between the ΔGads values for Gdm+ and SCN- at the air-water interface. 
Simulations are used to clarify the molecular origins of this strong driving force for adsorption and 
to provide further structural details on the solvation of Gdm+ at the air-water interface.  

 

3.2. Methods 
 

3.2.1. Sample Preparation 
All glassware was left overnight in a bath of Alnocromix (Alconox Inc) and concentrated sulfuric 
acid (Sigma Aldrich) to remove organic debris, then rinsed with ultrapure 18.2 ΜΩ water 
(Millipore MilliQ) before use. The salts GdmCl (Sigma Aldrich, >98% purity), NaCl (Sigma 
Aldrich, > 99% purity), and NaSCN (Sigma Aldrich, >98% purity) were used as is with ultrapure 
water to make stock solutions. NaCl solutions were pH adjusted using reagent grade HCl (Sigma 
Aldrich). Aliquots of each solution were drawn from the bottom of stocks using borosilicate 
serological pipettes to avoid organics on the surface and deposited into Petri dishes immediately 
before measurement.  
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3.2.2. Experimental Design 
 The laser setup has been described previously. Briefly, the output of a Ti-Sapphire amplifier 
(Spectra Physics Spitfire Ace, 2 mJ, 1 kHz, 100 fs) centered at 800 nm is directed through a type-
I beta barium borate (Edmund Optics, β-BBO) crystal to produce the fundamental 400 nm beam. 
For measurements at fundamental wavelengths below and above 400 nm, the 800 nm output is 
directed into an optical parametric amplifier (TOPAS Prime). Input power is modulated by a 
rotating circular variable neutral density filter operating at 1 Hz and input polarization is controlled 
by a half-wave plate and polarizer. A 10 cm lens focuses the p-polarized fundamental beam onto 
liquid samples at an angle of 60o relative to the sample surface normal. The colinearly reflected 
fundamental and p-polarized SHG signal are collimated with a 10 cm lens then separated spectrally 
in series by a dichroic mirror, Pellin-Broca prism, and monochromator (Acton, SpectraPro 2150i). 
A solar-blind photomultipler tube (Hamamatsu, R7154PHA) and boxcar integrator (Stanford 
Research Systems, SR250) serve as the photon counting detector. All sample measurements are 
normalized to the SHG response of pure water samples taken daily between sample measurements 
to account for day-to-day fluctuations of the setup. Bulk UV-Vis measurements were made using 
a Shimadzu UV-2600 spectrometer.  
 

3.3. Results and Discussion 
 

3.3.1. Bulk Absorption Spectroscopy 
The bulk UV absorption spectrum of GdmCl (black trace) and NaCl (green trace) in water are 
shown in Figure 3.1. The charge-transfer-to-solvent (CTTS) transition of Cl- has been previously 
characterized, with a peak centered near ca. 180 nm.31,32 Antol et al. theoretically calculated the 
UV spectrum of Gdm+ and found a strongly absorbing π-π* transition in the DUV region.33 
Pointwise DUV-SHG measurements taken at various wavelengths for 3 M GdmCl solutions were 
normalized to pure water and plotted relative to the maximum intensity (black squares) in Figure 
3.1. A steady increase in SHG signal is seen from 220 – 200 nm, matching the low energy shoulder 
of the bulk absorption spectrum. It is difficult to generate a precise interfacial spectrum via SHG 
due to the nature of the technique, which relies on single wavelength measurements.  
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Figure 3.1 DUV absorption spectra of bulk GdmCl (black trace) and NaCl (green trace) solutions. 
The π-π* transition of Gdm+ is clearly visible along with the onset of the Cl- charge-transfer-to-
solvent (CTTS) transition. SHG response of 3 M GdmCl (black squares), normalized to pure water 
at varying SHG wavelengths, is shown joined with a dashed line serving as a guide to the eye. 
(Inset) Snapshot from MD Simulation showing GdmCl near a liquid-vapor interface. 
 

Many of the anions studied by DUV-SHG have strong CTTS transitions with large molar 
absorption coefficients (ε) in the 102 - 104 M-1cm-1 range31, making them ideal candidates for 
resonant signal enhancement. SHG studies have shown that these transitions may shift by ca. 5 - 
20 nm at the interface relative to the bulk, a result of the sensitivity of CTTS transitions to a 
chromophore’s local solvation environment.13,14,34,35 At 200 nm, the molar absorption coefficient 
of Gdm+ was much larger than that of Cl-, viz. ε= 375 vs 59 M-1cm-1, respectively. Previous DUV-
SHG studies reported a low average SHG response for pure NaCl solutions across the 200 – 225 
nm wavelength range.12 This indicates that we should expect negligible resonant signal 
enhancement at these wavelengths due to the Cl- CTTS transition. Our DUV-SHG experiments 
were conducted with a 400 nm input (200 nm SHG) wavelength, where resonant signal 
enhancement contributions are primarily due to the Gdm+ π-π* transition.  
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3.3.2. Langmuir Adsorption Model 
A Langmuir adsorption model is used to extract the Gibbs free energy of adsorption from 
concentration-dependent DUV-SHG intensities. Although modified adsorption models are not 
uncommon in literature for fitting SHG intensities22,36,37, a Langmuir model proves to be the 
simplest and fits the data presented here well. A thorough discussion of the Langmuir model used 
in SHG studies can be found elsewhere12,13 and in Chapter 2; here only a brief description is 
provided.  

DUV-SHG is a second-order nonlinear optical process and under the electric dipole 
approximation, signal from the centrosymmetric bulk environment is forbidden and quadrupole 
and magnetic dipole contributions are assumed negligible.10,38 Thus, the signal generated from 
DUV-SHG arises from the few outermost molecular layers where inversion symmetry is broken, 
typically expected to be 1 nm depth. By tuning the input energy so that the generated second 
harmonic field is resonant with an electronic transition of a chromophore, we gain signal 
enhancement and directly probe the number of interfacial chromophores. The intensity of the 
second harmonic signal (𝐼#=) is proportional to the second order nonlinear susceptibility of the 
interfacial species (𝜒6.708

(#) , 𝜒FO-A
(#) ) and the squared intensity of the driving field (𝐼=#):  

 

 𝐼#= ∝ 	 M𝜒6.708
(#) + 𝜒FO-A

(#) M
#
	× 	 𝐼=# (3.1) 

 
Nonlinear susceptibilities become complex quantities when resonant with a transition. At the 
frequencies used here, 𝜒6.708

(#)  is non-resonant and real, but 𝜒FO-A
(#)  is resonant and therefore a 

complex quantity with both real and imaginary components.  Nonlinear susceptibilities can be 
described as an ensemble of molecular hyperpolarizabilities, i.e. the degree to which each molecule 
responds to a driving electric field: 
 
 𝜒FO-A

(#) =	∑ 𝛽!! = 𝑁I 	× 	〈𝛽〉18!0)7. (3.2) 
 
Which is further denoted as the product between the number of molecules (𝑁I	) and their 
orientationally averaged hyperpolarizability (〈𝛽〉18!0)7.). It is assumed that the magnitude of 
〈𝛽〉18!0)7. remains constant during the experiment and therefore that the orientations of the 
interfacial molecules remain unperturbed by ion-ion interactions as the bulk concentration 
changes. Vibrational SFG studies on the orientation of SCN- found that the linear molecule remains 
tilted at  44o from surface normal at the air-water interface between a wide range of molar 
concentrations.39 Similarly, simulations show that Gdm+ preferentially adsorbs to the interface in 
a single orientation with minimal fluctuation, and is independent of bulk concentration.25,40 Thus, 
changes in the SHG signal become directly proportional to the number of surface molecules 
adsorbing to the interface, and this permits the use of a Langmuir adsorption model: 
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where A represents the real water susceptibility, and B and C are the real and imaginary 
contributions to the Gdm+ susceptibility, respectively. SHG intensities are fit using Eq. 3.3 and 
allowing A, B, and C, to vary when extracting the Gibbs free energy of adsorption (ΔGads). A full 
derivation of Eq. 3.3 can be found in Chapter 2. 
 

3.3.3. DUV-SHG 
SHG intensities of NaCl solutions normalized to pure water are plotted against bulk concentration 
in Figure 3.2. The pH of NaCl solutions was adjusted to the pH of GdmCl solutions at each 
respective concentration via HCl. A weak linear response in SHG intensity with electrolyte 
concentration is seen here. This response has been previously attributed to an interfacial thickening 
of the water layer.41 As the bulk concentration of the solution increases, interfacial water molecules 
rearrange, effecting a change in their hyperpolarizability resulting in a linear increase in the SHG 
intensity, normalized to neat water. Attempts to fit the data in Figure 3.2 to Eq. 3.3 were 
unsuccessful as it does not conform to a typical adsorption pattern. Although we expect to be off-
resonance with the Cl- CTTS transition, ions adsorbing to the interface should still elicit changes 
in the SHG response as the interfacial concentration increases, as noted in other non-resonant SHG 
studies.41,42 Since we observe a predominantly flat response from pH-adjusted NaCl solutions, we 
suspect that the chloride anion resides beyond the probe depth of our DUV-SHG measurements. 

 
Figure 3.2 SHG response (ωSHG = 200 nm) of pH-adjusted NaCl solutions normalized to pure 
water plotted against bulk concentration. The dashed line represents a linear fit with an R2 = 0.73 
and serves as a guide to the eye.  
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The results in Figure 3.2 are unsurprising, since it has been demonstrated before that the 
chloride anion exhibits a weak surface-affinity for the air-water interface compared to larger 
halides. This is evidenced by density profile plots of Cl- lacking a large population increase at the 
interface43 and by SHG studies reporting a weak response from pure NaCl solutions12. Recently, 
Seki et al. reported heterodyne-detected SFG measurements that quantified a salting-out effect that 
Cl- induces on co-solvated anions such as SCN-.44 Their work finds a maximum 50% increase in 
the surface population of known surface-active anions after the addition of NaCl. This effect is 
attributed to Cl- exhibiting hydrophilic character in solution, thereby residing mainly in the bulk 
and promoting a greater number of hydrophobic anions to the interface.  

 

 
 
Figure 3.3 Comparison of interfacial adsorption for cations and anions at the air-water interface. 
A) Normalized DUV-SHG response (ωSHG = 200 nm) of GdmCl solutions at the air-water interface 
(blue squares) plotted against bulk concentration. Data are fit to a Langmuir adsorption model 
(orange dashed line) with an extracted Gibbs free energy of -7.8 ± 1.54 kJ/mol. B) Normalized 
SHG intensity (ωSHG = 200 nm) for NaSCN solutions at the air-water interface (dark-blue squares) 
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plotted against bulk concentration. Data are fit to a Langmuir adsorption model (orange dashed 
line) with an extracted Gibbs free energy of -7.56 ± 0.52 kJ/mol. Uncertainties reported are one σ.  

 
 Figure 3.3.A shows the SHG intensities of GdmCl solutions normalized to the pure water 
response and plotted with respect to bulk concentration. There is a clear signal dependance on 
concentration that was not seen for NaCl solutions, which we attribute to the presence of Gdm+ at 
the interface. For comparison, we have also reexamined the prototypical SCN- anion via DUV-
SHG in Figure 3.3.B. The maximum normalized SHG response is relatively low for Gdm+ 
compared to SCN-. Analyzing the SHG response in Figure 3.1, the signal at the resonant 
wavelength is only 1/3 greater than the off-resonance signal, likely due to the π-π* transition 
contributing minimal signal enhancement. Spectral shifts in the resonant transition can affect the 
SHG intensity; however, as noted above, there is no obvious shift in the peak Gdm+ SHG response 
compared to the bulk absorption.  
 Investigating the parameters generated from fitting SHG intensities to Eq. 3.3, we find that 
both systems share similar A values, as expected, since it is due to the real water response. 
However, the B and C parameters, which are due to the ion resonances, differ between the two 
systems, with both parameters being lower for Gdm+. Examining the magnitude of the 
susceptibility of both ions (√𝑩# + 𝑪#), we find the net 𝜒FO-A

(#)  to be 82 % less than 𝜒D*X7
(#) , as 

reflected in the SHG intensities plotted in Figure  3.3. We recognize that these fit parameters were 
extracted for studies at a single resonant wavelength and that a more rigorous approach in 
determining the resonant and non-resonant ion contributions involves additional concentration 
dependent measurements at off-resonant wavelengths. Given the already low resonant SHG 
response of Gdm+, tracking the off-resonance response would prove challenging, given our current 
sensitivity, and would likely be better suited to heterodyne-detected methods. Irrespective of this, 
we can clearly discern changes in the resonant SHG signal with GdmCl concentration, hence our 
fit to a Langmuir model strongly-supports previous studies concluding that Gdm+ resides at the 
air-water interface.28,29  
 Despite the order of magnitude difference in SHG oscillator strength between both systems, 
the extracted ΔGads for both ions are surprisingly within error. The Gibbs free energy of adsorption 

for SCN- at hydrophobe-water interfaces has been extensively measured by DUV-SHG 
experiments and is well-reproduced here for the air-water interface using a 400 nm incident 
wavelength (ΔGads = -7.56 ± 0.52 kJ/mol). For Gdm+ ions, this study produced ΔGads = -7.80 ± 1.5 
kJ/mol, indicating that both ions share a similar propensity for adsorbing to the interface. These 
ions are two well-studied protein denaturants that are situated on the far-chaotropic end of the 
Hofmeister series45, and therefore might be expected to exhibit similar ion effects and properties 
in water. Litman et al. recently reported strong perturbations in the vibrational SFG water O-H 
signal with increasing perchlorate concentration, an effect they expect to extend to SCN- and other 
chaotropic ions.46 The recently reevaluated hydration free energy of Gdm+ is -328 kJ/mol, a value 
35 kJ/mol larger than that for SCN-.47,48 In solution, both monovalent ions achieve stability through 
charge delocalization, engendering ‘soft’ ion character. Given the similarities between these ions, 
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it begs the question: Would the properties of each ion, including the ΔGads,  differ if both ions were 
co-solvated in water? Balos et al. examined the interaction of Gdm+ and SCN- with a model amide, 
and observed competing interactions between the two ions in solution.49 The overall ion-amide 
interaction rotational effects were non-additive for GdmSCN, implying that individual SCN--
amide and Gdm+-amide interactions were not compounded when both ions were present in 
solution, indicating a contest between both ions for the amide. Signal from DUV-SHG 
measurements of GdmSCN solutions would likely be dominated by SCN- ions and lack a 
straightforward route to deconvoluting the respective signal contributions. 
 

3.3.4. Molecular Dynamics 
In order to gain molecular insight into the driving forces for Gdm+ adsorption, we performed 
molecular dynamics simulations with the LAMMPS software package.50 All simulations were 
performed in an ensemble with fixed number of particles, temperature, and volume, using a 
Langevin thermostat at 300 K and a relaxation time of 200 fs, and in a periodic 18.5 Å X 18.5Å X 
130 Å simulation cell. All simulations contained 450 water molecules and a variable number of 
GdmCl ion pairs in a slab geometry with a large vapor region in the z direction. Simulations with 
a larger simulation cell demonstrate that this relatively small simulation is sufficient to avoid 
significant finite size artifacts in the Gdm surface adsorption. GdmCl ions were modeled using a 
previously parametrized force field.23 To prevent the global translation of the slab in the z direction, 
the center of mass is subject to a harmonic constraint at 𝑧*1[ = 0. Water was modeled using the 
non-polarizable tip4p/2005 model51, the polarizable swm4-ndp model (denoted Drude) which 
employs Drude oscillators to explicitly capture water polarizability52–54, and a hybrid water model 
that adds a Drude oscillator to the tip4p/2005 model (denoted tip4p/drude). This hybrid water 
model is artificially constructed to increase the cohesive interactions between water molecules in 
the swm4-ndp (Drude) water model, effectively decreasing the temperature of the simulation. 
Drude oscillator simulations were performed using the LAMMPS DRUDE package, with a dual 
Langevin thermostat fixing the temperature of fictitious Drude particles to 1K with a relaxation 
time of 100 fs and a timestep of 1 fs. Symmetrized Drude force fields were used to improve 
numerical stability.55 Non-polarizable simulations were performed with a timestep of 2 fs. Water 
molecules were held rigid using the symplectic rigid body integrator in the LAMMPS RIGID 
package.56 
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Figure 3.4 Molecular dynamics simulations of GdmCl with varying water models. A) MD 
Snapshot showing the definition of 𝑧 and 𝜃. B) Orientation histogram of Gdm+ in explicitly 
polarizable water as a function of distance from the Gibbs dividing surface (solid red line). The 
dashed red trace indicates the boundary of the subsurface layer. The white trace shows the average 
orientation as a function of z. C) Potentials of mean force of Gdm+ ions approaching the liquid-
vapor interface in the dilute limit for three models for water polarizability – the TIP4P/2005 model, 
the Drude SWM4-NDP, and a hybrid model adding a Drude Oscillator to the TIP4P/2005 water 
model. The PMF’s averaging over all orientations of the Gdm+ cation are shown in blue, while the 
orange traces show the PMF’s conditioned on Gdm+ approaching coplanar to the interface. 
 

Potentials of mean force (PMF’s) are constructed using an umbrella sampling scheme57 in 
which the Gdm+ ions are subject to a series of harmonic bias potential 𝑈M!.I =

N
#
(𝑧 − 𝑧9)#. Drude 

oscillator simulations were performed using 51 Umbrella windows, spaced 0.5 Å apart in the 
interval 0 Å < z < 25 Å with spring constants of 10 kCal/mol/Å2. Non-polarizable simulations were 
performed using 18 windows spaced 1 Å apart in the interval 0 Å < z < 18 Å with k = 2.5 
kCal/mol/Å2, and 9 windows spaced 0.5 Å apart in the interval 18 Å < z < 22 Å with k = 1- 
kCal/mol/Å2. All umbrella simulations were equilibrated for 500 ps with a production run of 4 ns. 
In all cases, the Gibbs dividing surface was at approximately z = 20 Å. Biased simulations were 
then reweighted into the unbiased ensemble using the Grossfield implementation58 of the Weighted 
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Histogram Analysis method59–61 with 50 equally spaced bins in the range 0 Å < z < 23 Å for non-
polarizable simulations and the range 0 Å < z < 25 Å for Drude oscillator simulations.  

The PMF of Gdm+ in the dilute limit relevant to the Langmuir isotherm is shown in Figure 
3.4.C as a function of distance from the average interface, defined as the Gibbs dividing surface 
where the density falls to half its bulk value. In stark contrast to our spectroscopic measurements, 
the non-polarizable tip4p water models predicts that the Gdm+ is repelled more than a nm away 
from the interface. Accounting for the explicit polarizability of water using the Drude model 
mitigates this effect, repelling the cation only from the subsurface layer ~3 Å from the Gibbs 
dividing surface. The only model that predicts an interfacial enhancement of Gdm+ is the fictitious 
tip4p/Drude model that overestimates cohesive water interactions with a ΔGads = -3.59 ± 0.17 
kJ/mol.   

However, the SHG spectra do not probe the total interfacial concentration of Gdm+ cations. 
Instead, they probe the subpopulation of cations that break inversion symmetry by taking on a 
specific orientation.  To investigate the subpopulation of Gdm+ cations that contribute to the SHG 
signal, we also calculate how the orientational distribution of the planar Gdm+ cation changes near 
the interface’s broken symmetry.  In Figure 3.4.B, we consider the joint probability distribution of 
the angle between the normal vector to the Gdm+ plane and the normal of the interface, and its 
distance to the average interface, for the Drude water model. In all three water models, we see that 
a strong orientational bias emerges in the subsurface layer, where the ions lie coplanar with the 
interface. In this subsurface layer, the cation remains fully solvated, with a single water molecule 
between it and the gas phase. In contrast to the PMF where the repulsion or attraction to the 
interface extends for over a nanometer, the orientational bias is strongly localized within the 
subsurface layer. Below this subsurface layer, the orientation of Gdm+ cations is isotropic and will 
contribute nothing to the SHG signal. Therefore, the SHG experiment is not probing all Gdm ions 
but rather only those that are coplanar to the interface. This is consistent with a previous simulation 
study of GdmCl that predicted a repulsion of Gdm+ from the liquid-vapor interface, and proposed 
that any surface enhancement of Gdm+ must be attributed to specific orientations of the ion near 
the interface.25 The PMF for this coplanar sub-population can be computed as the conditional PMF, 
𝐹\(𝑧) = −𝑘𝑇 log r∫ 𝑑 cos 𝜃"

9.] 	𝑃(𝑧, cos 𝜃)v and is plotted for each water model as the orange 
traces in Figure 3.4.C.  These coplanar conditional PMF’s predict a surface enhancement of Gdm+ 
for all three water models with ΔGads~ 1 kJ/mol, 2 kJ/mol and 5 kJ/mol for the tip4p/2005, Drude 
and tip4p/Drude water models respectively. While these results are qualitatively consistent with 
experiment, and allow us to identify the population of Gdm+ responsible for the SHG signal, the 
physical tip4p/2005 and Drude water models underestimate the magnitude of this surface 
adsorption. 

At the interface, where molecules tend to be poorly solvated relative to the bulk, the most 
energetically favorable configuration of Gdm+ is that wherein its face is normal to the air-water 
boundary.40 This orientational preference was rationalized by considering the weakly hydrated 
faces of the planar Gdm+ and the location of its hydrogen bonding N-H groups in the molecular 
plane.  Bulk density profiles for Gdm+ in solution evidence only a small percentage of cations at 
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the interface, a result of the strong interfacial orientational preference excluding all but a single 
Gdm+ orientation.25 Since 𝜒FO-A

(#)  is dependent on the interfacial density of ions and their 
hyperpolarizabilities, we speculate that there is a probable low interfacial concentration of Gdm+ 
at the interface contributing to the signal intensity. This reasoning also fits with surface tension 
measurements of GdmCl solutions, which indicate that ions should be net depleted from the 
interface, and indeed only a small subpopulation of Gdm+ demonstrates an affinity for the 
interface.62 Thus, the ΔGads extracted from experiment is a result of probing only a small 
percentage of specifically oriented Gdm+ that at high concentrations exhibit ion-ion correlations. 
The lack of quantitative agreement between computational and experimental predictions of ΔGads 

may then arise due to a breakdown in the assumptions of the Langmuir model for correlated 
electrolytes. By introducing an interaction energy parameter, the Frumkin-Fowler-Guggenheim 
(FFG) isotherm accounts for lateral interactions between the adsorbates. We applied an FFG model 
to the DUV-SHG data of GdmCl as outlined in previous works.12,22 We find that the FFG model 
results in a similar ΔGads (ca. - 8 kJ/mol) as the Langmuir model along with a small interaction 
energy of ca. ± 1 kJ/mol which suggests ion-ion effects are indeed present. Although the use of a 
Langmuir model may seem unsuitable for this system, it appears to fit the DUV-SHG data as well 
as the more complex FFG model. Further studies aimed at experimentally elucidating the nature 
of the ion-ion correlations and their effect on SHG signal may be critical to bridging our theoretical 
and experimental results.   

.   
  

3.4. Conclusions 
Using DUV-SHG spectroscopy, we provide the first direct experimental evidence for a 

polyatomic cation adsorbing to the air-water interface. By fitting concentration-dependent SHG 
data to a simple Langmuir adsorption model, we have determined the Gibbs free energy of 
adsorption for Gdm+ ions to be -7.80 ± 1.5 kJ/mol (one sigma uncertainty). We highlight that this 
ion appears to adsorb to the interface just as strongly as does the prototypical chaotropic anion, 
SCN-. The exact underlying mechanistic details of Gdm+ interfacial adsorption remain to be 
determined, but future studies will undoubtably provide new insight that may even extend to 
intriguing Gdm+-protein interactions. Our previous work elucidated the mechanism by which 
SCN- adsorbs to the air-water interface. We found ions partitioning to the interface to be 
enthalpically driven via displacement of interfacial water molecules into the bulk, where more 
favorable hydrogen bonding occurs due to increased coordination, but entropically impeded due 
to suppression of interfacial capillary waves.7 It is not unreasonable to suggest that Gdm+ may 
follow a similar mechanism, but we cannot be certain without further theory and experiments to 
uncover additional features of Gdm+ ion adsorption (ΔΗads , ΔSads). Considering that experiments 
have shown SCN-  adsorbing to both oil-water and graphene-water interfaces with similar ΔGads 
to have underlying mechanistic differences,35 and the publication of new studies highlighting the 
likelihood of like-charge contact ion-paring of Gdm+ ions in solution,30,63  we clearly do not yet 
have a complete description of Gdm+  behavior at the air-water interface.  Nevertheless, this work 
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unambiguously illustrates that cations can also exhibit a strong propensity for the air-water 
interface.    
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Chapter 4 – Strong Adsorption of Divalent Thiosulfate 
Anions to the Air-Water Interface 
 
The following is adapted from: 
Deal, A. M.; Prophet, A. M.; Bernal, F.; Saykally, R. J.; Wilson, K. R. A Detailed Reaction 
Mechanism for Thiosulfate Oxidation by Ozone in Aqueous Environments. Environ. Sci. 
Technol. 2024. https://doi.org/10.1021/acs.est.4c06188. 
 
A.M. Deal, A.M. Prophet, and K. Wilson performed microdroplet kinetic measurements and 
modeling. 
 
 

4.1. Introduction 
 
 Sulfur oxyanions have gained increased attention as they have been identified as 
contaminants of emerging concern (CECs) due to their indirect aquatic toxicity.1,2 Human mining 
activity and incomplete wastewater treatments have led to increased concentrations of these ions 
into oceans and streams, where they acidify natural waters.3 Additionally, these pollutants may 
escape into the atmosphere via aqueous aerosols and contribute to negative environmental 
phenomena, such as acid rain, downstream sulfate generation, and climate forcing.4,5 Much work 
has been done to characterize the adsorption of sulfur oxyanions into atmospheric aerosols and 
their reactivity with relevant environmental gasses, such as ozone.6,7 Although the number of sulfur 
oxyanions and their potential reaction routes are vast, here we focus on a small subset of sulfur 
species involved in the oxidation reaction of thiosulfate by ozone in efforts to quantify their surface 
activity and reaction kinetics. The air-water interface is a ubiquitous environment that is present 
from global to microscopic scales. Developing a molecular picture of ions at these interfaces can 
improve reactivity models and advance our fundamental understanding.  
 Our experimental approach is twofold and consists of spectroscopic measurements to 
quantify the surface adsorption of sulfur oxyanions coupled with mass spectrometry of 
microdroplets to track reaction kinetics. Deep-UV second harmonic generation (DUV-SHG) 
spectroscopy has developed into a powerful molecular probe of interfacial ions that we leverage 
here to extract a Gibbs free energy of adsorption. Given the surface specificity of DUV-SHG, we 
can directly confirm the interfacial presence of ions at the air-water interface within the 
experimental probe depth of ca. 1 nm (1-3 molecular layers).8 Additionally, with microdroplet 
mass spectrometry, we trap solution microdroplets in a reaction-controlled environment before 
analyzing their composition using a mass spectrometer. By bridging surface-specific and bulk 
characterization techniques, we can infer a microscopic picture of a simple microdroplet 
partitioned into surface and bulk regions; we can then vary conditions in the microdroplet trap to 
induce reactions within the droplets and track the detected species as a function of time to better 
understand reaction kinetics. We analyze microdroplets of thiosulfate solution as they react with 
ozone and use DUV-SHG experiments to determine relative surface propensities of sulfur 
oxyanions. We find a surprisingly strong surface propensity for the thiosulfate ion, develop a new 
reaction mechanism for thiosulfate ozonolysis, and advance our general fundamental 
understanding of ions at interfaces.   
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4.2. Methods 
 

4.2.1. DUV-SHG 
We directly probe sulfur oxyanions at the air-water interface using resonantly enhanced 

DUV-SHG spectroscopy. As a second-order nonlinear spectroscopy, DUV-SHG is a powerful 
surface specific molecular probe that, under the electric dipole approximation,  generates signal 
from only the topmost molecular layers of the air-water interface. The full experimental details 
have been covered in Chapter 2 and elsewhere; here only essential details are provided8,9. The 800 
nm output of a Ti:Sapphire amplifier (Spectra Physics, Spitfire) is directed to an optical parametric 
amplifier (TOPAS Prime) where the fundamental input wavelength is generated (386 – 440 nm). 
Solutions of Na2S2O3 (Sigma Aldrich, Reddi-Dri 99%), Na2SO3 (Fisher, ≥98%), and Na2SO4 
(Sigma Aldrich, Reddi-Dri 99%) were made using ultrapure 18.2 MΩ water (Millipore, Milli-Q). 
The fundamental beam was directed at solutions held in Petri dishes at an angle 60o relative to the 
solution surface normal. DUV-SHG signal reflected from the solution interface is spectrally 
filtered from the colinear fundamental and detected by a photomultiplier tube (Hamamatsu, 
R7154PHA). Figure 4.1 A,C depicts the experimental configuration and SHG process, 
respectively.  
 In DUV-SHG, two photons are simultaneously annihilated and generate a third 
upconverted photon at twice the input frequency.10 The input wavelength is chosen such that the 
second harmonic is resonant with the charge-transfer-to-solvent (CTTS) transition of the anions 
for greater signal enhancement. Much work has been done to characterize the energy and 
magnitude of CTTS transitions of common ions, including the sulfur oxyanions studied here11. 
Despite the broad absorption typical of these transitions, the center absorption wavelengths are 
well-separated for each of the three species studied here and therefore require different input 
wavelengths. UV spectra highlighting the CTTS transitions are plotted in Figure 4.1B for the sulfur 
oxyanions studied. Since DUV-SHG is a parametric process, no energy is transferred to the 
chromophores, minimizing the risk of generating photoproducts at the SHG wavelength.  
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Figure 4.1. DUV-SHG experimental configuration used for probing thiosulfate at the air-water 
interface. A) Molecular depiction of SHG produced at the air-water interface, containing 
contributions from both water molecules and resonant thiosulfate anions. B) UV-Visible spectra of 
sulfur oxyanions. The CTTS transition peaks of sulfite and thiosulfate are clearly visible, along 
with the low energy tail of the sulfate transition. C) Energy-level diagram highlighting the 
nonlinear SHG parametric process. The fundamental at 440 nm is two-photon resonant with the 
CTTS transition of thiosulfate.   
 

4.2.2. Mass Spectrometry 
Microdroplets are generated by a piezoelectric dispenser (Microfab, MJ-ABP-01) with a 

30 μm orifice and charged with a +450 V DC bias by an induction electrode. Individual levitated 
microdroplets were trapped using a quadrupole electrodynamic trap (QET) and ejected into an 
open-port sampling interface (OPSI) for analysis in a mass spectrometer (MS).12,13 A schematic of 
the mass spectrometry experiments is shown in Figure 4.2.  The QET is housed within a constant 
temperature (295 K) control chamber and droplets are subjected to a constant flow (550 cm3 min-

1) of humidified N2, O2, and O3. The droplets were generated from a 0.25 M solution of sodium 
thiosulfate at pH 5, 9, or 13. Solutions at pH 5 and 9 were buffered using malonic acid-NaOH and 
glycine-HCl, respectively. Solutions at pH 13 were adjusted using only NaOH due to a lack of 
compatible buffers in this region. Single droplets were ejected sequentially and their contents at 
each time point were analyzed using OPSI-MS, providing concentrations of reactants, 
intermediates, and products over time.  
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Figure 4.2 Experimental diagram of the QET chamber leading to the OPSI-MS. Microdroplets are 
generated and introduced into the QET along with reactive gasses. After a fixed amount of time in 
the control chamber, microdroplets are dispensed into the OPSI-MS for analysis.  
 

4.2.3. Kinetic Modeling 
To simulate kinetic mechanisms, we use the software Kinetiscope©, which employs a Monte 
Carlo-based approach.14  In these simulations, concentrations are propagated in time using 
probabilities for each reaction step. We enter a proposed mechanism into Kinetiscope© as a series 
of discrete reaction and diffusion steps with associated constants constrained by literature values. 
Geometric corrections accounting for surface-to-volume ratios of microdroplets and partitioning 
of solutes between the bulk and interface are implemented in the simulations.15 All simulated 
species in the reaction mechanism are allowed to adsorb to the interface from the liquid bulk and 
interfacial gas regions. Species are then able to react and desorb into the liquid bulk or gas regions. 
There is limited information regarding the surface propensity of sulfur oxyanions; therefore, DUV-
SHG results are used to determine the relative surface partitioning of thiosulfate, sulfate, and 
sulfite anions.  
 
 

4.3. Results and Discussion 
The concentrations of interfacial molecules are influenced by the molecule’s surface 

activity, measured as the free energy of adsorption to the interface (𝛥𝐺.OI) or the equilibrium 
constant for surface adsorption (𝐾0^.OI). Few studies have measured either 𝛥𝐺.OI	or 𝐾0^.OI	for the 
sulfur oxyanions involved in the ozonation of thiosulfate. Here, we use DUV-SHG to study sodium 
thiosulfate (Na2S2O3), sodium sulfate (Na2SO4), and sodium sulfite (Na2SO3) solutions. Figure 4.3 
plots the normalized SHG response of each solution against bulk concentration.  
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Figure 4.3. Normalized DUV-SHG response of sulfur oxyanions at the air-water interface. A) 
Response of sodium sulfite and sodium sulfate solutions exhibiting a weak concentration- 
dependent signal response. Dashed lines act as a visual guide. B) Response of sodium thiosulfate 
exhibiting a clear concentration dependent DUV-SHG signal. Orange dashed line represents the 
fit to a Langmuir model. Error bars represent one standard deviation. 
 

As expected, sulfate solutions exhibit a flat SHG response across the measured 
concentration range. As part of the Hoffmeister series, sulfate is a known kosmotrope and several 
studies have found that it is well-solvated in water, with no significant interfacial presence.16–19 
Previous Raman thermometry measurements on 3 M aqueous (NH4)2SO4 microdroplets observed 
no change in the evaporation rate relative to pure water, which suggests that neither ammonium 
nor sulfate significantly impact the exchange of water molecules across the air-water interface.16 
Additionally, recent phase-sensitive vibrational-SHG measurements observed minimal 
perturbation of the free O-H stretch band of interfacial water molecules in MgSO4 and Na2SO4 

solutions.17 It should be noted that our measurements of sulfate solutions were made with the 
second harmonic ca. 20 nm away from the expected CTTS transition maximum due to limitations 
in our optics and to avoid resonant water molecule transitions; therefore, we expect a weak signal 
enhancement. Still, SHG is sensitive enough to capture signal changes under non-resonant 
conditions and our results agree with previous studies.20  
 Sodium sulfite measurements collected at 200 nm display a weak signal increase above 1 
M. Previous SHG work has attributed this weak linear response to an interfacial thickening of the 
water layer due to an increased solute concentration, which alters the hyperpolarizability of 
interfacial water moleucles.9,20,21 Given the broad linewidth of CTTS transitions, we additionally 
probed sodium sulfite at 390 nm (195 nm SHG), and observe a clear uniform response similar to 
sulfate measurements. If sulfite ions were indeed surface active, a 5 nm shift away from the 
resonant transition center would not completely diminish the SHG response. That the response 
from sulfite ions is similar to sulfate ions indicates a lack of surface enhancement.  
 Unlike sodium sulfate and sodium sulfite solutions, Figure 4.3B depicts a strong 
concentration-dependent SHG signal for solutions of sodium thiosulfate. Fitting the normalized 
SHG response to a Langmuir isotherm, we extract a ΔGads of -7.28 kJ/mol for thiosulfate anions 
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at the air-water interface. These results indicate that thiosulfate, also a doubly charged anion, 
exhibits a propensity for the interface not seen in similarly charged sulfur oxyanions. This behavior 
is striking, since early theories of ions at interfaces by Onsager and Samaras predict a strong 
surface repulsion of doubly charged ions based on electrostatic arguments.22 As early experimental 
and theoretical studies began to support theories of interfacial ions, it was thought that only large, 
highly polarizable anions could be surface enhanced and excluded multicharged anions and 
cations.23 However, much recent progress has been made in our understanding of interfacial ions 
and we now have compelling evidence that supports a broader set of surface-active ions.  

Recent X-ray photoelectron spectroscopy and DUV-SHG studies found that the carbonate 
ion similarly preferentially adsorbs to the air-water interface more strongly than the singly charged 
bicarbonate ion.21,24 MD simulations found carbonate ions form near-neutral clusters with 
surrounding water molecules and  sodium counterions, which is better accommodated at the 
interface than in the bulk. Similarly, studies indicate that like-charge ion pairing is also involved 
in the surface adsorption of guanidinium cations.9,25 While we do not yet have a detailed 
mechanism to explain the surface adsorption of thiosulfate, it is not unreasonable to propose that 
favorable ion-pairing effects are likely involved. Without MD simulations we lack a theoretical 
route to validate the measured ΔGads of thiosulfate and instead turn to kinetic studies to help 
confirm these results.  

 

 
Figure 4.4. Representative mass spectra from the ozone oxidation of a 0.25 M thiosulfate 
microdroplets at (A) pH 5, (B) pH 9, and (C) pH 13. In each panel a mass spectrum is shown that 
is before reaction (t = 0 min), during reaction (t = 5 min), and after reaction (t = 20 min). Spectra 
are offset along the y-axis for clarity.  

 
Using OPSI-MS, we record the concentrations of species in sodium thiosulfate 

microdroplets as a function ozone reaction time in the control chamber at three different solution 
pH values. Figure 4.4 highlights the representative OPSI-MS data within a 20 min interval for 
thiosulfate microdroplets at three pH values and timestamps. We find that as microdroplet pH 
increases, the reactions generate a stronger sulfite signal (m/z = 65 and 95) and less thiosulfate 
(m/z = 113 and 135) is consumed. For a detailed measure of the reaction kinetics, droplets are 
further analyzed every 1-2 minutes and repeated over five trials for increased signal-to-noise. 
OPSI-MS intensities are converted to concentrations using reference calibration curves26. All 
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species in Figure 4.5 are plotted as a function of reaction time along with the inclusion of an “S 
Loss” term, which is an umbrella term for unaccounted for sulfur products that may have been lost 
to gas-phase evaporation, elemental sulfur formation, or experimental uncertainty. The top panels 
of Figure 4.5 track the concentration of thiosulfate (dark gray points) and highlight the fact that 
thiosulfate is indeed consumed slower at high pH.  

 
Figure 4.5. Reaction kinetics for the ozone oxidation of sodium thiosulfate in pH 5 (left), pH 9 
(middle), and pH 13 (right) solutions compared with simulation results, using three values for 
thiosulfate anion surface activity. Experimental data are plotted as points with error bars 
representing one standard deviation. Simulation results are generated assuming the average value 
for the adsorption free energy (ΔG = -7.29 kJ/mol; solid lines), minimum favorable adsorption free 
energy (ΔG = -4.82 kJ/mol; dashed lines), and maximum favorable adsorption free energy (ΔG = 
-9.76 kJ/mol; dotted lines).  
 

In the middle panels of Figure 4.5, the green points represent the sum of dithionite (S2O42-

) and hydrogen dithionite (HS2O4-) and grey points represent the sum of sulfite and bisulfite (HSO3-

), as we cannot distinguish protonated from deprotonated species in the mass spectra. We can, 
however, make some assumptions about the speciation using the known pKa values for each 
species. Given that the pKa for dithionite is 2.44, we do not expect a significant amount of the 
protonated form to be present at the pH values studied here.27 The pKa for sulfite is 7.2, so there 
may be a significant concentration of bisulfite in the pH 5 experiments, although we are unable to 
detect bisulfite directly.28 Regardless of exact speciation, a significant amount of dithionite is 
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detected across the pH values, and a significant amount of sulfite is detected at pH 9 and pH 13. 
Although sulfite is known to react rapidly with ozone to form sulfate, here it would need to 
compete with thiosulfate for available ozone, resulting in more sulfite being present. Dithionite is 
known to decompose in water with relatively slow reaction rates and would explain why it is 
present across all pH measurements.7 

The bottom panels in Figure 4.5 show that sulfate (red) is detected at all pH values, but 
tetrathionate (S4O62-, purple) is only detected at pH 5, and neither trithionate (S3O62-, blue) nor 
tetrathionate is detected at pH 13. This suggests that the formation of both trithionate and 
tetrathionate is pH-dependent, which is not readily explained by the current reaction mechanisms. 
Additionally, the currently accepted reaction mechanism invokes a disproportionation reaction 
between tetrathionate and sulfite to produce trithionate.29 This could explain the presence of 
trithionate at pH 5, but appears inconsistent with the pH 9 data, which show trithionate without 
tetrathionate. It is possible that any tetrathionate produced immediately reacted to form trithionate, 
resulting in tetrathionate concentrations below our detection limit. Therefore, we conclude that the 
currently accepted mechanism does not adequately explain the relative production of trithionate 
and tetrathionate across the pH range studied here. 

Given the experimental results of Figure 4.5, we propose a new mechanism for thiosulfate 
ozonation in Scheme 4.1. This mechanism includes dithionite as a reaction intermediate, is pH 
dependent, includes a production pathway for trithionate that is independent of tetrathionate, and 
changes the tetrathionate production pathway away from a single step to a multistep mechanism. 
This proposed mechanism is largely based on known species and reactions, incorporates much of 
the currently accepted chemistry, and can better explain the pH-dependent changes in the ozone 
oxidation of thiosulfate. By inputting Scheme 1 into Kinetiscope©, we simulate the reaction 
kinetics, which are plotted in Figure 4.5 as lines for direct comparison to the experimental results.  
 
 
 
 
Scheme 4.1. Updated mechanism proposed for the ozone oxidation of thiosulfate.  

 
 
 

Given the uncertainty in the extracted ΔGads for thiosulfate anions, we generate kinetic 
models utilizing the average, maximum, and minimum free energy values extracted from DUV-
SHG results. The surface activities of all other solutes are set relative to thiosulfate, with sulfate 
and sulfite being less surface active, as indicated by DUV-SHG. Hydrogen dithionate, trithionate, 
and tetrathionate are equally surface active while dithionite is more surface active. In Figure 4.5, 
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simulation results (lines) are compared to the experimental data. We see that the average value for 
the adsorption free energy (ΔG = -7.29 kJ/mol) most closely recreates the experimental data at pH 
5 and pH 9. Specifically, the simulated thiosulfate (black) decay, trithionate production (blue), and 
tetrathionate production (purple) show excellent agreement with experimental data. The simulated 
sulfate production (red) also shows excellent agreement with experimental data at pH 5, but 
overestimates the amount of observed sulfate production at pH 9. This discrepancy at pH 9 is likely 
due to the high sulfur loss, which the kinetic model does not reliably account for. Comparing the 
simulated and experimental results for dithionite and sulfite is complicated due to uncertainties in 
the concentrations for each of these species. Dithionite is not stable in aqueous solution, as it 
decomposes into sulfite and sulfate, and therefore calibration curves were not obtained for 
dithionite and the concentrations shown here are qualitative rather than quantitative. Furthermore, 
because dithionite decomposes into sulfite, the sulfite signal at pH 9 may be skewed. Despite these 
issues, we find that the kinetic simulations accurately recreate the kinetic behavior of dithionite at 
pH 5 and pH 9.  

Interestingly, simulations using the minimum favorable adsorption free energy of 
thiosulfate (ΔGads = -4.82 kJ/mol) more closely match the experimental data at pH 13. This seems 
to suggest that thiosulfate is less surface active in this highly alkaline environment. Therefore, we 
perform additional DUV-SHG measurements of thiosulfate solutions adjusted to pH 13 to 
determine potential changes in the interfacial response. A suppression of thiosulfate ions at the 
interface would manifest as decreased SHG intensity and may exhibit a non-Langmuir response. 
Figure 4.6A displays the normalized SHG response of thiosulfate at pH 13, and the extracted ΔGads 
of thiosulfate appears to shift in agreement with the kinetic model. However, the uncertainty in 
these measurements remains large and the intensity of the SHG response is not significantly 
different than the pH 6 measurements. Why then does the highly alkaline environment data predict 
a less favorable free energy?  

 

 
Figure 4.6. Normalized DUV-SHG response of sodium thiosulfate solutions at pH 13. A) DUV-
SHG response of thiosulfate fit to a Langmuir model exhibiting a less favorable ΔGads. B) The 
extracted ΔGads  recorded as high concentration points are included in the fit. For reference, a fixed 
ΔGads Langmuir fit is provided (solid blue line).  
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Analyzing the data in Figure 4.6A closer, we find that the high concentration points 
significantly affect the value of the extracted free energy. This observation is highlighted in Figure 
4.6B, where we track the ΔGads as more points are included in the fit. There is an overall decrease 
in the magnitude of the free energy that becomes more pronounced with included concentrations 
over 2 M. Previous SHG studies observed increased SHG signal at high concentrations that was 
not well-fit using a Langmuir model.30 This response was attributed to ion pairing effects that 
become more prominent with increased solute concentration. Additionally, studies indicate that 
hydroxide ions are repelled from the air-water interface and accumulate in a subsurface layer.31 It 
is unclear how this accumulated hydroxide layer may interact with cosolvated ions such as 
thiosulfate. Seki et al. saw an increased surface activity (< 50%) in hydrophobic ions with the 
addition of cosolvated hydrophilic ions.19 Their work finds that the addition of hydrophilic ions 
affects ion speciation across the interfacial landscape. This reasoning does not explain the high pH 
results found here, since we would then expect a greater response from thiosulfate if hydrophilic 
hydroxide ions were substantially promoting more thiosulfate to the interface. Thus, while our data 
suggest that the ΔGads of thiosulfate at the air-water interface is lower at increased solution pH, we 
do not have the complete molecular details required to explain this effect. The SHG response 
appears to shift away from a Langmuir shape and may be indicative of ion-pairing contributions.  
A modified adsorption isotherm may provide a better fit to the data here; however, we retain a 
simple Langmuir model, as we have found that the free energy extracted is typically not 
substantially different from that with other models.8,9 

It is unclear if the observed decrease in thiosulfate surface propensity is a result of 
cosolvated ion interactions. Given that we suspect ion pairing effects are involved in promoting 
thiosulfate ions to the interface, we do not yet know the nature of these effects and whether they 
may be disrupted by hydroxide ions. Future work aimed at studying the SHG response of known 
surface enhanced ions, such as thiocyanate, as a function of pH may provide further clarification. 
Previous work detailing the mechanism of ion adsorption found that surface active ions displace 
interfacial water molecules into the bulk where they are fully coordinated which acts as the driving 
force for ions partitioning to the interface. Therefore, additional temperature dependent SHG 
measurements at these different pH environments may help uncover changes in the enthalpic and 
entropic contributions. Theoretical MD simulations would undoubtably be necessary to extract 
meaningful mechanistic details. 
 

4.4. Conclusions 
In summary, we complement interfacial studies of sulfur oxyanions with microdroplet 

kinetic measurements to better understand the mechanism of thiosulfate oxidation by ozone. Using 
DUV-SHG, we find that thiosulfate anions favorably adsorb to the air-water interface and extract 
a Gibbs free energy of adsorption. That this doubly charged anion demonstrates a greater surface 
propensity than similarly charged sulfur oxyanions is surprising. Given recent studies of interfacial 
ions, ion-paring effects may be involved, but without accompanying theoretical calculations we 
are not able to provide further molecular details. OPSI-MS was used to study microdroplets of 
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thiosulfate solution exposed to ozone in a control chamber and extract kinetic data. We find that 
the thiosulfate ozonolysis reaction is pH dependent, a feature not explained by current kinetic 
models. By combining our DUV-SHG and OPSI-MS measurements, we develop an updated 
reaction mechanism for thiosulfate oxidation and use Kinetiscope to simulate the kinetics. Our 
proposed reaction mechanism is pH dependent, highlights a new reaction intermediate, and 
reasonably recreates the observed experimental kinetics. Future work will focus on elucidating the 
molecular mechanism of thiosulfate adsorption to the air-water interface. 
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Chapter 5 – Searching for Liquid Carbon: MeV-UED and 
RIXS Studies of Laser Irradiated Diamond 
 
The following is adapted from: 
Bernal, F.; Riffe, E. J.; Devlin, S. W.; Hamel, S.; Lindsey, R. K.; Reid, A. H.; Mo, M.; Luo, D.; 
Kramer, P.; Shen, X.; et al. Response of Fs-Laser-Irradiated Diamond by Ultrafast Electron 
Diffraction. J. Phys. Chem. C 2024. https://doi.org/10.1021/acs.jpcc.4c05999. 
 
Riffe, E. J.; Bernal, F.; Kamal, C.; Mizuno, H.; Lindsey, R. K.; Hamel, S.; Raj, S. L.; Hull, C. J.; 
Kwon, S.; Park, S. H.; et al. Time-Resolved X-Ray Emission Spectroscopy and Resonant Inelastic 
X-Ray Scattering Spectroscopy of Laser Irradiated Carbon. J. Phys. Chem. B 2024, 128 (26), 
6422–6433. https://doi.org/10.1021/acs.jpcb.4c02862. 
 
 

5.1. Introduction 
 

Novel carbon materials are of much current interest, as their applications could engender 
profound advances in the areas of catalysis, energy storage, CO2 conversion, and nuclear waste 
management.1–4 Theoretical studies have suggested that the liquid phase of carbon may be the 
precursor to new exotic carbon nanostructures.5,6 However, without reliable experimental evidence 
addressing the structure of liquid carbon, present day theoretical models remain limited in their 
ability to understand and predict the formation of novel forms of carbon. Given the planetary core-
level pressures and temperatures required to successfully melt carbon without sublimation, 
characterizing its liquid state by table-top experiments has remained challenging.7 Experimental 
evidence of melted carbon was first reported by Bundy in 1963, who performed flash-heating 
experiments on graphite rods inside a high-pressure cell.8 Since then, a variety of methods have 
been used to melt carbon, including shock compression, electrical heating, and laser irradiation.8–

11 Numerous types of carbon targets have been examined (e.g. amorphous carbon (a-C), highly 
ordered pyrolytic graphite (HOPG), and diamond), with sample thicknesses ranging from 
angstroms to millimeters.8,11–13 Under laboratory conditions, as carbon samples are non-thermally 
melted, the liquid phase is claimed to exist only briefly before rapidly evaporating. Melting carbon 
samples via irradiation with ultrafast optical pulses has become a common approach; however, the 
observation window of the liquid state is also limited by hydrodynamic expansion and ablation.14,15 
Therefore, attempts to characterize the liquid have typically relied on optical measurements that 
operate on short timescales. Various groups have employed X-ray spectroscopy and optical 
reflectivity experiments to characterize non-thermally melted carbon samples; however, these 
studies have often reached conflicting conclusions.12,14,16–18 New tools with state-of-the-art time 
resolution and enhanced signal-to-noise ratios are clearly necessary to unambiguously characterize 
the structure of the transient liquid carbon state.  

Given diamond’s unique thermal and optical properties, there is great potential for its 
applications for optics and electronics.19 Advances in chemical vapor deposition (CVD) 
instrumentation have increased the production of highly-ordered diamond samples.20 
Consequently, much effort has been directed towards examining the resilience of lab-grown 
diamonds, including their damage threshold from laser sources.21,22 With sufficient energy, 
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graphitization of diamond occurs whereby the diamond FCC lattice structure transforms into a 
graphite-like structure.23 Reports of laser induced graphitization of diamond samples have 
established that a single laser pulse can generate a change in the diamond structure near the surface. 
For femtosecond laser pulses, the graphitization threshold has been reported to be ca. 0.3 - 4 
J/cm2.24,25,23 Fluences greater than 30 J/cm2 have been used for the graphitization of bulk diamond 
samples.25 While this phase transition in the carbon structure has been extensively studied as a 
method for generating HOPG, the mechanistic details have only recently been explored.26,23,27 
Excitation from an ultrafast laser pulse results in absorption of energy occurring on the order of 
femtoseconds, which drives the diamond into a nonequilibrium state well before the surrounding 
structure can respond.21 Probing such an excited diamond in the picosecond time regime after the 
absorbed energy has begun to dissipate into the bulk lattice should provide insight into the 
structural evolution of the graphitization process, and evidence of whether a transient liquid carbon 
phase is involved. 
   With the increased time resolution of modern megaelectronvolt-ultrafast diffraction, we 
are able to generate single-shot static diffraction images of materials and provide time-dependent 
snapshots of the transient atomic structure several picoseconds after excitation.28 Changes to the 
atomic structure (i.e. solid-liquid or solid-solid phase transitions) induced by the excitation pulse 
are evidenced in the diffraction pattern.29,30 Mo et al. have successfully demonstrated the utility of 
this technique by monitoring the heterogeneous and homogeneous melting regimes of gold thin 
films. Their study revealed the formation of Debye-Scherrer rings between 100 - 1000 ps at low 
energy densities, and between 10 - 20 ps at higher energy densities. In the case of diamond melting, 
we would similarly expect the rigid molecular structure to evolve into a disordered liquid state and 
the corresponding diffraction pattern to exhibit Debye-Scherrer rings.29,31  

Additionally, with the recent advances in X-ray free electron lasers, facilities can now 
supply the time-resolution, spectral-resolution, and high flux required to study samples by more 
photon-hungry techniques such as X-ray emission spectroscopy (XES) and resonant inelastic X-
ray spectroscopy (RIXS). Both XES and RIXS are excellent probes of the electronic structure of 
a material.32 These techniques involve the absorption of an X-ray photon thereby promoting an 
electron from the core level into the continuum (XES) or an empty valence band (RIXS), and 
detecting the emitted photon as a core hole is filled by a valence electron. The resonance with a 
valence state in RIXS allows for the simultaneous determination of empty electronic states and 
occupied states. Here, we define RIXS as measurements resonant with states below the second 
band gap of the target material. Therefore, XES and RIXS are sensitive to the melting dynamics 
and changes in bonding character of a system, as observed for the water/ice phase transition33 or 
the liquid-liquid transition in silicon.34 

Here, we use 800 nm ultrafast pulses to excite diamond thin films and probe them using 
modern time-resolved MeV-UED, XES, and RIXS. Tracking the evolution of structural changes 
with these techniques at various time delays could provide details underlying the development and 
validation of high-energy density physical models, and could thus greatly advance our 
understanding of the formation of unique carbon materials.35 Our findings herein highlight the 
remarkable resilience of the bulk diamond structure, as MeV-UED demonstrates the structure of 
diamond remains unaltered for up to 100 ps after excitation from two different laser fluences. XES 
and RIXS similarly suggest the electronic structure of diamond remains unchanged following 
excitation. These results indicate that a liquid state does not necessarily form in diamond samples 
following excitation from ultrafast near-IR pulses. 
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5.2. Experimental Methods 
Ultrafast electron diffraction experiments were conducted at the MeV-UED facility at 

SLAC National Accelerator Laboratory and are depicted in Figure 5.1.A. A Ti:sapphire laser 
outputting 800 nm, ~75 fs pulses was used to excite individual diamond windows at fluences of 
13 J/cm2 (200 µm FWHM diameter) and 40 J/cm2 (100 µm FWHM diameter). The fabrication 
process for producing ultra-thin Type IIa diamond membrane windows with an <100> orientation 
entailed a multi-step technique.36 Each window has a length and width of 170 µm and a thickness 
< 300 nm. The MeV-UED facility provided accelerated electron pulses (3.7 MeV, ~100 µm 
diameter) that were directed normal to the diamond windows in transmission geometry. Pump and 
probe pulses were synchronized and kept spatially overlapped as the target windows were raster-
scanned. Samples were probed at 10, 25, and 100 ps time delays following excitation at two 
different pump fluences (13 and 40 J/cm2). Static and post-excitation diffraction pattern pairs were 
recorded by a phosphor-based detector, binned according to fluence and time delay, then averaged 
(typically 4-5 windows per time delay). All diamond windows used in the analysis were unaffected 
by the probe pulse and confirmed to have been fully destroyed after the excitation pulse.  

 Time-resolved RIXS/XES experiments were performed on ultrananocrystalline diamond 
(UNCD) films near the carbon K-edge, at the soft X-ray scattering and spectroscopy beamline at 
Pohang Accelerator Laboratory (PAL) X-ray FEL.32 The UNCD films had a thickness of ca. 400 
nm and were purchased from John Crane Inc. A Ti:sapphire laser system provided the 800 nm, 65 
fs, 0.88 J/cm2 non-thermal melting pulses used in these experiments. The pulses were roughly 
collinear with the PAL-XFEL pulses and were focused onto the sample surface with an incidence 
angle of ca. 45 degrees with respect to the sample surface normal, as shown in Figure 5.1.B. The 
samples were rastered and the scattered X-ray photons were collected in a reflection geometry 
using a RIXS/XES spectrometer with an Andor Newton DO 940 CCD detector. Time-resolved 
XES/RIXS spectra of non-thermally melted UNCD thin film samples were collected at incident 
energies of 294 eV, 303 eV, and 308 eV as a function of delay between the melting pulse and PAL-
XFEL pulse, ranging from Δt = −1 to +100 ps.  
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Figure 5.1. Experimental diagrams of MeV-UED and RIXS/XES experiments. A) MeV-UED 
experimental design. An electron pulse is first sent to characterize the pre-excited diamond, 
followed by synchronized pump-probe pulses. This generates pre- and post-excitation diffraction 
patterns. B) RIXS/XES experimental design. XFEL probe photons are filtered, focused, then 
spatially overlapped on to the beam path of the pump laser. The pump and probe beams are 
synchronized, and the reflected X-ray scatter is collected by a CCD detector. 

 

5.3. Results and Discussion 
 

5.3.1. MeV-UED 
On initial observation of the static diffraction patterns, there were no obvious qualitative 

changes pre- and post-pump for all time delays studied. Intensities of each time-dependent 
diffraction image were subtracted from initial static images to generate the diffraction patterns in 
Figure 5.2.A-C at 10, 25, and 100 ps, respectively. From these differential diffraction images, the 
intensity of the diffraction peaks decreases after being exposed to the pump pulse (13 J/cm2). 
Previous studies have attributed scattering intensity decreases in single crystalline materials to 
strongly driven electronic phase transitions occurring on the order of ca. 100 fs post-excitation.37 
Additionally, thermal effects leading to increased atomic vibrations are well-known to cause 
decreases in scattering intensity via the Debye-Waller factor.38 Here, we observe no obvious 
streaking or positional shifts in the diffraction peaks after excitation, nor do we see any indication 
of Debye-Scherrer rings forming.   
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Figure 5.2. MeV-UED diffraction studies of diamond thin films before and after exposure to a 
non-thermal optical melting pulse (13 J/cm2). (A to C) Differential diffraction patterns at three 
time delays: 10, 25, and 100 ps, respectively. Blue and red color shifts represent a decrease and 
increase in signal intensity, respectively, compared to the static diffraction pattern. (D) Radially 
averaged patterns of diffraction data at each time delay. Dashed traces represent the initial signal 
at static conditions without the optical pump. The plots are offset from each other for clarity.  
 

We radially averaged a collection of diffraction images at each time delay and converted 
to Q-space to generate the radial profile plots shown in Figure 5.2.D. The dashed lines represent 
the pre-excitation patterns and the solid lines are post-excitation; each pre- and post-excitation pair 
is offset from the next for clarity. As seen in the differential diffraction images, each time delay 
displays the strongest decrease in intensity at the two low-Q peaks in Figure 5.2.D, corresponding 
to the central peaks of the diffraction images ((200) and (220)). The two high-Q peaks exhibit little 
to no change in signal intensity post-excitation ((400) and (420)). The intensity decreases displayed 
here may be a result of strongly driven diamond undergoing initial bond breaking followed by 
further lattice effects (i.e. heating and ablation) at longer time delays. If the intensity decreases 
here were solely due to Debye-Waller effects, we would expect the local structures (high-Q peaks) 
to distort and diminish in intensity before the long-range structures (low-Q peaks).29,37 It is unclear 
why the high-Q peaks remain post-excitation at the various time delays studied here, but this may 
be an indication of other non-Debye-Waller effects occurring. Overall, the radial profile plots 
display a lack of significant broadening or shifting in the peaks after excitation.  

In Figure 5.3, we used a 40 J/cm2 fluence to excite diamond thin films and probed their 
structure at the same time delays used in Figure 5.2. As shown previously for gold thin films, 
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increasing the pump fluence can affect melting dynamics and shorten the time needed for liquid 
state formation.29 Therefore, studying diamond samples excited with a higher fluence allows 
access to structures at different pressure and temperature conditions. Again, we are not able to 
discern any noticeable changes to the diffraction patterns at all time delays, as is indicated by the 
differential diffraction patterns and radial profile plots in Figure 5.3. Here, the 100 ps data reveals 
a drastic decrease in intensity noticeable even in the high-Q peaks and may be evidence of 
increased sample ablation due to the increased fluence. If the melting dynamics are indeed 
accelerated at an increased fluence, it is surprising that the 10 and 25 ps data at both 13 and 40 
J/cm2 fluences remain similar. This suggests that the bulk diamond structure is largely unaffected 
by the excitation pulses used here.  

 

 
Figure 5.3. MeV-UED diffraction studies of diamond thin films before and after exposure to a 
non-thermal optical melting pulse (40 J/cm2). (A to C) Differential diffraction patterns at three 
time delays: 10, 25, and 100 ps, respectively. Blue and red color shifts represent a decrease and 
increase in signal intensity, respectively, compared to the static diffraction pattern. (D) Radially 
averaged patterns of diffraction data at each time delay. Dashed traces represent the initial signal 
at static conditions without the optical pump. The plots are offset from each other for clarity.  
 

For comparison, we generated radially averaged diffraction patterns using molecular 
dynamics (MD) simulations where the forces governing the dynamics were either calculated from 
the electronic structure using Density Functional Theory (DFT) or calculated using the ChIMES 
interatomic potential. Figure 5.4 shows the computed radial distribution function and scattering 
intensity from a DFT-MD calculation of carbon at 5000K and 2.27 g/cm3 performed using the 
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VASP software as well as results from our previously reported simulations at 2.1g/cm3 using the 
ChIMES-MD method as implemented in the LAMMPS simulation code at temperatures of 7000, 
14000, and 17000 K.39–41 The DFT simulation was carried out using the VASP code using the 
Perdew-Burke-Ernzerhof (PBE) functional.42–47 A Fourier transform of the simulated radial 
distribution functions from VASP and LAMMPS was done to convert to reciprocal space (Figure 
5.4.B). If the diamond was undergoing a solid-liquid phase transition, we would expect the single-
crystal peaks to disappear in the profile plots and the emergence of a broad liquid peak near 5.5 Å-

1, as indicated by the simulated structure factor trace in Figure 5.4.B. From the simulations in 
Figure 5.4.A we observe increasing temperature suppresses the intensity of the peaks in the 
computed radial distribution functions and broadens the corresponding structure factor, a trend not 
seen in the experimental data.   

 
Figure 5.4. Carbon simulations using DFT-MD (5000K and 2.27 g/cm3) and ChIMES-MD (7000, 
14000, and 17000 K and 2.1 g/cm3). A) Simulated radial distribution functions of carbon. B) 
Simulated structure factor of carbon. The small modulations < 3.5 Å-1 are artifacts of the Fourier 
transform and the finite size of the simulation. 
 

These results are surprising, given previous reports of liquid carbon formation and diamond 
graphitization.12,23 Both processes involve a transformation of the initial diamond structure, yet 
our data do not capture any significant differences between pre- and post-excited samples. Studies 
suggest that liquid carbon formation occurs within the first few picoseconds for laser excited 
amorphous carbon.18 Therefore, a 10 ps time delay between the pump and probe would have 
provided enough time for any liquid carbon formed to equilibrate and begin to cool or evaporate. 
Longer time delays, 25 and 100 ps, may have provided insight into the lifetime of liquid carbon or 
the formation of new structures. However, it appears that our diamond samples were not melted 
using the fluences recorded here; to suggest that bulk diamond was melted by the excitation pulse 
and then cooled to its original structure within the first 10 ps is unphysical. We see no evidence for 
a bulk melted structure and any small volumes of surface generated liquid would have been 
displaced due to surface expansion and evaporation. In addition to the lack of observed melting, 
we surprisingly do not see structural indications of diamond graphitization.  

We are aware of only a few studies addressing the successful melting of a diamond-like 
sample but that is not the case for diamond graphitization, which is well studied.17 The pump pulses 
used here were well above the threshold for graphitization, although there is debate regarding the 
rate of graphitized diamond production per pulse. A single 100 fs, 10 J/cm2 laser pulse has been 
demonstrated to cause graphitization in < 20 nm of diamond48 and with fluences as high as 200 
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J/cm2 reach a max ablation rate of about 100 nm per pulse. Clearly, the pulse energies needed to 
increase graphitization thickness do not scale linearly and are wavelength dependent24. This may 
account for the diamond scattering patterns in Figure 5.2 and Figure 5.3 exhibiting striking 
similarities despite the increase in fluence, as graphitization may not have extended as deeply into 
the bulk.   

Since no substantial changes to the initial diffraction pattern of the diamond are observed 
after excitation with a 13 or 40 J/cm2 fluences, this suggests that the samples are directly 
sublimating and not evolving through a phase transition. If a sizeable volume of diamond sample 
was graphitized by a single pulse, then we would expect to see traces of a hexagonal diffraction 
pattern in the differential diffraction images. Decreases in diamond scattering intensity have been 
previously attributed to reorganization of the crystal structure in addition to Debye-Waller effects, 
which could be an indication of trace amounts of graphitization occurring here49, but the diffraction 
pattern remains consistent with that of diamond, and no signs of new peaks emerging due to 
graphite are found. It is unlikely that the higher fluence generates more graphite than the lower 
fluence here, since the observed decrease in diffraction intensity remains similar for both at early 
time delays. It is more likely that the diamond samples are ablated by the pump pulse, which would 
result in the diamond directly sublimating, thereby reducing the sample thickness and causing 
localized heating, two processes that would reduce the scattering intensity. This explanation would 
also agree with laser machined images of polycrystalline diamond samples, wherein femtosecond 
pulses formed a minimal graphitized layer compared to nanosecond pulses.50 At long time delays, 
viz. 1 ms, no scattering intensity is detected, as samples damaged by the pump pulse 
catastrophically shattered likely due to their free-standing nature.  

 

5.3.2. RIXS/XES  
UNCD diamond samples were initially characterized using X-ray absorption spectroscopy 

(XAS). The XAS spectrum (Figure 5.5.A) of UNCD exhibits a pronounced dip in the spectrum at 
303 eV and is indicative of the second band gap in the diamond band structure.51 The shoulder at 
ca. 289 eV marks the C 1s core exciton resonance.52  The broad features before the dip at 303 eV 
have been attributed to σ* states of sp3 bonded carbon.53 
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Figure 5.5. Spectra of UNCD samples. A) Carbon K-edge XES, RIXS, and XAS spectra of 
unmelted UNCD. The sharp peaks present in the RIXS and XES spectra are elastic scattering 
peaks. B) Deconvolution of X-ray photoelectron spectra of C 1s peaks of unmelted UNCD. Peaks 
at 283.8 eV and 284.2 eV correspond to sp2- and sp3 – carbon atoms. The sp3/sp2 ratio was 
calculated to be about 22. The peak at 284.6 eV corresponds to carbon-hydroxyl (COH) groups in 
the near-surface region.  

 
The XES spectra of UNCD exhibit a broad feature near 279 eV, and a lower energy 

shoulder near 272 eV, observed only at higher input energies (290.6 eV and 310 eV). The 
intensities of these features are sensitive to the excitation energy. For example, the shoulder at 272 
eV is nearly depleted at lower excitation energies of 284.8 and 287.7 eV, which correspond to the 
amorphous carbon K-edge. When we probe closer to features observed in the UNCD XAS (290.6 
and 310 eV), the shoulder at 272 eV is prominent, indicating that we are observing emission from 
a path in the band structure unique to the sp3-dominant diamond structure. The peak near 277 eV 
is stronger for excitation energies preceding the K-edge, and substantially weaker for excitation 
energies beyond the K-edge. These changes in peak intensity can be used for band structure 
mapping; the main features in the XES and XAS spectra can be assigned to critical symmetry 
points of the band structure, as outlined in Ma et al.54 For example, excitation energies near the K-
edge may promote electrons to the X1 point of the conduction band, because momentum is 
conserved in RIXS; a valence electron at the X4  area will relax into the core hole. At excitation 
energies just beyond the K-edge (290.6 eV), the absorption is assigned to the promotion of an 
electron to the K3 point in the conduction band. The most energetically favorable relaxation is to 
the K2 point of the valence band, which is assigned to energies near 280 eV.54 As a result, we 
observe more intensity around 280 eV than in the 290.6 eV excited RIXS spectra (green line, 
Figure 4a). The spectra are in excellent agreement with previously reported spectra of diamond 
and act as a reference to the time resolved RIXS measurements. 
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Peaks in the XPS spectrum (Figure 5.5.B) of UNCD were fit to obtain a sp3 carbon content 
percent of 53.7 with only 2.4% of the carbon being to sp2 hybridized, giving a sp3/sp2 ratio of 22.4, 
and indicating that the sample is overwhelmingly ‘diamond-like.' However, there is a large 
contribution from C-O-H in the near-surface region probed by XPS (284.6 eV), which is likely 
from surface termination and grain boundaries.55 The grain boundaries of nanocrystalline diamond 
will contain sp2-carbon, defects, and hydrogen, so the XPS spectrum is not expected to exactly 
match that of a pristine diamond crystal.38 This should not have a significant effect on the bulk-
sensitive XAS, XES, and RIXS measurements.  
 

 
  
Figure 5.6. XES data of UNCD samples A) Time-resolved XES spectra of UNCD at 308 eV. B) 
Normalized intensities of UNCD XES spectra. Spectral changes are very minor across all time 
delays. 
 

Time-resolved XES spectra from UNCD films were collected at 308 eV, beyond the second 
band gap in diamond (Figure 5.6.A). Changes in the XES spectra of UNCD are minimal, likely 
due to the thickness of the UNCD films, leading to a mismatch between pump and probe depth, 
i.e. not all of the sample was melted. The normalized integrated intensities of the XES spectra were 
plotted as a function of delay time to show the fluctuations more clearly (Figure 5.6.B). The 
intensity of the XES spectra increases within the first 0.5 ps by 25% and then slowly returns to the 
initial intensity 3 ps after the melting pulse. The intensity fluctuates, changing by less than 3% 
between 3 and 10 ps after the melting pulse. From 10 - 20 ps, the signal increases again, reaching 
an intensity about 18% greater than that at t = 0 ps. From 20 ps onward, the XES intensity slowly 
decays, dipping below the initial intensity after >80 ps. The overall loss in intensity was only 3%, 
less than the change of intensity between negative delay times and 0 ps (4.8%). This indicates that 
changes to the intensity that are less than about 5% are most likely negligible and cannot be 
separated from changes in the intensity resulting from instrumental noise ( 3 – 10 ps data). Our 
discussion will instead focus on the larger changes in intensity which occurred at 0.5 ps and 20 ps 
after the optical melting pulse. The increase in intensity at 0.5 ps may indicate that some change 
to the XES spectra was induced by the melting pulse, however; the change must only affect the 
intensity of the XES spectra at 308 eV and not induce changes to the peaks position or width. This 
eliminates most structural changes that might occur if the sample were transitioning to a liquid 
state. The normal mode analysis performed on the C5 unit within the diamond lattice shows that 
vibrational distortions, such as C-C symmetrical stretching or bending can be responsible for 
oscillations in the intensity of the XES spectra. 
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While in this experiment, the increase in signal is not preceded by a decrease, which often 
represents the onset of sample ablation, it is valuable to remember that not all the sample is melted 
due to the thickness of the UNCD films, and unmelted sample will be contributing to the signal 
even after ablation. This means that at long times, when ablation has occurred, the signal will 
represent unmelted sample as well as whatever structures remain following the ablation. 
Interestingly, since another increase in signal is observed at a delay time of 20 ps, recovery in 
signal can be attributed to the formation of new structures, such as nanoscale structures in the 
ablation plume, previously described by the ultrafast grazing incidence X-ray scattering of laser-
ablated silicon measured by Hull et al.39 Those measurements showed the formation of nanoscale 
inhomogeneities, reminiscent of nanoparticle structures 20 ps after non-thermal melting.39 Time-
resolved RIXS spectra of UNCD were collected at incidence energies of 294 and 303 eV (Figure 
5.7). At both energies the relative RIXS energy increases with increasing delay time from the 
melting pulse. At 294 eV, the increase follows a decrease in the short-time regime. This initial 
decrease (before 2 ps) may again be attributed to transition blocking. The resulting RIXS spectra 
don’t show a decrease in signal relative to unmelted UNCD. Again, the increase in signal within a 
20 ps delay time can be attributed to the formation of new structures, as the sample expands, cools, 
and ablates and considering that the sample is still thick enough to absorb all the X-rays after 
ablation. 
 
 

 
 
Figure 5.7. Time-resolved RIXS spectra of the unmelted UNCD films and the signal from the 
sample after varying delay times at input energy of (A) 294 eV and (C) 303 eV. The intensity of 
the integrated UNCD emission spectra as a function of delay time is also shown to exemplify the 
plateau in signal following an initial decrease when using an excitation energy of 303 eV (D) and 
the sharp increase and plateau when using a higher energy excitation of 294 eV (B). 
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To better understand and augment the experimental results, we carried out DFT based 

electronic structure calculations at the GGA (PBE) level to simulate the XES spectra for diamond 
using both ground state Kohn-Sham orbitals (GND) and transition potential with half-core holes 
(TPHH) methods, for which results are presented in Figure 5.8 (solid lines). It is clear that DFT 
calculations with the TPHH method produced spectra comparable to experiment, capturing the 
overall spectral features of diamond.  

Since the melting pulse is expected to cause a structural change in the carbon samples and 
XES is sensitive to both the long and short (local) distance changes in the environment, additional 
TPHH calculations incorporating mechanical strain, both compressive and tensile, were 
performed. The resulting spectra demonstrate that diamond experiences a spectral red shift and 
broadening under compressive strain (-10%) and a spectral blue shift and narrowing under tensile 
strain (+10%) (Figure 5.8 colored traces). While the TPHH calculated spectra capture the unmelted 
samples well, they indicate spectral shifts-broadening, or narrowing-that are not observed at t > 0 
ps in the experimental data, and therefore do not represent the observed transient RIXS and XES 
results. 

 

 
Figure 5.8. Resulting XES spectra for diamond at 308 eV with theoretical modeling of applied 
mechanical strains. Under tensile strain (+10% blue trace) the spectra narrow and undergo a blue 
shift. Under compressive strain (-10% red trace) the spectra broaden and undergo a red shift. PBE 
XC functional along with 6-311 GXX basis set was used for the modeled spectra. All modeled 
spectra are shifted by 1.2 eV. 
 
In attempts to explain the intensity fluctuations observed in the transient spectra, we also perform 
the spectral simulations for a diamond cell with local distortions, which were based on normal 
modes of vibrations around a carbon atom with its first nearest neighbor (forming C5 unit). XES 
spectra are sensitive to local structure, so localized distortions were applied along each of the 15 
identified modes. In Figure 5.9.A, we see modes 10-12 had the strongest response, corresponding 
to the C-C-C symmetrical bend and C-C symmetrical stretch vibrations. The difference XES 
spectra (Figure 5.9.B) show the change in intensity as a function of energy between the undistorted 
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and distorted C5 unit. Modes 10-12 show an obvious decrease in signal from 265-280 eV and an 
increase from 280-285 eV, which may explain the intensity variation observed in the experimental 
data. The spectral response due to the remaining modes (1-9, 13-15) is very small.  
 

 
Figure 5.9. Calculated XES spectra following distortion of different normal modes with an 
amplitude of displacement. Modes 10-12 are expected to have the strongest XES spectral response 
and represent C-C-C symmetrical bending and C-C symmetrical stretching vibrations.   
 

Comparing the theoretical spectra to the experimental results, it appears that we did not 
actually measure spectra of liquid carbon in the RIXS/XES experiments. The improved agreement 
between spectral simulations based on higher (3 or 4-fold) coordination and normal mode analysis 
indicates that the carbon in the experiments exists in a crystalline or nano-crystalline state. Our 
results thus appear to question the interpretation of previous studies wherein researchers observed 
indication of liquid carbon formation from diamond-like samples16,17. It is possible that these 
studies may have evidenced the effects of a plasma state or evaporation cloud formation which we 
do not see in the present experiment12,58. Our MeV-UED and RIXS/XES data suggest that bulk 
diamond does not undergo a solid-liquid phase transition or graphitization for the fluences and 
wavelengths used here. Recent studies report the formation of liquid carbon at sub-picosecond 
time scales via XAS for a-C samples18. However, the inference of the liquid state from the XAS 
data is indirect, and the observed spectral changes could also be consistent with rearrangements of 
the carbon atoms due to vibrational motion rather than melting. Indeed, our diffraction data of 
single crystal diamond shows potential signs of slight disordering in the crystal structure, and the 
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RIXS fluctuations may signal new structures in UNCD diamond, but we do not see a clear indicator 
of liquid formation.  

Given diamond’s flat spectral response in the visible spectrum, the excitation process is 
likely a multiphoton absorption event. It may be that the photon energy supplied by 800 nm pulses 
is insufficient to drive a significant portion of diamond into an excited state. If our experiments 
only generated a small volume of liquid carbon on the sample surface, then it is reasonable to 
suggest that our bulk probes would have difficulty in isolating an interfacial signal. We expect to 
ablate approximately 80 nm of diamond at the highest fluence used here for MeV-UED 
experiments based on a previous study. That amount corresponds to approximately 30 % of the 
sample depth. If a transient liquid state were involved during the ablation process, we see no 
evidence of it at these timescales. Therefore future studies should emphasize sub-picosecond time-
resolution, higher frequency light sources, and thinner samples in order to further characterize the 
presence of liquid carbon.   
 

5.4. Conclusions 
 

In summary, we used an ultrafast optical pump to non-thermally excite Type IIa diamond 
and UNCD thin films, and characterized the atomic and electronic structure as a function of time 
delay using state-of-the-art time-resolved MeV-UED, RIXS, and XES. Type IIa diamond samples 
were excited with laser fluences of 13 and 40 J/cm2 at 10, 25 and 100 ps time delays. We observe 
a reduction in the intensity of the diamond diffraction pattern between 10 and 100 ps with no 
streaking or shifts in the peak positions. These results are inconsistent with previous reports of 
liquid carbon formation and diamond graphitization. Time-resolved RIXS and XES spectra of 
UNCD samples found no evidence of substantial changes from 0.5 ps up to 100 ps after the melting 
pulse. Decreases in the time-resolved intensities for UNCD are attributed to transition blocking, 
subsequent relaxation, and eventual ablation of the samples. Normal mode analysis, which shows 
that vibrational stretching and bending modes of the diamond lattice generate small modulations 
in the XES spectra, provided evidence for the origin of the small fluctuations in intensity observed 
in the experimental data. Overall, our MeV-UED experiments see no structural changes and our 
RIXS/XES measurements find no electronic structure changes allowing us to determine with high 
certainty that no significant amount of our diamond samples transform into a liquid state or 
undergo graphitization. This work suggests that femtosecond near-IR pulses are not suitable for 
generating liquid carbon from diamond samples and future work should explore the use of higher 
photon energies and sub-picosecond time delays. 
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