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ABSTRACT OF THE DISSERTATION

Leveraging genetic and electronic health record data to understand complex traits and rare

diseases

by

Ruth Dolly Johnson

Doctor of Philosophy in Computer Science

University of California, Los Angeles, 2023

Professor Sriram Sankararaman, Chair

The biobank era of genomics has ushered in a multitude of opportunities for precision

medicine research. In particular, biobanks connected to electronic health records (EHR)

provide rich phenotype information used to study to clinical phenome. First, I describe two

computational methods designed to infer the genetic architecture of complex traits using

biobank-scale data. Both methods are based on Markov Chain Monte Carlo techniques.

Next, I provide an overview of the UCLA ATLAS Community Health Initiative (ATLAS),

an EHR-linked biobank embedded within UCLA Health. Using this data set, I explore the

role of genetic ancestry in common disease risk across the UCLA patient population. Next, I

include a review of how race, ethnicity, and genetic ancestry are utilized in the field of EHR-

linked biobanks. Finally, I propose an EHR-based algorithm, called PheNet, which identifies

undiagnosed patients with Common Variable Immunodeficiency Disorders and demonstrate

its application across a total of 5 University of California Health systems.
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3.1 BEAVR is relatively unbiased in simulated data. We ran 100 replicates

(M = 1, 000 SNPs, N = 500K individuals) where the genome-wide heritabil-

ity was set to h2
GW = 0.5 and the true polygenicity of the region was pr =

0.005, 0.01, 0.05, 0.10. We compared BEAVR to GENESIS-M2 and GENESIS-M3

which employs a spike-and-slab model with either 2 or 3 components (point-mass

and either 1 or 2 slabs). All methods are unbiased when the polygenicity is low

(pr = 0.005, 0.01). However, when polygenicity is higher (pr = 0.05, 0.10), both

GENESIS-M2 and GENESIS-M3 are severely downward biased whereas BEAVR

provides unbiased estimates across all settings. Dashed red lines denote true

regional polygenicity values in each setting. . . . . . . . . . . . . . . . . . . . . 60

3.2 BEAVR is relatively unbiased across various genetic architectures. We

ran 100 replicates where we vary the genome-wide heritability to be h2
GW =

0.10, 0.25, 0.5, the polygenicity of the region to be pr = 0.005, 0.01, 0.05, 0.10, and

the sample size N = 50K, 500K, 1 million individuals. We compared BEAVR

to GENESIS-M2 (2-component) and GENESIS-M3 (3-component). The x-axis

denotes the simulated values for the regional polygenicity and the y-axis denotes

the estimated values across 100 replicates. Dashed red lines denote the true

regional polygenicity value in each setting. . . . . . . . . . . . . . . . . . . . . . 61
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3.3 BEAVR is robust in realistic settings. (A) Using SNP data from chro-

mosome 22 (M = 9, 564 array SNPs, N = 337K individuals), we simulated 100

replicates where the genome-wide heritability was h2
GW = 0.50 and p = 0.01.

We divided the data into 6-Mb consecutive regions for a total of 6 regions and

estimated the regional heritability using external software (HESS[267]). Using

BEAVR and the estimated regional heritability, we estimated the regional poly-

genicity to be unbiased across all regions. (B) We ran 100 replicates where

the genome-wide heritability is fixed h2
GW = 0.50, polygenicity pr = 0.01, sam-

ple size N = 500K, and then varied the number of SNPs in the region from

M = 500, 1K, 5K SNPs. We used BEAVR to estimate the polygenicity in each

region and found our results to be unbiased across all regions. (C) We set the

genome-wide heritability to h2
GW = 0.50, regional polygenicity pr = 0.01, and

sample size N = 500K. We find that the accuracy of our results is invariant to

our choice of prior hyper-parameter (α). . . . . . . . . . . . . . . . . . . . . . . 62

3.4 BEAVR is computationally efficient. (A) We show the run-time in terms of

seconds per iteration of the Gibbs sampler (log-scale). We compare the version

of BEAVR with the algorithmic speedup outlined in Methods (’speedup’) versus

the straightforward implementation (’baseline’). We vary the number of SNPs in

the region while fixing the polygenicity of each region to pr = 0.01. (B) We show

the runtime of the sampler when the number of SNPs in the region is fixed to

M = 1, 000 and we vary the polygenicity. . . . . . . . . . . . . . . . . . . . . . . 63

3.5 Distribution of regional polygenicity and heritability. We divide the

genome into 6-Mb regions and report the posterior mean of the regional poly-

genicity for each region across height and diastolic blood pressure. Using external

software[267], we report the distribution of regional heritability for each trait. . 64
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3.6 Heritability is proportional to the number of causal SNPs in a region.

We show the relationship between the number of causal SNPs and heritability for

each region across height and diastolic blood pressure. We fit a linear regression

for each trait and report the slope of the regression, which can be interpreted

as the increase of heritability per additional causal SNP. Horizontal error bars

represent two posterior standard deviations around our estimates for the number

of causal SNPs. Vertical error bars represent twice the standard error around the

estimates of regional heritability. Dots in black denote outlier regions which have

an absolute studentized residual larger than 3. . . . . . . . . . . . . . . . . . . . 65
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and SNPs (right) at each step. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.2 Genotyped and imputed data from ATLAS are of high quality. In A) we show

the 230 million imputed SNPs stratified by minor allele frequency. SNPs are

binned by the estimated imputation r2 scores, and then we report the percent-

age of remaining SNPs after applying the r2 threshold. B) shows the projected

genetic PCs 1 and 2 of unrelated individuals in ATLAS (N=27,291) in gray.

Samples from 1000 Genomes are shaded by continental genetic ancestry: Euro-

pean (EUR), African (AFR), Admixed American (AMR), East Asian (EAS), and

South Asian (SAS). In C) we show the QQ-plots from the GWAS of gout across

the African, Admixed American, East Asian, and European continental ancestry

groups within ATLAS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.3 Distribution of phenotypes across different demographic groups in ATLAS. We

show the distribution of 7 traits across A) sex, B) age groups and C) inferred

genetic ancestry. Sex information is derived from the EHR. . . . . . . . . . . . 88
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4.4 Genome-wide association studies across 7 traits and 4 continental ancestry groups

recapitulate known associations. In A) we provide Manhattan plots from the

GWAS of gout across the European (EUR), African (AFR), Admixed American

(AMR), and East Asian (EAS) continental ancestry groups in ATLAS. The red

dotted line denotes genome-wide significance (p-value < 5×10−8). In B) we show

the overlap of genome-wide significant regions for gout computed from ATLAS

within the European ancestry group, previous associations listed in the GWAS

Catalog, and associations identified in the GBMI meta-analysis. C) shows a

scatterplot of GWAS effect sizes of SNPs associated with each trait in either

ATLAS or BioVU at p-value < 1×10−6. Points are colored by trait. The red line

shows the 45-degree line through the origin, and the blue line shows the estimated
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7.1 Overview of CVID cohort curation and new CVID patient identification. We

provide a flowchart describing the EHR review process for constructing a well-

curated list of clinically diagnosed patients with CVID. We then demonstrate how

this cohort is used for training a prediction model which is then used to identify

undiagnosed CVID patients in a discovery cohort. A manual chart review is

performed on the patients with the highest risk score with the future goal of

highly probable CVID patients being referred to an immunologist. . . . . . . . . 181
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We present a visual summary of case/control cohort construction, PheNet model

training, and application within a discovery dataset at UCLA Health. In (I) we

show the workflow for constructing a case-cohort of clinically diagnosed patients

with CVID from medical charts (N=197). (II) shows the criteria used to create a

matched control cohort from the EHR (N=1,106). (III) visually summarizes the

construction of a prediction model, including feature selection from phecodes,

the inclusion of laboratory values, a variety of inference frameworks, and data

balancing techniques. Finally, (IV) demonstrates how the PheNet model can

be applied within a discovery cohort to identify patients with a high likelihood

of CVID who can then be further assessed by manual chart review to confirm

diagnosis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
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7.3 PheNet is more accurate than existing phenotype risk scores for predicting CVID.

Performance metrics comparing the performance of PheNet, PheRS-CVID, and

the CMA-score within the case (N=197) and control (N=1,106) cohorts from

the UCLA Health population. The CMA-score was computed using weights pre-

trained from data from Vanderbilt (VU); PheNet and PheRS-CVID were trained

using weights trained from EHR data at UCLA. (A) and (B) show the receiver

operating characteristic and precision-recall curves across the different prediction

models. AUC is provided in parentheses in the legend. In (C), we display a curve

showing individuals with a PheNet score ¿ 0.90 and the proportion of CVID cases

captured within the varying percentiles of PheNet scores. . . . . . . . . . . . . . 183

7.4 PheNet identifies CVID patients before their original diagnosis dates. Distribu-

tion of the time between individuals’ ICD-based diagnoses for CVID and the time

point at which individuals’ risk score ¿ 0.90 (denoted at the blue circles). Only

individuals with at least 1 year of EHR data prior to their ICD-based diagnosis

were included. Two individuals were excluded from the graph because they did

not meet the score threshold at any point in time for a total of N=56 individuals

shown. ICD-based diagnoses were determined as the time point when individuals

first accumulate at least two CVID ICD codes (D83.9) within a year. . . . . . . 184

7.5 Sample patient’s CVID timeline. The top panel lists all CVID-relevant phecodes

on a sample patient’s record. The point when the patient received their first

immunodeficiency billing code is denoted by the red star. The middle panel shows

the patient’s immunoglobulin G (IgG) laboratory results over time, where a value

¡ 600 mg/dL is considered abnormal. The bottom panel shows the percentile of

the patient’s risk score computed over time. Specifically, we show that the patient

reached the 99th percentile of the PheNet score distribution 41 days before their

medical record showed evidence of specific immunodeficiency care. Note that the

patient’s timeline has been date-shifted. . . . . . . . . . . . . . . . . . . . . . . 185
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100 randomly sampled individuals. Each individual was ranked according to an

ordinal scale from 1 to 5 quantifying the likeliness of having CVID where 1 was

defined as “near certainty not CVID” and 5 was “definitive as CVID”. . . . . . 186

7.7 PheNet identifies undiagnosed individuals with CVID. We show the CVID clinical

validation scores for the top 100 individuals with the highest PheNet score and

100 randomly sampled individuals. Each individual was ranked according to an
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CHAPTER 1

Introduction

The biobank era of genomics has ushered in a multitude of opportunities for precision

medicine research [55, 34, 78, 326]. These large-scale genetic datasets comprising data from

hundreds of thousands of individuals provide unprecedented sample sizes, enabling the sta-

tistical power needed to test hypotheses regarding the role of genetics in disease development.

More recently, these biobanks have been linked with electronic health record (EHR) informa-

tion, providing a vast catalog of phenotype information for a wide range of diseases. These

EHR-linked biobanks provide unprecedented opportunities for studying the genetic basis for

both rare and common diseases [9]. This catalog also allows for a variety of hypotheses to

be tested without the need for costly recruitment efforts. Furthermore, access to longitudi-

nal information enables the ability to test hypotheses about disease progression and future

diagnoses.

However, there are numerous challenges associated with working with EHR-linked biobanks.

First, performing statistical analyses with biobank-scale data has the potential of increased

power, but also considerably more computational constraints. Thus designing computational

methods that efficiently run at this scale is necessary to fully utilize the potential of this data.

Second, numerous types of genetic and epidemiological studies, especially those analyzing

common genetic variation, require genetic ancestry information. Disease risk is heavily in-

tertwined with genetic ancestry, but the amount of interplay between these two factors has

largely been characterized. In particular, genetic ancestry is also correlated with race and

ethnicity, but are distinct concepts. A critical complexity of EHR-linked biobanks is investi-

gating disease risk due to variation in genetic ancestry in a clinical landscape shaped by race

and ethnicity. Next, a logical application of EHR is utilizing the information as predictive
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features in disease models. Leveraging this type of data could be especially useful when

studying diseases that have a largely undiscovered genetic basis. However, the scale and

heterogeneity of EHR make it difficult to derive clinically informative features for prediction

algorithms.

To address these knowledge gaps, my thesis focuses on utilizing both genetic and EHR

data to further understand complex traits and rare diseases. First, I describe novel scalable

statistical models for studying the genetic architecture of complex traits and the application

of these methods in the UK Biobank. Second, I provide a technical overview of the UCLA

ATLAS Community Health initiative Biobank. Using this resource, I study the broad char-

acterization of the role of genetic ancestry in common disease risk. I also provide a review

of how race, ethnicity, and genetic ancestry are currently used in EHR-linked biobanks as

well as the associated considerations and challenges. Next, I aim to develop models that

identify phenotypic patterns within the EHR that can be used to predict specific diseases

or so-called “EHR-signatures”. Specifically, I develop a prediction algorithm for common

variable immunodeficiency (CVID) in collaboration with the Department of Pediatrics.

The projects described above are organized into the following thesis chapters:

1. A unifying framework for joint trait analysis under a non-infinitesimal model

2. Estimation of regional polygenicity from GWAS provides insights into the genetic ar-

chitecture of complex traits

3. The UCLA ATLAS Community Health Initiative: promoting precision health research

in a diverse biobank

4. Leveraging genomic diversity for discovery in an electronic health record linked biobank:

the UCLA ATLAS Community Health Initiative

5. Race, ethnicity, and genetic ancestry in the age of EHR-linked biobanks

6. Electronic health record signatures identify undiagnosed patients with Common Vari-

able Immunodeficiency Disease
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CHAPTER 2

A unifying framework for joint trait analysis under a

non-infinitesimal model

2.1 Introduction

Genome-wide association studies (GWAS) have identified thousands of regions in the genome

that contain variants that contribute to the risk for many diseases. Many of these risk

regions are known to be implicated in multiple phenotypes such as autism and schizophrenia

[24], multiple autoimmune diseases [77, 242, 246], Crohn’s disease and psoriasis[92], and

many others. Understanding which causal variants are shared among diseases can provide

novel etiological insight as well as provide evidence of potential shared causal mechanisms

between complex traits. In addition, identifying which variants contribute to multiple traits

can help decipher which molecular traits (e.g., gene expression) contribute to disease risk

[108, 124]; genetic variants that causally alter gene expression, as well as disease risk, can

link a particular gene to a given disease.

Genetic overlap has been analyzed both at the genome-wide level and local level, where

the latter refers to an analysis done within a given genomic region. Genetic correlation, a

measure that quantifies the similarity in the genetic effects on pairs of traits, is commonly

used for assessing the relationship between two traits and can be applied either genome-

wide or to local data [51, 268]. Many of the models for estimating genome-wide genetic

correlation assume an infinitesimal genetic architecture where all SNPs are assumed to have

a very small effect on the trait. In contrast to genetic correlation, colocalization methods

aim to estimate whether the GWAS association signals for two traits at the same region
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are due to causal variant(s) shared across the traits or chance[108, 124]. The methods that

relax the infinitesimal assumption either assume a single causal variant per region or limit

the number of potential causal variants a priori, often due to computational considerations

[108, 124] . Although both genetic correlation and colocalization aim to describe the genetic

sharing between traits, these methods have been utilized independently of each other.

In this work, we present a unifying statistical model that ties together genetic correlation

and colocalization. To accomplish this, we present a fully generative Bayesian statistical

model that models the shared as well as distinct genetic variants underlying a pair of traits.

The model allows for sparse genetic architectures (where only a small fraction of variants

are causally impacting the traits). The model is richly parameterized: allowing us to jointly

model global parameters such as the proportion of variants that are causal for both as well

for either trait, the trait heritabilities, the correlation of the effect sizes at the causal SNPs,

as well as local parameters such as whether the effect of a single SNP on each of the traits.

A challenge of a non-infinitesimal genetic architecture is that it presents a computation-

ally challenging inference problem. Performing inference under this model often involves

explicitly enumerating all causal configurations of the SNPs. This exponential search space

of 22M , where M is the number of SNPs analyzed, proves intractable given the large genetic

data sets now available. We propose our method, Unifying Non-Infinitesimal Trait analYsis

(UNITY), that relies on Markov Chain Monte Carlo (MCMC) to approximate the posterior

probabilities of the model parameters. In this work, we focus on estimating the proportion

of shared and trait-specific causal variants since parameters such as heritability and genetic

correlation can be estimated using previous methods [51]. Additionally, a key advantage of

the method is that it only requires summary level association statistic data, which bypasses

many of the privacy concerns associated with individual level data. With the widespread

availability of GWAS summary statistics [228], we expect that a method operating only

on summary statistics would prove most useful for the research community. Through com-

prehensive simulations and an analysis of height and BMI, we show that our method can

accurately estimate the proportion of shared causal SNPs.

4



2.2 Methods

2.2.1 Generative Model

Here we introduce a Bayesian framework for estimating the proportion of shared causal vari-

ants between two complex traits. The input of our method is a vector of signed effect sizes for

each SNP from each trait. We model the genetic variances from both traits, genetic correla-

tion, non-genetic variance for both traits, and the proportion of causal SNPs. The estimated

proportion of causal SNPs shared between the traits is denoted by p11, the proportion of

causal SNPs specific to trait 1 and trait 2 as p10 and p01, and the proportion of non-causal

SNPs is denoted by p00. We denote the heritability as h2
1 = σ2

1, h
2
2 = σ2

2 and environmental

noise as σ2
e1

=
1−h2

2

N1
, σ2

e2
=

1−h2
1

N2
, where N1 and N2 denote the sample sizes for trait 1 and

trait 2. Additionally, the number of individuals shared between studies is denoted by Ns.

Altogether, our model has the following parameters: {σ2
1, σ

2
2, ρ, σ

2
e1
, σ2

e2
, p00, p10, p01, p11}.

We assume that each phenotype, y1 and y2 is a linear function of standardized genotype

matrices X1 and X2 with M number of SNPs, SNP effect sizes β1 and β2, and a noise term

denoted by ϵ1, ϵ2, where the noise terms follows a Gaussian distribution:

y1,i =
M∑

m=1

β1,mx1,m + ϵ1 y2,i =
M∑

m=1

β2,mx2,m + ϵ2

ϵ1

ϵ2

 ∼ N


0

0

 ,

 σ2
e1

cov(ϵ1, ϵ2)

cov(ϵ1, ϵ2) σ2
e2




We let the probability of a SNP being causal for every combination of the two traits be

p⃗ = (p00, p10, p01, p11). We assume that p⃗ has a Dirichlet prior, where in practice we set

λ1 = λ2 = λ3 = λ4 = 0.20:

p⃗ ∼ Dirch(λ1, λ2, λ3, λ4)

The effect sizes for each SNP are assumed to be independent, allowing us to model every

causal effect size for each trait through a bivariate normal distribution centered at zero with

the following covariance matrix:
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γ1,m

γ2,m

 ∼ N


0

0

 ,

 σ2
1

M(p11+p10)
σ1σ2ρ
M(p11)

σ1σ2ρ
M(p11)

σ2
2

M(p11+p01)




Next, let Cp be a causal indicator vector for trait p, where Cp,m = 1 if SNP m is causal

for trait p and 0 otherwise. The true effect sizes for each trait, βp, conditioned on a SNP’s

causal status is the element-wise product of the causal indicator vector and the true causal

effect sizes.

β1,m

β2,m

 |

C1,m

C2,m

 ,

γ1,m

γ2,m

 =

γ1,m ◦ C1,m

γ2,m ◦ C2,m


We can model the conditional distribution of the GWAS summary statistics, where β̂p,m is

the estimated effect size of the mth SNP for a trait [268]:

β̂1,1:M

β̂2,1:M

 |

β1,1:M

β2,1:M

 ∼ MVN


V β1,1:M

V β2,1:M

 ,Σe


Σe =

 σ2
e1
V Nscov(ϵ1,ϵ2)

N1N2
V

Nscov(ϵ1,ϵ2)
N1N2

V σ2
e2
N2V


We denote V as the linkage disequilibrium matrix, which in practice could be estimated

from a reference panel. However, when performing inference at the genome-wide level, we

can prune the list of SNPs such that they come from independent LD blocks. LD-pruning

creates an approximately independent subset of SNPs, which reduces V to the identity

matrix.

2.2.2 Parameter inference

The true joint posterior distribution is intractable, thus we use Markov chain Monte Carlo

to sample from the posterior distribution. We derive a collapsed Gibbs sampling scheme as
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follows:

p⃗(t+1) ∼ P (p⃗ |

β̂1,1:M

β̂2,1:M

 , σ2
1, σ

2
2, ρ, σ

2
e1
, σ2

e2
)

∝ P (p⃗,

β̂1,1:M

β̂2,1:M

 , σ2
1, σ

2
2, ρ, σ

2
e1
, σ2

e2
)

The conditional distribution does not have a closed form. Although it is difficult to sample

from, it is simple to compute. To account for this, we derive a Metropolis-Hastings step

within our collapsed Gibbs sampler, where the posterior can be written as:

P (

β̂1,1:M

β̂2,1:M

 , σ2
1, σ

2
2, ρ, σ

2
e1
, σ2

e2
, p⃗) ∝

[
M∏

m=1

MVN

β̂1,m

β̂2,m

 ;

0

0

 ,

σ2
e1

0

0 σ2
e2

 · (p00)

+MVN

β̂1,m

β̂2,m

 ;

0

0

 ,

 σ2
1

M(p11+p10)
+ σ2

e1
0

0 σ2
e2

 · (p10)

+MVN

β̂1,m

β̂2,m

 ;

0

0

 ,

σ2
e1

0

0
σ2
2

M(p11+p01)
+ σ2

e2

 · (p01)

+MVN


β̂1,m

β̂2,m

 ;

0

0

 ,

 σ2
1

M(p11+p10)
+ σ2

e1
σ1σ2

M(p11)
ρ

σ1σ2

M(p11)
ρ

σ2
2

M(p11+p01)
+ σ2

e2


 · (p11)

]

×Dirch(p⃗; λ⃗)

To sample from P (p⃗|

β̂1,1:M

β̂2,1:M

 , σ2
1, σ

2
2, ρ, σ

2
e1
, σ2

e2
), we use a random-walk Metropolis-Hastings

scheme with the following proposal distribution, where p∗ denotes the value from the previ-

ous iteration and B is a constant that controls the variance of the proposal distribution. In

practice, we found that B = 10 yields effective mixing.
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p⃗ ∼ Dirch(d1, d2, d3, d4)

d1 = λ1 + (B)(p∗00)

d2 = λ2 + (B)(p∗10)

d3 = λ3 + (B)(p∗01)

d4 = λ2 + (B)(p∗11)

2.2.3 Efficient mixing of MCMC chains

In any practical application of MCMC, the number of iterations, burn-in period, and ini-

tialization point are critical to ensuring convergence and accurate estimates. Slow mixing of

the MCMC chains can occur if the starting point is at a region of low posterior density. As

opposed to selecting a random starting point, we carefully select the initialization of each

chain by choosing the set of parameters that yields the highest posterior density. We use

the Limited-memory BFGS algorithm to determine the maximum a posteriori estimates for

p00, p10, p01, p11. We repeat this 10 times, initializing the optimization algorithm with random

starting values drawn from the prior. We compute the posterior density of all 10 candidate

starting values and select the set that yields the highest density. This set of parameters is

then used as the starting point for our MCMC chain. In addition, to diagnose convergence,

we use 100 Markov chains all initialized using the scheme described above. Our final estimate

is the mean of all samples drawn from the 100 chains.

2.2.4 Note on runtime

We assessed the performance based on the number of seconds per iteration of the MCMC

sampler. The main computation is calculating the likelihood at each iteration, which is

directly dependent on the number of SNPs per trait. The complexity of the algorithm is

O(m), where m is the number of SNPs. We empirically demonstrate that our method is

linear in the number of SNPs through simulation (Figure 2.1). In addition, the runtime is
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invariably connected to the number of iterations required for the MCMC to converge. We

find that using the maximum a posteriori probability (MAP) estimate as an initialization

value leads to fast convergence, requiring only 500 iterations in practice.

2.3 Results

2.3.1 UNITY generalizes colocalization and genetic correlation

UNITY provides a novel generalized framework to jointly model GWAS summary statistics

data of two complex traits, incorporating fundamental genetic parameters, such as heritabil-

ity and genetic correlation, and makes minimal assumptions in inference procedures. Since

UNITY assumes a non-infinitesimal model, it allows for very sparse genetic architectures,

i.e. by setting p00 ≈ 1. However, this non-infinitesimal model can also be generalized to the

infinitesimal model by setting p00 ≈ 0, p10 ≈ 0, p01 ≈ 0, p11 ≈ 1.

We discuss a comparison of the parameters of UNITY with those obtained by other

methods that perform cross-trait analysis and the underlying assumptions of each method.

We first analyze the cross-trait LD score regression model [51], which estimates genome-wide

genetic correlation based on the random-effect model, making the implicit assumption that

every SNP has a non-zero effect. In contrast to cross-trait LD score regression, UNITY

assumes a generalized non-infinitesimal model, explicitly modeling a sparse genetic archi-

tecture. We also compare UNITY with methods that do not make the infinitesimal model

assumption. While models such as PleioPred explicitly model the proportion of trait-specific

and shared causal variants p00, p10, p10, p11, the main goal of this method is to perform genetic

risk prediction [128] rather than estimating these proportions.

We compare UNITY with COLOC [108] and eCAVIAR [124], Bayesian methods to assess

the evidence of colocalization, i.e. whether GWAS signals of two traits driven the same

underlying causal variants. Both methods explicitly model p⃗ = (p00, p10, p10, p11) [108, 124].

However, COLOC makes the simplifying assumption that there is at most one causal variant

at a region [108], allowing it to not explicitly model LD. And although eCAVIAR allows for
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multiple causal variants and explicitly models LD, it caps the maximum number of causal

variants at 6 per region for computational efficiency [124]. In comparison with these methods,

UNITY allows for any number of causal variants while making the assumption that there is

no LD between the SNPs. We outline a summary of the relationship between UNITY and

all methods described in Table 2.1.

To empirically demonstrate the benefit of the relaxed assumptions of UNITY as com-

pared to current methods, we conduct a modest comparison against COLOC [108]. We

simulated 100 regions of 500 SNPs with multiple causal variants. We perform colocalization

analysis over all of the regions using COLOC. When there are causal variants independently

associated with each trait and shared variants, COLOC estimates that the association within

the region is driven only by two independent variants, where one is specific to trait 1 and the

other is specific to trait 2. Because COLOC assumes at most one causal variant per region,

the method is unable to distinguish between a variant that independently drives only one

trait versus a variant that is colocalized when both cases are present. For completeness, we

also included a simulation that follows COLOC’s assumption of the one-causal setting. The

full table listing these results in outlined in Table 2.2. However, we are unable to directly

compare estimates with COLOC because there is not a clear mapping between the estimates

of COLOC and the estimated parameters of UNITY, thus any direct comparison would be

unfair comparison due to the mismatch in the models.

2.3.2 Simulations

We generated summary statistics for 500 SNPs from two synthetic GWAS. First, we sim-

ulated standardized genotype matrices for two traits. The two corresponding phenotypes

were simulated under a linear model such that for each phenotype p, the ith individual’s

phenotype follows yp,i =
∑M

m=1 βp,mxm + ϵp. The causal effect sizes for each SNP, γp,m, were

drawn jointly from a multivariate normal distribution where h2
1, h

2
2, ρ denote the heritability

of each trait and the genetic correlation. We denote the number of SNPs as M and the

proportion of causal variants for each trait as p10, p01 and the proportion of shared casuals
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as p11:

γ1,m

γ2,m

 ∼

 σ2
1

M(p11+p10)

σ2
1σ

2
2ρ

M(p11)

σ2
1σ

2
2ρ

M(p11)

σ2
2

M(p11+p01)


To simulate causal SNPs, we drew an M × 4 matrix from a multinomial distribution

parameterized by p⃗ where the mth row of values denotes whether a SNP is causal for neither

trait, only trait 1, only trait 2, or neither trait. Using this, we constructed two M × 1 causal

indicator vectors C1, C2, where C1,m, C2,m = 1 if the mth SNP was causal for both traits,

C1,m = 1, C2,m = 0 if the SNP was only causal for trait 1, C1,m = 0, C2,m = 1 if it was only

causal for trait 2, and C1,m, C2,m = 0 if the SNP was non-causal. To get the true effect sizes,

we multiplied element-wise β1 = C1 ◦ γ1 and β2 = C2 ◦ γ2 where we are essentially zeroing

out any entry from the causal effect vector where a SNP is non-causal.

To compute the estimated GWAS effect sizes, β̂p, we assumed cov(ϵ1, ϵ2) = 0, so random

noise terms ϵ1, ϵ2 were drawn from two normal distributions N (0,
1−h2

1

N1
) and N (0,

1−h2
2

N2
) re-

spectively. We assume that the SNPs being used at the genome-wide level will be LD-pruned

such that there is very little or no correlation structure. Thus, we set the LD matrix V = IM ,

where IM is an M×M identify matrix and draw the estimated effect sizes from a conditional

distribution of the GWAS summary statistics, as described in Methods.

First, we confirm that our method accurately predicts the proportion of causal variants

under varying sample sizes and heritability estimates. We tested a variety of simulation

frameworks where we fixed the genetic correlation and heritabilities of the two traits and

ran each simulation for 500 iterations and used the first quarter of the iterations as burn-in.

We vary the proportion of causal variants contributing to only trait 1 (p10), the proportion

of causal variants for only trait 2 (p01), and the proportion of casuals contributing to both

traits (p11). As shown in Figure 2.2, we can see that UNITY performs robustly across each

scenario.

Next, to assess how UNITY performs with varying levels of heritability, we continued

to fix ρ = 0, but varied the values of the heritability. Note that we used low heritability

11



values due to the low number of simulated SNPs (M=500). From Figure 2.3, we can see that

the estimates reflect the prior distribution of (p00, p10, p01, p11) when the heritability is very

low. We also show in Figure 2.4 that our estimates are invariant to the correlation between

phenotypes.

To assess the role of sample size in our inference, we performed simulations where we var-

ied the number of individuals from 1,000 to 250,000. We find that the recommended sample

size should be at least greater than 50,000 individuals to yield precise results (Figure 2.5).

Additionally, to further assess the performance of the method, we also performed simulations

where h2
1 ̸= h2

2 and when p10 ̸= p01. Through simulation, we demonstrate that our method

is robust to these scenarios, with detailed results provided in Figure 2.6 and Figure 2.7.

Finally, through simulations, we empirically demonstrate that our method is well cali-

brated under the null hypothesis, defined as (1) p10 = 0, (2) p01 = 0, and (3) p11 = 0. To

demonstrate this, we simulated 100,000 SNPs with 100,000 individuals where h2
1 = 0.25, h2

2 =

0.25, ρ = 0. For each hypothesis, we set the parameter of interest exactly to 0 and then sim-

ulated 2% causal variants between the remaining parameters. For example, for the null

hypothesis (1), the corresponding set of parameters would be p10 = 0, p01 = 0.01, p11 = 0.01.

Using UNITY, we estimated the null parameter and report the posterior mean and standard

deviation below. Note that UNITY estimates the null parameter very close to zero, but not

exactly zero. This is because there is a nonzero prior on the set of parameters, making it

not possible to be exactly zero, but can instead be asymptotically close (Figure 2.3).

2.3.3 LD pruning to identify approximately independent SNPs

To rigorously assess the role of LD in our model, we demonstrate a sufficient LD-pruning

scheme through simulations. To model a realistic LD structure, we used SNPs from 1000

Genomes [73] to compute the LD for each of the approximately independent LD blocks

identified in Berisa et al [37]. We filtered rare SNPs with MAF ≤ 0.05 and used 1 million

SNPs sampled across the LD blocks. We chose only a subset of 1 million SNPs because this

closely reflects the number of SNPs genotyped on SNP arrays. We simulated the GWAS
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effect sizes as outlined in Section 3.1, where the heritabilities for each trait were set to

h2
1 = 0.50 and h2

2 = 0.50 (which is similar to the estimated SNP heritability for height),

genetic correlation ρ = 0.

To assess the role of LD-pruning, we divided the genome into K kilobase non-overlapping

windows and selected a SNP from each window. We varied K to assess the minimal window

size necessary to create a subset of approximately independent SNPs. In addition, We

used cross-trait LD Score regression to quantify the heritabilities for both traits and the

genetic correlation after pruning, which were subsequently used in the inference. Through

simulations, we determined that a 5KB window provides precise estimates (Table 2.4).

2.3.4 Empirical analysis of BMI and Height

We downloaded GWAS summary data for both Height and BMI from the GIANT consortium

[277, 14] where each study has > 170, 000 individuals. First, we overlapped each GWAS by

rsid to get SNPs present in both studies. Then for each trait, we filtered out SNPs with

a minor allele frequency ≤ 0.05. Additionally, we LD pruned by taking a SNP from every

5KB window.

We used cross-trait LD Score to estimate the heritability and genetic correlation pa-

rameters: h2
H = 0.2390, h2

B = 0.1566, ρ = −0.0845. Denoting Height as the first trait

and BMI as the second, we estimated the proportion of causal variants for each trait as,

p00 = 0.9519, p10 = 0.0062, p01 = 0.01579, p11 = 0.0262. We summarize the distribution of

estimated causal SNPs in Figure 2.8.

Our results are consistent with the calculations of BMI and Height. Since BMI is a

function of an individual’s height and weight, we expect all of the contributing variants

for Height to also contribute to BMI. UNITY predicts more BMI-only specific variants than

Height-only variants. We hypothesize that the BMI-specific variants are those that contribute

to weight, whereas the variants that contribute to height in the BMI data set were already

captured in the p11 estimate. In principle, we’d expect p10 to be zero since SNPs contributing

to height also contribute to BMI. We expect this could be due to the nonzero prior on p10.
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Because of this, the estimate can never truly be zero but can be asymptotically close.

2.4 Discussion

In this work, we introduce a statistical framework for quantifying the relationship between

two complex traits. The key advantage of our method is that it makes very few assumptions

about the data and few restrictions during inference. Rather than relying on assumptions

about a trait’s genetic architecture, we let the data describe the underlying genetics. By

using a Metropolis-Hastings sampling framework, we can calculate a variety of likelihoods

without breaking any conjugate prior pairings. For example, although we choose to model

the causal effect sizes through a multivariate normal, one could choose another distribution,

and the sampling procedure would still hold even if the new distribution did not have a

conjugate prior. Additionally, we hypothesize that the collapsed Gibbs sampling would yield

faster convergence than a traditional Gibbs sampling since many of the parameters are highly

correlated. Finally, by operating exclusively on GWAS summary statistic data, we aim to

encourage future large-scale meta-analyses, since obtaining individual level is not always

readily available.

We conclude with several limitations and potential future directions of our framework.

First, as the size of genetic datasets grows, sub-sampling methods such as MCMC may prove

computationally intractable. Alternatives include using adaptive MCMC to accelerate mix-

ing and convergence or variational methods that do not require sub-sampling. Additionally,

we have yet to rigorously quantify the effects of LD in our model in practice for local infer-

ence. Although decorrelating the SNPs by multiplying by the inverse of the LD matrix, we

note that many times the LD matrix is not invertible and thus we will have to assess how

approximations to the inverse LD matrix perform in our model. We leave rigorous compar-

ison between UNITY and other relevant methods and applying UNITY on a large number

of traits to find new biological insights, for future work.

Additionally, recent integrative methods have shown that the incorporation of a variants
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functional genomic context can improve both power and accuracy in identifying potential

causal variants [230, 145, 170, 129]. Large-scale initiatives such as the ENCODE [75] and

ROADMAP [251] projects have provided comprehensive databases of tissue-specific func-

tional genomic annotations. Combining this rich atlas of functional data and the genetic

information from GWAS will likely uncover novel insights into disease biology. We leave the

incorporation of functional elements as a potential direction for future work.

2.5 Tables
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Method h2 ρ p⃗ misc.

UNITY * * *

Cross-trait LD Score regression [51] * * p11 ≈ 1

PleioPred [128] * * * infers p⃗ to estimate effect sizes

COLOC [108] – – * max 1 causal

eCAVIAR [124] – – * max 6 causals

Table 2.1: Displayed is a summary of current methods that perform joint trait analysis and

the relationship to the parameters in UNITY. Boxes with an (*) denote the values that a

method models. Note that this summary is not exhaustive
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Parameters H0 H1 H2 H3 H4

one causal p10 = p01 = 0, p11 =
1
M

14.29% 17.84% 16.55% 0.13% 51.19%

multiple causals p10 = p01 = p11 = 0.01 4.76% 13.71% 9.10% 63.27% 9.17%

Table 2.2: To empirically demonstrate the benefit of the relaxed assumptions

of UNITY as compared to current methods, we conduct a modest comparison

against COLOC. We simulated 100 regions of M=500 SNPs under two simula-

tion frameworks with the proportion parameters outlined in the second column and

h2
1 = 0.00125, h2

2 = 0.00125, ρ = 0, N1 = 100, 000, N2 = 100, 000. COLOC calculates the

posterior probability of a region corresponding to one of the 5 hypothesis - H0: no associ-

ated with either trait, H1: association with only trait 1, H2: association with only trait 2,

H3: association with both traits driven by two independent SNPs, and H4: association with

both trait 1 and trait 2 driven by one shared SNP (i.e. colocalized). We report the average

posterior probability calculated over the 100 regions for each of the hypotheses.
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Hypothesis Null parameter Mean SD

1 p10 0.0006 0.0023

2 p01 0.0004 0.0005

3 p11 0.0002 0.0003

Table 2.3: We present the posterior means and standard deviations estimated when the

proportion of causal variants is set exactly to zero for trait 1 and trait 2, and when the

shared proportion is exactly zero.
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Pruning window (K) p00(0.99) p10(0.0025) p01(0.0025) p11(0.0050)

no pruning Mean 0.986472 2.591e-06 0.01352 3.165e-06

SD 0.09199 7.685e-06 0.09199 1.28e-05

1KB Mean 0.976628 2.515e-06 0.02337 3.168e-06

SD 0.1369 7.53e-06 0.1369 1.28e-05

5KB Mean 0.999993 2.432e-06 2.582e-06 2.43e-06

SD 9.391e-06 3.854e-06 4.091e-06 3.898e-06

10KB Mean 0.999992 2.56e-06 2.631e-06 2.763e-06

SD 9.811e-06 3.915e-06 3.978e-06 4.043e-06

20KB Mean 0.999991 2.985e-06 3.195e-06 3.259e-06

SD 1.088e-05 4.091e-06 4.6e-06 4.249e-06

30KB Mean 0.999985 5.208e-06 5.18e-06 5.152e-06

SD 1.307e-05 5.205e-06 5.689e-06 5.061e-06

40KB Mean 0.999982 6.177e-06 6.16e-06 6.282e-06

SD 1.335e-05 5.474e-06 5.923e-06 5.644e-06

50KB Mean 0.999979 6.908e-06 6.961e-06 6.933e-06

SD 1.327e-05 5.287e-06 6.013e-06 6.157e-06

Table 2.4: To model a realistic LD structure, we used SNPs from 1000 Genomes to compute

the LD for approximately 2,000 independent LD blocks. We simulated GWAS effect sizes

as outlined in section 3.1 where the heritabilities for each trait was set to h2
1 = 0.50 and

h2
2 = 0.50, genetic correlation ρ = 0. We varied the non-overlapping window length, K, to

assess the minimal window size necessary to create a subset of approximately independent

SNPs. Our results demonstrate that using a 5KB window gives more precise estimates while

retaining the highest number of SNPs.
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2.6 Figures
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Figure 2.1: The complexity of our algorithm is O(M), where M is the number of SNPs for

each trait. We varied the total number of SNPs from 100 to 5,000,000 and then performed

MCMC for 100 iterations and recorded the total amount of time necessary for sampling.

This total time divided by the number of iterations is reported on the y-axis.
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Figure 2.2: We estimate the proportion of causal variants under four simulation frameworks

where we vary the sample size [N], heritability [h1 = h2], and proportion of causal vari-

ants. First, we first simulated values where the total proportion of causal variants is low:

p00 = 0.89, p10 = 0.05, p01 = 0.05, p11 = 0.01 with low sample size and high heritability:

h2
1 = .05, h2

2 = .05, ρ = 0, N1 = 1000, N2 = 1000 , as shown in (a). Second, we tested

the model with the same proportion of causal variants but given a large sample size and

smaller heritability: h2
1 = .001, h2

2 = .001, ρ = 0, N1 = 100, 000, N2 = 100, 000 , shown in (b).

Third, we simulated data with a higher proportion of causal variants, p00 = 0.50, p10 = 0.20,

p01 = 0.20, p11 = 0.10. Using the same sets of heritabilities and sample sizes from the

first two simulations, we tested the prediction accuracy of our model. Box (c) denotes the

simulation with low sample size and high heritability, and box (d) denotes the simulation

with high sample size and low heritability. The dotted red lines denote the true proportion

of causal SNPs in each simulation.
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Figure 2.3: We simulate the following proportion of causal variants p00 = 0.97, p10 = 0.01,

p01 = 0.01, p11 = 0.01 and vary the heritability [h1 = h2] while fixing ρ,N,M . We vary the

heritability from .01 to 5e− 7 and plot the estimated proportion of non-causal variants, the

proportion of causal variants for trait 1, the proportion of causal variants for trait 2, and

the proportion of shared causal variants (d). We note that as the heritability goes down, the

data becomes less informative and the estimates reflect the prior.
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Figure 2.4: We simulate the following proportion of causal variants p00 = 0.97, p10 = 0.01,

p01 = 0.01, p11 = 0.01 and vary the genetic correlation from 0 to 0.50 while fixing

ρ,N,M ,[h1 = h2]. We only show the estimate of p11 since this would be the only esti-

mate directly affected by the presence of genetic correlation.
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Figure 2.5: To assess the role of sample size in our inference, we performed simulations

where we varied the number of individuals from 1,000 to 250,000. We simulated 100,000

SNPs where h2
1 = 0.25, h2

2 = 0.25, ρ = 0.25, p10, p01, p11 = 0.01. This was repeated for 100

independent simulations, and we report the posterior means for each simulation in the plots

above. Note that the variance of our estimates increases when the sample size is under

25,000 individuals. We recommend users have at least 50,000 individuals for each trait to

yield robust estimates.
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Figure 2.6: To assess whether our estimates are invariant to differing levels of heritability

between traits, we performed simulations where h2
1 ̸= h2

2. This was repeated for 100 indepen-

dent simulations, and we report the posterior means for each simulation in the plots above.
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Figure 2.7: To assess whether our estimates are invariant to an unequal trait-specific pro-

portion of causal SNPs, we performed simulations where p10 ̸= p01. This was repeated for

100 independent simulations, and we report the posterior means for each simulation in the

plots above.

.
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Figure 2.8: We show the distribution of estimated non-causal and causal SNPs from the

Height and BMI analysis.
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CHAPTER 3

Estimation of regional polygenicity from GWAS

provides insights into the genetic architecture of

complex traits

3.1 Introduction

Polygenicity, i.e., the proportion of SNPs with nonzero effects on a trait, is a key quan-

tity in efforts to understand the genetic architecture of complex traits. Accurate estimates

of genome-wide polygenicity can be used to improve the prediction accuracy of polygenic

risk scores[65, 323], quantify the strength of selection acting on a trait[322, 222], or better

understand the biological complexity of the pathways driving disease risk[48, 178]. A ma-

jor challenge in estimating polygenicity from genome-wide association study (GWAS) data

arises due to the correlations between nearby SNPs, i.e. linkage disequilibrium (LD). In

the presence of LD, methods for estimating polygenicity need to search over all possible

causal status configurations at each SNP which, in turn, leads to an intractable computa-

tion for regions that harbor even a modest number of SNPs. Several methods implicitly

model polygenicity in the context of phenotype prediction[211, 179, 328, 129, 128] whereas

other methods explicitly aim to estimate polygenicity [322, 323], with recent methods over-

coming the computational bottleneck by making simplifying model assumptions about the

relationship between LD and polygenicity [323]. While all previous studies have focused

on genome-wide polygenicity and its variation across traits [323], identification of genomic

regions that are important for trait variation requires an understanding of how the number

of causal SNPs varies across the genome (regional polygenicity).
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In this work, we propose a statistical framework, Bayesian Estimation of Variants in

a Region (BEAVR), to estimate regional polygenicity for a complex trait. Our approach

estimates the proportion of causal variants in a given region (pr) using marginal effect sizes

from GWAS and in-sample LD information. In this work, we define ’causal variants’ as a

set of variants measured in a given GWAS study that have either a nonzero effect on the

trait or tag unmeasured variants through LD that also have a nonzero effect. This particular

definition does not imply a causal biological relationship nor formal causation as defined in

causal inference. Thus, the estimates of polygenicity are defined with respect to the set of

variants in the analyzed GWAS. This is similar to the definition of SNP-heritability estimates

which are also specific to each set of variants and cannot be extrapolated to other sets of

SNPs [267, 126, 52, 319].

The Bayesian model in BEAVR imposes a prior on the true SNP effect sizes where the

probability of a non-zero true effect size at each SNP in the region is given by pr[115, 206].

The observed GWAS effect sizes are obtained as a noisy combination of the unobserved true

SNP effect sizes [123, 330]. We use Markov chain Monte Carlo (MCMC)[49] to approximate

the posterior probability of the regional polygenicity parameter. This inference problem

is computationally challenging as it requires disentangling correlations between SNPs due

to LD. Leveraging the insight that the genetic architectures of most traits are likely to be

sparse (so that most SNPs are not causal), we obtain a substantially more efficient MCMC

algorithm that allows us to infer regional polygenicity across a large number of SNPs.

We validate our approach using extensive simulations and find that our method accurately

estimates polygenicity in realistic settings; BEAVR estimates yield a relative bias< 2% across

all simulations whereas existing methods obtain biased estimates, particularly in simulations

with high degrees of polygenicity (i.e. pr > 5%). Next, we estimate regional polygenicity

across 6-Mb regions for five quantitative anthropometric and blood pressure traits in the UK

Biobank (N = 290, 641 unrelated British individuals) restricting to genotyped SNPs with

MAF > 1%. Consistent with previous works [323], we find that all analyzed traits are highly

polygenic at the genome-wide scale: over one-third of regions harbor at least one causal SNP
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across all traits. The proportion of regions containing at least one causal SNP (typically

defined as regions with significant heritability) has been used as a proxy for polygenicity

in earlier studies [180, 267]; we find that the proportion of regions containing at least one

causal SNP is much higher than the estimated polygenicity. For example, while 79.6% of

regions contain at least one causal SNP for height, the genome-wide polygenicity is estimated

to be 3.07%. Additionally, we observe wide variation in regional polygenicity: on average

across all analyzed traits, 48.9% of regions contain at least 5 causal SNPs while 5.44% of

regions contain at least 50 causal SNPs, demonstrating the additional information provided

from estimates of regional polygenicity. Finally, we find that within traits, regional SNP-

heritability is proportional to regional polygenicity, suggesting that variation in heritability

across the genome is largely driven by variation in the number of causal SNPs.

3.2 Methods

3.2.1 Generative model

We assume that the trait measured in individual i, yi, is a linear function of standard-

ized genotypes xi = (xi,1, · · · , xi,M) measured at M SNPs with true SNP effect sizes β =

(β1, · · · , βM) and an independent additive noise term ϵi.

yi =
M∑

m=1

βmxi,m + ϵi, i ∈ {1, · · ·N}

ϵi
iid∼ N (0, σ2

e)

We model a non-infinitesimal trait architecture in which a subset of the M SNPs are causal

by imposing a spike-and-slab prior on the causal effect sizes β [211, 323, 322]. We represent

the causal statuses across the SNPs as c = (c1, · · · , cM). Here, cm = 1 if SNP m is a causal

SNP with probability p and 0 otherwise. Thus, p denotes the proportion of causal SNPs or

the polygenicity.

The Gaussian slab is parametrized with mean 0 and variance
h2
GW

Mp
where h2

GW is the genome-
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wide heritability. We draw independent Gaussian random variables for each of the M SNPs:

γ = (γ1, · · · , γM). The effect size βm is γm if SNP m is causal and 0 otherwise.

γm ∼ N (0,
h2
GW

Mp
) (3.1)

βm | cm, γm =


γm if cm = 1

0 if cm = 0

(3.2)

We model the conditional distribution of the GWAS effect sizes given the true effect sizes

where β̂m is the estimated marginal effect size of SNP m for the trait.

β̂|β ∼ N (V β,V σ2
e) (3.3)

Here the covariance matrix is parametrized by the environmental noise σ2
e and the corre-

lations among SNPs, i.e. the linkage disequilibrium (LD) matrix V . The variance of the

environmental noise term is parameterized by σ2
e =

1−h2
GW

N
, where N is the number of indi-

viduals in the study.

We impose a symmetric Beta prior on the polygenicity parameter, p.

p ∼ Beta(α, α) (3.4)

In practice, we use α = 0.2 to put a higher weight on the tails of the Beta distribution.

In this work, we focus on accurately estimating the proportion of causal variants in a

given region r (regional polygenicity, pr). We assume that the above proposed genome-wide

generative model holds when applied only within a specific region of the genome. This in-

cludes modeling the heritability only within that region (h2
r) instead of the genome-wide

heritability (h2
GW ). Modeling each region separately also assumes that there are no cor-

relations between regions, such as correlations due to long-range LD. This assumption is
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reasonable when regions are chosen to correspond to LD blocks or when regions are suffi-

ciently large such that correlations with adjacent regions may be ignored. Therefore, the

LD matrix used in the regional model would only be the LD computed from SNPs within

that particular region (V r). Additionally, although our framework naturally estimates the

SNP effect sizes and posterior inclusion probabilities (i.e., the probability that a given SNP

is causal), we focus in this work on the posterior probability of pr.

The posterior probability of the model parameters of interest (pr,γr, cr) for a given region

r is given by:

P (pr,γr, cr | β̂r, α, h
2
r) ∝ P (pr | α)P (cr | pr)P (γr | h2

r, pr)P (β̂r | γr, cr, h
2
r) (3.5)

3.2.2 Inference

We use Markov Chain Monte Carlo (MCMC) to approximate the posterior probability as

defined in Eq 3.5. Specifically, we derive a Gibbs sampler [106] to sample from the posterior

distribution of the regional polygenicity pr and latent variables (cr, γr). The method takes as

input the marginal effect sizes from GWAS for a single trait in a region r: (β̂r), the matrix

of SNP correlations or LD per region (V r), an estimate of the SNP heritability in that

region (hr
2), and the sample size of the GWAS (N). As output, we estimate the posterior

probability of the regional polygenicity for region r (pr).

3.2.2.1 Transforming GWAS effect sizes

To facilitate efficient inference, we transform the marginal effects from GWAS: β̃r ≡ V
− 1

2
r βr.

The conditional probability of these transformed effects is given by:

β̃r | βr ∼ N (V
1
2
r βr, IMrσ

2
e)

Here, IMr is the identity matrix of size Mr×Mr where Mr is the number of SNPs in region r.

We note that this is a one-time transformation that is performed before running the sampler.
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These transformed effects can be efficiently computed and stored for each genomic region.

3.2.2.2 Sampling γr and cr

We recall that the true effect size at SNP m in region r (βr,m) is given by a spike-and-slab

prior parametrized by the causal effect size (γr,m) and the causal status at that SNP (cr,m)

(see Eq 3.2). We choose to sample γr,m and cr,m together in a block step in the Gibbs sampler

update.

Let θr = {(γ¬r,m, c¬r,m), h
2
r, pr, α}, where γ¬r,m denotes all effect sizes except for the

effect of the mth SNP; this similarly follows for c¬r,m.

P (γr,m, cr,m | θr, β̃r) = P (γr,m | cr,m,θr, β̃r)P (cr,m | θr, β̃r)

We are interested in the posterior probability of the causal effect size γr,m when cr,m = 1

since P (γr,m | cr,m = 0) = 0 due to the spike-and-slab prior. This can be expressed as:

P (γr,m | cr,m = 1,θr, β̃r) ∝ P (β̃r | γr,m, cr,m = 1,θr)P (γr,m | cr,m = 1,θr)

Working with the transformed GWAS effect sizes, the posterior distribution of γr,m becomes

univariate Gaussian with the following mean and variance. Here we denote rr,m = β̃r −

V
1
2
r γr ◦ cr + V

1
2
r,mγr,mcr,m, which is the residual from subtracting the effects of all SNPs

except for SNP m (here V
1
2
r,m denotes column m of the matrix V

1
2
r ). We define σ2

r,g =
h2
r

Mrpr

and σ2
e = 1−h2

r

N
for the region-specific model. See the appendix for full derivation details.

P (γr,m | cr,m = 1,θr, β̃r) = N (γr,m;µr,m, σ
2
r,m) (3.6)

1

σ2
r,m

=
1

σ2
r,g

+
1

σ2
e

V
1
2

⊤

r,mV
1
2
r,m

µr,m = σ2
r,m

1

σ2
e

r⊤
r,mV

1
2
r,m

34



We sample cr,m | θr, β̃r from a Bernoulli distribution with parameter P (cr,m = 1 | θr, β̃r):

P (cr,m = 1 | θr, β̃r) =

∫
P (cr,m = 1, γr,m | θr, β̃r)dγr,m

=

∫
P (β̃r | γr,m, cr,m = 1,θr)P (γr,m, cr,m = 1 | θr)

P (β̃r | θr)
dγr,m

=
(pr)

√
σ2
r,m

σ2
r,g

exp
{

1
2σ2

r,m
µ2
r,m

}
(pr)

√
σ2
r,m

σ2
r,g

exp
{

1
2σ2

r,m
µ2
r,m

}
+ (1− pr)

= dr,m

3.2.2.3 Sampling pr

The complete conditional posterior distribution of pr depends not only on the causal status

of each SNP (cr,m), but also on the latent variable (γr,m) since pr parameterizes the variance

term of γr,m. We sample from this distribution using a random-walk Metropolis-Hastings

step[49]. We use a Beta distribution as a proposal distribution:

p∗r ∼ Q(p∗r | pr)

= Beta (α + Cpr, α+ C(1− pr))

Here, C is a constant that controls the variance of the proposal distribution. In practice, we

found that C = 10 yields effective mixing.

3.2.3 Leveraging sparsity of the genetic architecture to improve the computa-

tional efficiency

The key computational bottleneck in the Gibbs sampling scheme involves computing the

mean of the posterior distribution of the causal effect size at SNP m (µr,m in Eq 3.6).

Specifically, the matrix computations associated with the residual term, rr,m = β̃r −V
1
2
r γr ◦

cr + V
1
2
r,mγr,mcr,m , naively scales as O(M2

r ) due to the middle term, which is a matrix of
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size Mr × Mr multiplied by a vector of size M × 1. Because this computation must be

performed for every SNP, the overall complexity of the sampler is O(M3
r ) if implemented in

this straightforward fashion. Below, we will break down the posterior mean term such that

the complexity of computing rr,m will only be O(Kr), whereKr is the number of causal SNPs

in the region, and the complexity of the sampler will be O(KrMr). This is accomplished by

two steps: i) breaking the equation into constant terms that do not need to be updated at

every iteration of the sampler, ii) leveraging the expected sparsity of the true causal vector

and only performing computations over the causal SNPs.

Writing out the posterior mean term and expanding, we have:

µr,m =
σ2
r,m

σ2
e

r⊤
r,mV

1
2
r,m

=
σ2
r,m

σ2
e

[
β̃r −V

1
2
r γr ◦ cr +V

1
2
r,mγr,mcr,m

]⊤
V

1
2
r,m

=
σ2
r,m

σ2
e

[
β̃r −

Mr∑
m ̸=l

V
1
2
r,lγr,lcr,l

]⊤

V
1
2
r,m

=
σ2
r,m

σ2
e

β̃⊤
r V

1
2
r,m −

Mr∑
l ̸=m,cr,l=1

V
1
2
r,l

⊤
V

1
2
r,mγr,lcr,l


The first term, β̃

⊤
r V

1
2
r,m, is composed of the vector of GWAS effect sizes and a vector

of the LD matrix corresponding to the mth SNP, neither of which are updated within the

sampler. Second, the term V
1
2
r,lV

1
2
r,m can also be pre-computed since it is only the product of

two columns within the LD matrix. Aside from the variance terms at the beginning of the

equation, which are only scalars, the only term that varies at each iteration of the sampler

is γr,lcr,l since both the effect size and causal status need to be re-sampled at each iteration.

Since this term is wrapped in a summation over Mr SNPs, the complexity of computing µr,m

is currently O(Mr). However, even with this simplification, the overall complexity of the

sampler is O(M2
r ) since this mean term must be computed at every SNP at every iteration.

To further simplify the computation, we can leverage the observation that most complex

traits contain only a small proportion of causal SNPs (Kr) in each region. As the sampler
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converges to the stationary distribution, we would expect the causal status vector (cr) to be

sparse, where Kr << Mr. When this occurs, the summation term will only include a few

non-zero terms. By only subtracting the non-zero terms, this term is simply reduced to the

number of causal variants and the complexity becomesO(Kr). Even though this computation

must be done at each SNP, the overall complexity of the sampler is only O(KrMr) which is

tractable under the assumption of Kr << Mr.

3.2.4 Simulation analysis

3.2.4.1 Simulations for marginal effects using LD information

Using pre-computed LD information, we generated marginal effect sizes for a given region

from synthetic GWAS that reflect a variety of genetic architectures. We denote the number

of SNPs in a region as Mr and the regional polygenicity as pr. We denote the causal indicator

status of each SNP in each region as cr,m ∈ {0, 1}, where cr,m = 1 if the mth SNP is causal

and 0 otherwise for m = 1, · · · ,Mr and regions r = 1, · · · , R.

The causal status of a SNP is generated from:

cr,m ∼ Ber(pr)

If cr,m = 1, the effect size of SNP m within the rth region is drawn from a univariate Gaussian

distribution with mean 0 and variance equal to the regional heritability (h2
r) divided by the

number of casual SNPs:

βr,m ∼


0, cr,m = 0,

N (0, h2
r

Mrpr
), cr,m = 1

Marginal association statistics for the region are then generated from the following model:

β̂r | βr ∼ N
(
V rβr,V rσ

2
e

)
Here, the environmental noise is a function of the sample size and heritability of the trait,

σ2
e = 1−h2

r

N
. We use regional LD computed with genotypes from 337, 205 unrelated (less
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related than third-degree relatives), white, British individuals (Mr = 1, 000 array SNPs)

from the UK Biobank[55]. The LD matrix for a region is computed as V r =
X⊤

r Xr

N
, where

Xr is the genotype matrix using only SNPs within region r.

Using the framework above, we generated marginal effect sizes where we varied the

regional polygenicity from pr = 0.005, 0.01, 0.05, and 0.10, genome-wide heritability from

h2
GW = 0.10, 0.25, and 0.50, and the sample size from N = 50K, 500K, 1M individuals, which

is comparable to the sample sizes of many current GWAS studies [163, 175]. For each sim-

ulated region, we set the number of SNPs per region to 1, 000. For the regional heritability

parameter, we used the simulated genome-wide heritability scaled by the number of SNPs

in the region, Mr, and the number of SNPs on the array, M : h2
r =

h2
GWMr

M
.

To estimate the regional polygenicity, we ran BEAVR for 1,000 iterations with a burn-

in of 250 iterations. We used the same LD information that was used for simulation (i.e.

”in-sample” LD). We also computed regional polygenicity using GENESIS[323]. We ran

GENESIS using the default parameter settings and LD information from 1000 Genomes

[74]. We used both the 2-component and 3-component settings when running GENESIS. We

note that the implementation of GENESIS uses the 1000 Genomes LD matrix as a default

and there is no option to specify an alternative LD matrix. We averaged the performance of

each method across 100 replicates.

3.2.4.2 Simulations for marginal effects computed from individual genotype and

phenotype data

Using SNP data (M = 9, 564 array SNPs from chromosome 22, N = 337K individuals)

from a group of unrelated, self-identified British, white ancestry individuals from the UK

Biobank[55], we simulated marginal effects by generating phenotypes from real genotype

array data. For this analysis, the set of unrelated individuals is defined as pairs of indi-

viduals with kinship coefficient < 1
2

(9/2)
(greater than third-degree relatives) [55]. Then we

performed ordinary least squares to estimate the marginal effect size of each SNP. Given the

standardized genotype matrix X and the genome-wide SNP heritability h2
GW , phenotypes
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are generated as follows.

We set the genome-wide proportion of causal variants to be p = 0.01. We denote the

causal indicator status of each SNP as cm ∈ {0, 1}, where cm = 1 if the mth SNP is causal

and 0 otherwise for m = 1, · · · ,M . Standardized effects and phenotypes are generated from

the following model. Note that σ2
m = 0 if cm = 0.

σ2
m = cm

h2
GW

Mp

(β1, · · · , βM)⊤ ∼ N
(
0, diag(σ2

1, · · · , σ2
M)

)
(y1, · · · , yN)⊤ | β ∼ N

(
Xβ, (1− h2

GW )IN

)
Finally, given the phenotypes for all individuals, y = (y1, · · · , yN)⊤ and genotypes X =

(x⊤
1 , · · · ,x⊤

N)
⊤, we compute marginal association statistics through the OLS estimator, β̂ =

1
N
X⊤y.

We generated 100 sets of marginal effect sizes where we fixed p = 0.01 and h2
GW = 0.50.

We then estimated the regional polygenicity within each 6-Mb window for chromosome 22

(M=9,564 array SNPs) using BEAVR. This windowing formed 6 consecutive regions. We

used HESS (Heritability Estimator from Summary Statistics)[267], a method for estimat-

ing regional heritability at a single region from GWAS summary statistics, to estimate the

regional heritability which is then used as input for BEAVR. HESS is run with all default

parameters and the same LD matrices used in the simulation framework (i.e. in-sample LD).

We finally ran BEAVR for 1,000 iterations with a burn-in of 250 iterations and using the

same LD information that was used for simulation.

3.2.5 Analysis of UK Biobank phenotypes

We estimated the partitioned polygenicity for five complex traits in the UK Biobank[55]

across 6-Mb windows. We limited our analyses to unrelated individuals with self-identified

British, white ancestry. Here, the set of unrelated individuals is defined as pairs of in-
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dividuals with kinship coefficient < 1
2

(9/2)
(greater than third-degree relatives)[55]. We

additionally excluded individuals with putative sex chromosome aneuploidy. All geno-

types were standardized, where for each SNP m and individual n, we computed xnm =

(gnm − 2fm)/
√

2fm(1− fm), where gnm ∈ {0, 1, 2} is the number of minor alleles and fm is

the in-sample minor allele frequency (MAF). We then used PLINK[63] (https://www.cog-

genomics.org/plink2) to exclude SNPs with MAF < 0.01, genotype missingness > 0.01, and

SNPs that fail the Hardy-Weinberg test at significance threshold 10−7. We obtained a final

set of N = 290, 641 individuals for our analyses.

Marginal association statistics were computed through OLS using PLINK. Age, sex, and

the top 20 genetic PCs were used as covariates in the regression, where these top 20 PCs

were pre-computed by the UK Biobank from a superset of 488, 295 individuals. Additional

covariates were used for waist-to-hip ratio (adjusted for body mass index (BMI)) and di-

astolic/systolic blood pressure (adjusted for cholesterol-lowering medication, blood pressure

medication, insulin, hormone replacement therapy, and oral contraceptives).

The genome is then divided into 6-Mb windows. Using HESS[267], we estimated the

regional heritability within each window for each trait. HESS is run with all default pa-

rameters specified and in-sample LD. Using BEAVR and the computed regional heritability

estimates, we estimated the regional polygenicity in each 6-Mb window. To initialize the

MCMC sampler, we must set initial values for the vector of causal statuses, causal effect

sizes, and regional polygenicity (cr,γr, pr). For each SNP m, if the z-score estimated from

GWAS is ≥ 3.5, then cr,m is initialized to 1 and 0 otherwise. Each causal effect size is drawn

from the prior distribution (see Eq 3.1). The initial value of pr is set to the proportion of 1’s

in the initialized causal status vector. We ran the Gibbs sampler for 1, 000 iterations and

the first 250 samples were discarded as burn-in. For each region, we computed the posterior

mean and posterior standard deviation for pr from the MCMC samples.
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3.2.6 Annotations in regression analysis

We performed a multivariate regression of the heritability on the estimated number of SNPs

from BEAVR, the number of causal SNPs, and genomic annotations within a region. The

genomic annotations include the number of genes, median B value (a measure of back-

ground selection), and functional annotations[96]. We computed the number of protein-

coding genes within a region using the protein-coding gene sets that have been defined in

previous work[102]. If a gene body overlapped two regions, we included the presence of the

gene in both regions. Using previously computed B values[203], we computed the median

B value of all the SNPs in a region. This quantity was used as the annotation value for

that particular region. We additionally included a combination of binary and continuous

functional annotations[96]. For each region, we computed the median annotation value for

continuous annotations and the proportion of variants with a binary annotation.

3.3 Results

3.3.1 Simulations

We compare BEAVR to GENESIS[323], an approach that employs a spike-and-slab mixture

model to capture both large and small effect sizes at causal SNPs in order to estimate poly-

genicity at a genome-wide scale (see Methods). To be applicable in genome-wide settings,

GENESIS assumes that LD patterns are independent of the probability of a SNP belonging

to different mixture components which, in turn, leads to a scalable algorithm. As shown in

Figure 3.1, BEAVR obtains approximately unbiased estimates of polygenicity across each

scenario (relative bias < 2% across the simulations). Both the two and three mixture compo-

nent models from GENESIS obtain relatively unbiased estimates when the true polygenicity

is low but demonstrate a severe downward bias in the high polygenicity setting (relative

bias > 70% when pr = 0.10). This observation is consistent with our hypothesis that not

fully modeling LD limits the ability of GENESIS to accurately estimate parameters, con-

sistent with previously reported downward bias when GENESIS was run with external LD
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information [323].

Next, we assessed the robustness of our approach to sample size and heritability. We

vary the genome-wide heritability to be 0.10 and 0.25 and the sample size to be 50K and

1 million individuals (Figure 3.2) to fully explore the limitations of our method. We note

that when the regional polygenicity pr is high, BEAVR demonstrates a downward bias either

when sample sizes are relatively small (N = 50K individuals) (relative bias 56% and 80%

for pr = 0.05 and pr = 0.10 when h2
GW = 0.50 ) or when the heritability is low (h2

GW = 0.10)

(relative bias 54% and 73% for pr = 0.05 and pr = 0.10 for N = 500K). These biases likely

arise due to the causal effect sizes being similar in magnitude to the environmental noise,

making it difficult to correctly identify the causal status of a SNP. Thus, we recommend

applying BEAVR to heritable traits measured in large sample sizes.

Next, we performed simulations where GWAS marginal effects are computed from phe-

notypes simulated from individual genotypes and the regional heritability is estimated di-

rectly from the data. Specifically, we simulate phenotypes using individual genotypes for

N = 337K individuals from the UK Biobank. Each phenotype is simulated to have h2
GW =

0.50 and polygenicity p = 0.01. We limit our simulations to SNPs from chromosome 22

(M = 9, 564 SNPs) as each chromosome would be analyzed separately in real data analyses.

We then estimate the marginal effect sizes. We divide the simulated data into consecutive

regions of 6-Mb for a total of 6 regions, where each region contains 1,000 SNPs on average.

We use estimates of regional heritability from GWAS marginal effects (using HESS [267]; see

Methods) as input to BEAVR. We find that BEAVR obtains relatively unbiased estimates of

polygenicity across all regions (Figure 3.3A); relative bias < 2% across simulations). These

simulations indicate that the polygenicity estimates obtained by BEAVR are robust to heri-

tability estimates that are used as input as well as when LD spans regions. The LD does not

significantly affect the estimates likely because the correlation due to LD tends to diminish

with genomic distance.

We also explored the robustness of BEAVR to the number of SNPs in the region. Using

a simulated GWAS with genome-wide heritability h2
GW = 0.50, sample size N = 500K,
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and polygenicity pr = 0.01, we vary the size of the region from Mr = 500, 1K, 5K SNPs.

From Figure 3.3B, we can see that the estimates of pr tend to be unbiased across regions

of various sizes although the standard errors tend to increase in smaller regions (relative

bias 13%, 1%, and 1.2% for Mr = 500, 100, 5000 SNPs). This trend occurs because larger

regions have a higher number of SNPs to inform the posterior distribution, meaning that

there will be higher certainty in the posterior estimates. Additionally, if a region is small,

there is a larger impact on the estimated polygenicity when misidentifying causal SNPs due

to the small denominator of SNPs in the region. For example, misidentifying a single causal

SNP from a set of 10 SNPs will have a greater impact on the bias of polygenicity estimates

compared to a set of 1,000 SNPs. These results suggest that BEAVR could potentially be

applied to regions of varying length and be used to estimate regional polygenicity around

genes or within larger LD blocks.

We next assess the sensitivity of our results when using different hyper-parameters for

our prior on the polygenicity parameter pr. Using a simulated GWAS with genome-wide

heritability h2
GW = 0.50, sample size N = 500K, and polygenicity pr = 0.01, we vary our

choice of hyper-parameter for the prior on pr: α = 0.2, 1, 2. We find that the accuracy of

our results is relatively robust to the choice of prior (Figure 3.3C); we use α = 0.2 for all

subsequent analyses.

Although we assume that causal effect size distributions follow a Gaussian distribution,

there are likely traits that do not follow this assumption. We next evaluate the performance

of BEAVR when the true causal effect sizes deviate from these the assumption of normality.

We next estimate regional polygenicity across 3 causal effect size distributions defined by a

mixture of Gaussian distributions with the following set of variance components and mean

0: [1 × 10−3 , 1 × 10−4 ]; [1 × 10−4 , 1 × 10−5 ]; [1 × 10−3 , 1 × 10−4 , 1 × 10−5 ]. We assume

a sample size of N = 500K, total regional polygenicity pr = 0.01, and assume the true

heritability of the region is known. The number of causal SNPs is spread equally amongst

all the mixture components. We see that for causal effect sizes drawn from the distribution

with larger variances components (e.g. 1 × 10−3 ), our estimates are relatively unbiased.
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However, for distributions with smaller variance components (e.g. 1× 10−5 ), we start to see

a downward bias proportional to the fraction of SNPs drawn from the distribution with the

smaller variance component(s). Thus, it is not necessarily the exact shape of the distribution

of effect sizes, but the magnitude of the causal effect sizes, which affects the accuracy of the

estimates.

3.3.2 Effect of out-of-sample LD

Although we recommend using in-sample LD when computing estimates of regional poly-

genicity, we also investigate the scenario where only LD derived from a reference panel is

available. We simulate two scenarios: i) reference panel LD is computed from genotypes from

individuals of a similar continental population as the target GWAS population but from a

separate study (e.g. European ancestry individuals from the 1000 Genomes Project); ii)

reference panel LD is computed with genotypes from a specific cohort/study and the target

GWAS is also conducted with a subset of data from the same the cohort/study or a different

version of the study (e.g. ’White, British’ individuals from the UK Biobank). This second

scenario closely reflects situations where many groups separately apply for freezes of data

from the same study yet share GWAS summary statistics across applications.

We simulate the first scenario by simulating 1,000 GWAS regions with M = 1, 000

SNPs, regional polygenicity pr = 0.01, regional heritability, h2
r = 0.0001 (corresponding

to a genome-wide heritability of 0.50), a sample size of N = 500K, and use a LD matrix

computed from 337, 205 genotypes from unrelated individuals within the ’White, British’

population from the UK Biobank[55]. However, inference is then performed using a ref-

erence panel derived LD matrix computed from 503 European ancestry individuals from

the 1000 Genomes Project[74]. We find that when using LD from these separate studies,

BEAVR fails to accurately estimate the regional polygenicity. Although the reference panel

is constructed using individuals of European ancestry, these individuals were sampled from

multiple subcontinental ancestries in Europe (e.g. Italy, Spain, Finland). In comparison,

the target GWAS population from the UK Biobank is ancestrally homogeneous since it is
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limited to ’White, British’ individuals within the UK.

The second scenario uses the same simulation parameters as above, except the GWAS

effect sizes are computed using a LD matrix derived from 168,602 individuals from the

unrelated, ’White, British’ population within the UK Biobank. Inference is then performed

using LD estimated from a separate, non-overlapping set of 168,602 individuals also from the

unrelated, ’White, British’ population within the UK Biobank. When using LD computed

from a separate set of individuals from the same study, we find that our estimates are

approximately unbiased. Our findings show that one can perform inference using a reference

panel constructed from a separate set of individuals than used in the GWAS when both sets

of individuals are from the same study (e.g. UK Biobank). These findings suggest that LD

reference panels cannot solely be matched based on the continental ancestry level but need

to be matched on a much finer scale. Additionally, differences in study designs between

the genotypes used for the LD reference panel and the genotypes used when performing the

GWAS may also contribute to discrepancies between the estimated LD structure.

3.3.3 Computational efficiency

BEAVR uses Gibbs sampling [49] to estimate the posterior probability of the regional poly-

genicity parameter. A naive implementation of the Gibbs sampler has a per-iteration compu-

tational complexity of O(M2
r ), where Mr is the number of SNPs in the region. By leveraging

the expected sparsity of the causal status at each SNP, we can improve the run-time of the

algorithm to O(MrKr), where Kr is the number of causal SNPs in the region. Figure 3.4A

shows that this improvement leads to a 12-fold improvement in run-time for a region with

5, 000 SNPs. To assess how the number of causal SNPs affects the efficiency of our algorithm,

we generated simulated GWAS data for 1,000 SNPs and varied the regional polygenicity from

pr = 0.005, 0.01, 0.02, 0.03, 0.04, 0.05 and observe efficiency gains across the range of param-

eters (Figure 3.4B). The optimization of our method makes it possible to efficiently analyze

regions of various sizes as well as densely imputed regions with thousands of variants.
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3.3.4 Contrasting genome-wide and regional polygenicity across complex traits

We applied BEAVR to estimate regional polygenicity from marginal effect size estimates for

five anthropometric and blood pressure traits from the UK Biobank (see Table 3.1). Marginal

association statistics were computed for each of these traits from a subset of unrelated

individuals identified as White British (see Methods). We applied BEAVR by dividing the

genome into a total of 470 6-Mb regions where each region has on average 1, 000 SNPs.

Since BEAVR requires an estimate of LD between the SNPs, we used in-sample LD, i.e., LD

computed on the White British subset of the UK Biobank. We additionally used HESS [267]

to estimate regional heritability. Since BEAVR produces a posterior distribution of the

regional polygenicity, we report a region to have nonzero polygenicity if the posterior mean -

(2× posterior standard deviations) does not overlap 0. Furthermore, we estimate the genome-

wide polygenicity for a trait as the sum of the posterior means of regional polygenicity across

all regions.

Consistent with previous estimates of genome-wide polygenicity [323], we observe that

all the analyzed traits are highly polygenic. Across the traits, we observe that over one-third

of the regions in the genome contain at least one causal SNP, and overall each of the traits

is estimated to harbor at least 1, 000 causal SNPs (Table 3.1). We also observe variation

across traits: for height, nearly 80% of the regions contain at least one causal SNP and

the total number of causal SNPs could be as high as 15, 000 while blood pressure traits are

estimated to harbor about 2, 500 − 3, 000 causal SNPs. Our estimates for the proportion

of causal SNPs for height is significantly higher than previously reported[323] (Table 3.1):

the 95% credible interval estimated by BEAVR is (3.0%, 3.2%) while the estimates from

prior work [323] are 0.9% with standard error 0.1%. We hypothesize that this difference is

due, in part, to our method capturing smaller effect sizes by fully modeling LD, which is

consistent with our simulations, but could also arise from the differences in SNP sets and

GWAS summary statistics analyzed.

Previous studies have used the proportion of genomic regions with nonzero heritability

as a proxy for polygenicity since nonzero heritability requires at least one causal SNP in the
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region[180, 267]. However, the distribution of regional heritability does not fully reflect the

distribution of regional polygenicity (Figure 3.5). Across the traits, the proportion of regions

containing at least one causal SNP is substantially higher than the estimated proportion of

causal SNPs across the genome (Table 3.1): while≈ 80% of regions contain at least one causal

SNP for height, we estimate that ≈ 3% of the SNPs are casual. Further, we observe wide

variation in regional polygenicity where, across the analyzed traits, nearly 50% of regions

contain at least 5 causal SNPs and about 5% of regions contain at least 50 causal SNPs

(Figure 3.5). These results demonstrate the additional information that can be obtained

from estimates of regional polygenicity.

3.3.5 Heritability is proportional to the number of causal SNPs

Previous studies have documented a linear relationship between chromosome length and

the per-chromosome heritability for multiple traits suggesting that the architecture of these

traits is highly polygenic[320, 267]. We replicate this relationship between the number of

SNPs and the heritability in a genomic region for each trait (p-value = 1.22× 10−13; R2 =

0.162 averaged across traits; Table 3.3). In addition, we observe that a linear regression of

heritability on the number of causal SNPs in the region is significant (p-value = 2.60× 10−21;

R2 = 0.278 averaged across traits) (Table 3.3). We also observe that the number of causal

SNPs in a region better explains regional heritability than the number of overall SNPs in

the region. This ranges from approximately the same R2 in systolic blood pressure to nearly

three times in WHR (Table 3.3). The slope of the regression of regional heritability on

the number of causal SNPs averaged across traits is 1.63× 10−5, which can be interpreted

as the heritability per additional causal SNP (Table 3.4). Performing multiple regression,

we find that both the number of SNPs and the number of causal SNPs have a significant

relationship to the heritability in a region (average p-value = 3.60× 10−39; R2 = 0.374). We

hypothesize that the number of SNPs and causal SNPs together explains more of the variation

in heritability than the number of causal SNPs alone due, in part, to inaccurate estimates

of the number of causal SNPs and regional heritability as well as possible misspecifications
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in the model assumed by BEAVR.

We further investigate the relationship between genomic annotations and heritability as

well as the number of causal SNPs in a region. Including the number of genes, median B

value, and functional annotations [96] as covariates in the regression (see Methods), only

the number of causal SNPs remains significant (average p-value = 6.37× 10−11, p-value <

0.05/(number of annotations)) while the total number of SNPs in the region remains signif-

icant for 3 out of 5 traits (Table 3.5). None of the other genomic annotations are significant

after the multiple testing correction.

While the expected regional heritability can be partly explained by the number of causal

SNPs, we also observe regions that have disproportionately high heritability given the number

of estimated causal SNPs (Figure 3.6). These outlier regions (defined as regions with an

absolute studentized residual larger than 3) are likely to harbor SNPs with larger effect sizes

compared to other regions. Consistent with this hypothesis, 24 out of 27 outlier regions

contain at least one genome-wide significant SNP for at least one trait. This proportion

is significantly higher than a randomly chosen set of 27 regions (p-value < 1
1,000

). Taken

together, our analyses indicate that the heritability of a trait is composed of a mixture of

small-effect SNPs as well as some SNPs with relatively larger effects.

Finally, we also investigate whether the gene density in a region plays a role in the

observed regional polygenicity estimates. We perform a likelihood ratio test between the

following two models to assess the effect of gene density on the number of causal SNPs

(MCr) after adjusting for both regional heritability and the number of SNPs: H0 : MCr ∼

h2
r + Mr;H1 : MCr ∼ h2

r + Mr + #genes. As shown in Table 3.6, we find that only the

likelihood ratio test for height is significant after adjusting for the number of tested traits

(p-value < 0.05
5
). This observation could be due to the fact that we included all protein-

coding genes in the analysis regardless of the specific biological mechanism of each gene.

For example, when analyzing BMI, one would expect regions with genes related to lipids

or metabolism to harbor more causal variants than genes related to seemingly unrelated

biological mechanisms. This observed effect of gene density on the polygenicity of height is
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consistent with the hypothesis that genes throughout the genome, regardless of the specific

biological function, contribute to the variance of height. Previous work has shown that

height is one of the most polygenic traits with numerous causal variants spread throughout

the genome[319]. This idea that numerous genes, regardless of functional mechanism, have

an effect on a trait is related to the recently proposed ’omnigenic’ model[48].

3.4 Discussion

In this work, we propose BEAVR, a novel, scalable method to estimate regional polygenicity

from GWAS effect size estimates in a Bayesian framework. We employ a fast inference

algorithm that enables efficient inference while fully accounting for LD. Applying BEAVR

to anthropometric and blood pressure traits in the UK Biobank, we observe that all of the

analyzed traits are highly polygenic. At least a third of 6-Mb regions harbor at least one

causal variant with this fraction rising as high as 80% for height. We find that the proportion

of regions containing at least one causal SNP, which is often used as a proxy for polygenicity

in previous studies, is much higher than our estimates of the proportion of causal SNPs.

Additionally, we observe wide variation in regional polygenicity with an average of 48.9%

of regions across the analyzed traits containing at least 5 causal SNPs and 5.44% of regions

containing at least 50 causal SNPs. Finally, we find that the number of causal SNPs better

explains variation in SNP heritability across regions compared to the total number of SNPs.

The observed polygenic architecture of complex traits supports the hypothesis that the

majority of trait variation is modulated by variants distributed across the genome. Trait

heritability is largely driven by the number of causal variants and most of these variants

are spread uniformly across the genome. This finding suggests that a large proportion of

genes have at least some, although limited, effect on a trait. These findings are consistent

with the recently proposed omnigenic model which suggests that disease risk is driven by

a combination of a small number of primary ‘core’ genes and numerous ‘peripheral’ genes

which are connected to core genes via highly interconnected gene networks [48].
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We conclude by discussing limitations of our study and directions for future work. First,

our model assumes that the causal effects are drawn from a single Gaussian distribution.

This assumption can be relaxed and other distributions (such as mixtures of Gaussians)

can be used instead. Second, our estimates of genome-wide polygenicity assume that the LD

matrix is block structured which allows us to estimate genome-wide polygenicity by applying

our method to regions corresponding to LD blocks. Finally, our analyses in the UK Biobank

were limited to array data and thus the set of SNPs used in our analyses are missing true

causal SNPs that were not typed. We leave a more thorough investigation of this scenario

and analyses on imputed data as future work.

3.5 Appendix

3.5.1 Additional derivations

3.5.2 Sampling γr,m, cr,m

We derive a Gibbs sampler to sample from the posterior distribution of each parameter

{cr,m, γr,m, pr}. Because the causal status and effect size of a SNP are highly correlated, we

sample (γr,m, cr,m) together in a block.

Let θr = {(γ¬r,m, c¬r,m), h
2
r, pr, α}, where γ¬r,m denotes all effect sizes except for the

effect of the mth SNP; this similarly follows for c¬r,m. We denote σ2
r,g =

h2
r

Mrpr
and σ2

e = 1−h2
r

N
.

The derivation for each marginal posterior distribution, P (γr,m | ·) and P (cr,m | ·) is given

separately below. By the chain rule note that:

P (γr,m, cr,m | θr, β̃r) = P (γr,m | cr,m,θr, β̃r)P (cr,m | θr, β̃r)

Additionally, for convenience we denote rr,m = β̃r − V
1
2
r γr ◦ cr + V

1
2
r,mγr,mcr,m, which is the

residual from subtracting the effects of all SNPs except for SNP m.

Deriving the first term, P (γr,m | cr,m,θr, β̃r), we break up the expression into the cases
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when cr,m = 1 and cr,m = 0:

P (γr,m | cr,m = 1,θr, β̃r) ∝ P (β̃r | γr,m, cr,m = 1,θr)P (γr,m | θr, cr,m = 1)

= exp
{
− 1

2σ2
e

(rr,m − V
1
2
r,mγr,m)

⊤(rr,m − V
1
2
r,mγr,m)

}
exp

{
− 1

2σ2
r,g

γ2
r,m

}
= exp

{
− 1

2σ2
e

(r⊤
r,mrr,m − 2rT

r,mV
1
2
r,mγr,m + V

1
2

⊤

r,mV
1
2
r,mγ

2
r,m)−

1

2σ2
r,g

γ2
r,m

}
[drop constants that don’t depend on γr,m]

= exp
{
− 1

2σ2
e

(−2r⊤
r,mV

1
2
r,mγr,m + V

1
2

⊤

r,mV
1
2
r,mγ

2
r,m)−

1

2σ2
r,g

γ2
r,m

}
[common denominators]

= exp
{
− 1

2σ2
e2σ

2
r,g

(−2r⊤
r,mVm

1
22σ2

r,gγr,m + V
1
2

⊤

r,mV
1
2
r,m2σ

2
r,gγ

2
r,m + 2σ2

eγ
2
r,m)

}
= exp

{
−

γ2
r,m

2

(
1

σ2
r,g

+
1

σ2
e

V
1
2

⊤

r,mV
1
2
r,m

)
+ γr,m

(
1

σ2
e

r⊤
r,mV

1
2
r,m

)}
= exp

{
−

γ2
r,m

2
(a) + γr,m(b)

}
(
a = − 1

2σ2
r,m

, b =
µr,m

σ2
r,m

)
= N (µr,m, σ

2
r,m)

1

σ2
r,m

=
1

σ2
r,g

+
1

σ2
e

V
1
2

⊤

r,mV
1
2
r,m

µr,m = σ2
r,m

1

σ2
e

rT
r,mV

1
2
r,m

P (γr,m | cr,m = 0,θr, β̃r) = δ0(γr,m)

The bottom line follows because the effect size of a non-causal SNP is 0 (cr,m = 0).
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Deriving the second term, P (cr,m | θr, β̃r):

P (cr,m = 1 | θr, β̃r) =

∫
P (cr,m = 1, γr,m | θr, β̃r)dγr,m

=

∫
P (β̃r | γr,m, cr,m = 1,θr)P (γr,m, cr,m = 1 | θr)

P (β̃r | θr)
dγr,m

=

∫
P (β̃r | γr,m, cr,m = 1,θr)P (γr,m | cr,m = 1θr)P (cr,m = 1 | θr)

P (β̃r | θr)
dγr,m

=
P (cr,m = 1 | θr)

P (β̃r | θr)

∫
P (β̃r | γr,m, cr,m = 1,θr)P (γr,m | cr,m = 1,θr)dγr,m

[denominator does not depend on cr,m]

= P (cr,m = 1 | θr)

∫ [ 1√
2πσ2

r,m

exp
{
− 1

2σ2
r,m

(γr,m − µr,m)
2
}]

dγr,m

×
√

2πσ2
r,m exp

{
− 1

2σ2
e

r⊤
r,mrr,m +

1

2σ2
r,m

µ2
r,m

}
= P (cr,m | θr)

√
2πσ2

r,m√
2πσ2

e

√
2πσ2

r,g

exp
{
− 1

2

r⊤
r,mrr,m

σ2
e

+
1

2σ2
r,m

µ2
r,m

}

To sample cr,m, we draw cr,m ∼ Bern(dr,m), where dr,m is defined as follows:
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dr,m =

√
2πσ2

r,m√
2πσ2

e

√
2πσ2

r,g

P (cr,m = 1) exp
{
− 1

2

r⊤
r,mrr,m

σ2
e

+ 1
2σ2

r,m
µ2
r,m

}
√

2πσ2
r,m√

2πσ2
e

√
2πσ2

r,g

P (cr,m = 1 | θr) exp
{
− 1

2

r⊤
r,mrr,m

σ2
e

+ 1
2σ2

r,m
µ2
r,m

}
+ 1√

2πσ2
e

P (cr,m = 0) exp
{
− 1

2σ2
e
r⊤
r,mrr,m

}

=

√
2πσ2

r,m√
2πσ2

e

√
2πσ2

r,g

(pr) exp
{
− 1

2

r⊤
r,mrr,m

σ2
e

+ 1
2σ2

r,m
µ2
r,m

}
√

2πσ2
r,m√

2πσ2
e

√
2πσ2

r,g

(pr) exp
{
− 1

2

r⊤
r,mrr,m

σ2
e

+ 1
2σ2

r,m
µ2
r,m

}
+ 1√

2πσ2
e

(1− pr) exp
{
− 1

2σ2
e
r⊤
r,mrr,m

}
[break up terms over exp]

=

√
2πσ2

r,m√
2πσ2

e

√
2πσ2

r,g

(pr) exp
{
− 1

2

r⊤
r,mrr,m

σ2
e

}
exp{ 1

2σ2
r,m

µ2
r,m

}
√

2πσ2
r,m√

2πσ2
e

√
2πσ2

r,g

(pr) exp
{
− 1

2

r⊤
r,mrr,m

σ2
e

}
exp{ 1

2σ2
r,m

µ2
r,m

}
+ 1√

2πσ2
e

(1− pr) exp
{
− 1

2σ2
e
r⊤
r,mrr,m

}
[common exp terms and constants from top/bottom]

=
(pr)

√
σ2
r,m

σ2
r,g

exp
{

1
2σ2

r,m
µ2
r,m

}
(pr)

√
σ2
r,m

σ2
r,g

exp
{

1
2σ2

r,m
µ2
r,m

}
+ (1− pr)

In summary, to jointly sample (γr,m, cr,m), one first samples cr,m. Then depending on if

cr,m = 1 we sample γr,m, and if cr,m = 0 we set γm to a point mass at 0:

cr,m ∼ Bern(dr,m)

γr,m ∼


N (µr,m, σ

2
r,m) if cr,m = 1

0 if cr,m = 0

3.6 Tables
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Table 3.1: Genome-wide estimates of polygenicity and total SNP heritability.

Trait % h2
GW p Mc

BMI 66.2 0.30 (0.004) (0.017, 0.018) (7.67× 103 , 8.41× 103 )

Height 79.6 0.64 (0.004) (0.030, 0.032) (1.37× 104 , 1.45× 104 )

Waist-hip ratio 40.6 0.18 (0.004) (0.007, 0.008) (3.12× 103 , 3.57× 103 )

Diastolic blood pressure 35.5 0.16 (0.004) (0.006, 0.007) (2.54× 103 , 3.01× 103 )

Systolic blood pressure 34.9 0.17 (0.004) (0.006, 0.007) (2.58× 103 , 3.01× 103 )

Table 3.2: We report the percentage of 6-Mb regions containing at least one causal SNP under

the column ’%’. Genome-wide estimates of polygenicity and heritability were computed by

aggregating estimates across all regions. The standard error is reported for genome-wide

heritability estimates. Here, p denotes the proportion of causal SNPs and Mc denotes the

total number of causal SNPs (we report the 95% posterior credible interval for each of these

parameters).
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Trait OLS slope (CI) Number outlier regions

BMI 1.078× 10−5 (1.1× 10−6 ) 4

Height 2.874× 10−5 (1.48× 10−6) 9

Waist-hip ratio 1.781× 10−5 (1.27× 10−6) 4

Diastolic blood pressure 1.337× 10−5 (1.06× 10−6) 5

Systolic blood pressure 1.078× 10−5 (1.06× 10−6) 5

Table 3.4: Linear relationship between the number of causal SNPs and heritability. We

model the linear relationship between the number of causal SNPs for a trait and the heritabil-

ity across all regions of the genome. We report the slope of the regression and the standard

error. The slope can be interpreted as the expected per-SNP heritability contribution per

causal SNP. The last column reports the number of ’outlier’ regions for each trait, defined

as a region with an absolute studentized residual greater than 3.
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Trait Annotation p-value

BMI MCr 1.11E-13

Mr 3.33E-04

Height MCr 1.79E-28

Mr 4.91E-04

Waist-hip ratio MCr 3.73E-21

Diastolic blood pressure MCr 6.79E-19

Mr 3.38E-04

Systolic blood pressure MCr 3.18E-10

Table 3.5: Covariates that are associated with regional heritability h2
r . We perform a multi-

variate regression of heritability on the number of SNPs, number of causal SNPs, number of

genes, median B-statistic, and non-cell-type-specific annotations. Only the number of causal

SNPs (MCr) remains significant for all traits after the multiple testing correction (average

p-value =6.37 × 10−11 ), and the number of SNPs (Mr) remains significant for 3 out of 5

traits after the multiple testing correction.
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Trait p-value

Systolic blood pressure 0.028

Height 3.93× 10−7

Waist-hip ratio 0.070

BMI 0.073

Diastolic blood pressure 0.096

Table 3.6: Likelihood ratio test assessing the role of gene density in regional polygenicity

estimates. We perform a likelihood ratio test between the following two models to assess the

effect of gene density on the number of causal SNPs (MCr) after adjusting for both regional

heritability and the number of SNPs (H0 : MCr ∼ h2
r +Mr;H1 : MCr ∼ h2

r +Mr +#genes).
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3.7 Figures

59



Figure 3.1: BEAVR is relatively unbiased in simulated data. We ran 100 repli-

cates (M = 1, 000 SNPs, N = 500K individuals) where the genome-wide heritability was

set to h2
GW = 0.5 and the true polygenicity of the region was pr = 0.005, 0.01, 0.05, 0.10.

We compared BEAVR to GENESIS-M2 and GENESIS-M3 which employs a spike-and-slab

model with either 2 or 3 components (point-mass and either 1 or 2 slabs). All methods

are unbiased when the polygenicity is low (pr = 0.005, 0.01). However, when polygenicity

is higher (pr = 0.05, 0.10), both GENESIS-M2 and GENESIS-M3 are severely downward

biased whereas BEAVR provides unbiased estimates across all settings. Dashed red lines

denote true regional polygenicity values in each setting.
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Figure 3.2: BEAVR is relatively unbiased across various genetic architectures. We

ran 100 replicates where we vary the genome-wide heritability to be h2
GW = 0.10, 0.25, 0.5,

the polygenicity of the region to be pr = 0.005, 0.01, 0.05, 0.10, and the sample size

N = 50K, 500K, 1 million individuals. We compared BEAVR to GENESIS-M2 (2-com-

ponent) and GENESIS-M3 (3-component). The x-axis denotes the simulated values for

the regional polygenicity and the y-axis denotes the estimated values across 100 replicates.

Dashed red lines denote the true regional polygenicity value in each setting.
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A B C

Figure 3.3: BEAVR is robust in realistic settings. (A) Using SNP data from chro-

mosome 22 (M = 9, 564 array SNPs, N = 337K individuals), we simulated 100 replicates

where the genome-wide heritability was h2
GW = 0.50 and p = 0.01. We divided the data into

6-Mb consecutive regions for a total of 6 regions and estimated the regional heritability using

external software (HESS[267]). Using BEAVR and the estimated regional heritability, we es-

timated the regional polygenicity to be unbiased across all regions. (B)We ran 100 replicates

where the genome-wide heritability is fixed h2
GW = 0.50, polygenicity pr = 0.01, sample size

N = 500K, and then varied the number of SNPs in the region from M = 500, 1K, 5K SNPs.

We used BEAVR to estimate the polygenicity in each region and found our results to be

unbiased across all regions. (C) We set the genome-wide heritability to h2
GW = 0.50, regional

polygenicity pr = 0.01, and sample size N = 500K. We find that the accuracy of our results

is invariant to our choice of prior hyper-parameter (α).
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A B

Figure 3.4: BEAVR is computationally efficient. (A) We show the run-time in terms

of seconds per iteration of the Gibbs sampler (log-scale). We compare the version of BEAVR

with the algorithmic speedup outlined in Methods (’speedup’) versus the straightforward

implementation (’baseline’). We vary the number of SNPs in the region while fixing the

polygenicity of each region to pr = 0.01. (B) We show the runtime of the sampler when the

number of SNPs in the region is fixed to M = 1, 000 and we vary the polygenicity.
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Figure 3.5: Distribution of regional polygenicity and heritability. We divide the

genome into 6-Mb regions and report the posterior mean of the regional polygenicity for

each region across height and diastolic blood pressure. Using external software[267], we

report the distribution of regional heritability for each trait.
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A B

Figure 3.6: Heritability is proportional to the number of causal SNPs in a region.

We show the relationship between the number of causal SNPs and heritability for each

region across height and diastolic blood pressure. We fit a linear regression for each trait

and report the slope of the regression, which can be interpreted as the increase of heritability

per additional causal SNP. Horizontal error bars represent two posterior standard deviations

around our estimates for the number of causal SNPs. Vertical error bars represent twice the

standard error around the estimates of regional heritability. Dots in black denote outlier

regions which have an absolute studentized residual larger than 3.
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CHAPTER 4

The UCLA ATLAS Community Health Initiative:

promoting precision health research in a diverse

biobank

4.1 Introduction

The UCLA ATLAS Community Health Initiative (ATLAS), named for its location “At LA”,

aims to recruit 150,000 participants from across the UCLA Health System, with the goal

of creating California’s largest genomic resource for translational and precision medicine

research. Each biosample is linked with the patient’s electronic health record (EHR) from

UCLA Health via the UCLA Data Discovery Repository (DDR), a database containing a

de-identified version of electronic health records. Participants are recruited from 18 UCLA

Health medical centers, laboratories, and clinics located throughout the greater Los Angeles

area. Participants watch a short video outlining the goals of the initiative and document

their choice of whether they wish to consent to participation[213, 154]. Biological samples

are collected during routine clinical lab work performed at any UCLA Health laboratory and

then genotyped using a customized Illumina Global Screening Array (GSA)[2] (see Methods).

Both biological samples and EHR information are de-identified to protect patient pri-

vacy. As of September 2021, the initiative has enrolled 90,400 participants through the

consent process and successfully genotyped 39,300 samples. Comprehensive details on the

biobanking and consenting processes are described in prior work[154, 213]. In this work, we

describe quality control pipelines for genotype curation and phenotype extraction from the

medical records for the purpose of large-scale genotype and phenotype scans. To establish
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the genotyping QC pipelines, we present the first freeze of the data containing genotypes and

phenotypes collected and processed up to September 2020, resulting in a total of N=27,987

samples.

4.2 Results

The UCLA Health System includes 2 hospitals and a total of 210 primary and specialty

outpatient locations located primarily in the greater Los Angeles area. In total, the UCLA

Health System serves approximately 5% of Los Angeles County population. An electronic

form of health records was implemented throughout the UCLA Health System in 2013,

where a variety of clinical information is recorded, such as laboratory tests, medications and

prescriptions, diagnoses, and hospital admissions. A version of this information has been de-

identified and approved for research purposes. The de-identification process removes some

clinical data including names, family relationships, geographic information, exact dates, as

well as exact ages for those at the extremes of age (>90 years old).

The average age of participants, defined as a participant’s age recorded in the EHR as of

September 2021, is 55.6 (SD: 17.2) years with an average medical record length of 11.6 (SD:

8.5) years. We use phecodes, a coding system that maps diagnosis codes (i.e. ICD-9 and

ICD-10 codes) to more clinically meaningful phenotypes[85], to construct phenotypes from

the EHR. The median number of unique phecodes per participant is 68 whereas the mean is

85.2 (SD: 65.0). This skewed mean is consistent with the presence of individuals with many

more healthcare interactions than the average person in the general population, a pattern

that has been well described in the literature[216].

Participants’ self-identified race and ethnicity (SIRE) information are also recorded within

the DDR where participants select a single option for their race and a single separate option

for their ethnicity from multiple-choice lists. The majority of patients in ATLAS self-identify

as White race (61.4%) and Non-Hispanic/Latino ethnicity (75.4%), although a substantial

proportion of individuals report being of an Asian race (9.67%) or of Hispanic/Latino, Span-
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ish, or Mexican ethnicity (14.1%). A full list of the provided race/ethnicity fields within the

DDR and a summary of the ATLAS demographic information can be found in Table 4.1.

We regret that the term ‘White/Caucasian’ is a preset multiple-choice option under

the race field within the medical records. The scientific and medical communities have

since denounced this specific terminology due to its erroneous origins and historically racist

implications[97, 238, 236] but it is still built into the language of many documents and

surveys, such as those within electronic health record systems. In presenting our analyses,

we omit the inclusion of the term ‘Caucasian’ when describing race and list the specific

‘White/Caucasian’ field only as ‘White’. Furthermore, we strongly discourage the connection

of the term ‘Caucasian’ with the discussion of race, a social construct separate from biology,

and emphasize that the term does not have any biological implications.

4.2.1 Genotype generation and quality control

The ATLAS initiative continuously recruits new participants and batches of genotype sam-

ples are being processed on a rolling basis in monthly installments of approximately 1,000

samples per batch. Genotyping was performed at the UCLA Neuroscience Genomics Core

using a custom genotyping array constructed from the Global Screening Array with the multi-

disease drop-in panel[2] under the GRCh37 assembly. An additional set of “Pathogenic” and

“Likely Pathogenic” variants selected from ClinVar[159] were additionally added to the chip

design. The first freeze of genotype data presented in this work combines samples from 15

separate batches yielding a total of 697,023 SNPs and 27,987 individuals. Principal com-

ponent analysis (PCA)[136] was used to visualize the variation across batches and did not

show any evidence of batch effects.

We next describe the quality control pipeline used to filter out low-quality SNPs and

samples while also considering the diverse ancestral backgrounds represented in ATLAS. In

this work, we aim to focus on describing only the common genetic variation and leave a

further in-depth analysis of rare variation in ATLAS to future work as sample sizes continue

to grow. First, we excluded poor-quality SNPs with > 5% missingness as well as monomor-

68



phic SNPs and strand ambiguous SNPs, defined as those with A/T or C/G alleles. Samples

with > 5% missingness were also removed. We estimated kinship coefficients using KING

2.2.2[190] and found 38 duplicate samples, 357 parent-offspring, 128 first-degree, and 166

second-degree relatives. This level of relatedness is not surprising since members of a fam-

ily tend to attend the same health center. For the sets of duplicate samples, we removed

the sample with the higher missing rate. A summary of the quality control pipeline and

the number of filtered SNPs and individuals is outlined in Figure 4.1. Following sample-

and variant-level quality control, M=673,130 genotyped SNPs remained across N=27,946

individuals (N=27,291 unrelated individuals).

After genotyping QC, we inferred biological sex using the ‘–sex-check’ function with de-

fault thresholds implemented in PLINK 1.912 which estimates the X chromosome homozy-

gosity or F statistic (Female: F > 0.20, Male: F > 0.80). We find that 45.5% of genotypes

yielded a male call and 53.9% a female call while 0.6% of samples were estimated to be

unknown (Table 4.1). For the group of individuals with unknown inferred sex, the mean F

statistic was 0.27 (SD: 0.10). The sex of these individuals likely could not be inferred be-

cause the F statistics were slightly over the threshold. Next, using self-identified information

from the EHR, we find that 45.1% of individuals self-identify as male and 54.9% self-identify

as female (Table 1). Within the EHR, this specific field is labeled as ‘Sex’ and has a list

of pre-determined multiple-choice fields where participants select one of the following op-

tions: ‘Male’, ‘Female’, ‘Other’, ‘Unknown’, ‘*Unspecified’, ‘X’. The mean F statistics for

individuals who self-identified as male and female were 0.96 (SD: 0.06) and 0.06 (SD: 0.09)

respectively. There were not any individuals in the current data who self-identified as one of

the other listed options. We also observe that 0.04% of individuals who were inferred to be

biologically male do not self-identify as male as reported from the EHR. This comparison is

a common heuristic used to determine sample mismatch. However, this small deviation does

not appear to reflect a systematic sample mismatch and instead could describe transgender

and gender-nonconforming13 individuals. We retain these samples with appropriate docu-

mentation and encourage researchers utilizing the ATLAS data to perform further sex-based
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filtering based on their specific analysis criteria.

The final step of genotyping QC involves genotype imputation to the TOPMedFreeze5

reference panel, a multi-ancestry dataset assembled from over 50,000 ancestrally diverse

genome[285], using the Michigan Imputation Server15. Overall, approximately 300 million

SNPs and indels were used as the backbone for genotype imputation. The imputation process

yielded a total of 230 million imputed SNPs from the ATLAS data. We found that SNPs with

a lower minor allele frequency (MAF) tended to have lower imputation quality (r2) scores.

This demonstrates that rare SNPs were more difficult to accurately impute within ATLAS

(Figure 4.2A) which is consistent with prior findings[325, 199, 234]. Due to this observation,

SNPs with imputation r2 < 0.90 or MAF < 1% were pruned from the data, leaving a total of

7.9 million well-imputed SNPs across 27,946 individuals for follow-up analyses (Figure 4.1).

When performing genome-wide association studies, we stratified individuals by genetic

ancestry groups and then performed an additional level of QC separately within each ances-

try group. We limited analyses to the subset of 27,291 unrelated individuals (> 2nd degree)

and performed ancestry inference (see ‘Genetic ancestry inference’), where each individual

was assigned to one continental genetic ancestry cluster: European (N=18,023), African

(N=1,340), Admixed American (N=4,930), East Asian (N=2,495), and South Asian ances-

try (N=402). At this time, we omitted GWAS analyses within the South Asian ancestry

group due to the limited sample size. Individuals who could not be clustered into a specific

genetic ancestry group (N=756) were also omitted from GWAS analyses. Within each an-

cestry group, samples identified as heterozygosity outliers (+/- 3 SDs from the mean) were

removed and SNPs that failed the Hardy-Weinberg equilibrium test (p-value ¡1 × 10−12)

were also removed. Finally, we limited analyses to only SNPs with MAF ¿ 1% within each

ancestry group, yielding a total of N=17,874 individuals and M=6.9 million SNPs within the

European ancestry group, N=1,337 individuals and M=6.6 million SNPs within the African

group, N=4,776 and M=7.2 million SNPs within the Admixed American group, and N=2,459

individuals and M=5.4 million SNPs within the East Asian group.
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4.2.2 Genetic ancestry inference

The ATLAS data presents a unique resource to study genomic medicine across an ancestrally

diverse set of individuals within a single medical system. Genetic ancestry information is

necessary for numerous types of genetic and epidemiological studies, such as genome-wide

association studies and polygenic risk score estimation. The EHR contains self-identified

demographic information such as race and ethnicity, but these concepts are distinct from

genetic ancestry, which describes the biological history of one’s genome with little to no

relation to cultural aspects of identity [309, 47]. Although self-identified race/ethnicity and

genetic ancestry are correlated [249, 291], populations constructed from these two concepts

are not analogous and capture distinct information. A thorough discussion of the role of

ancestry within the ATLAS data can be found in ref [135].

Instead, we use PCA to identify population structure in ATLAS solely from genetic in-

formation as means to correct for genetic stratification in large-scale genotype/phenotype

association studies. PCA produces a visual summary of the observed genetic variation which

can then be used to describe population structure across the samples. First, we merged geno-

types from ATLAS with individuals from the 1000 Genomes Project reference panel[7], which

contains genotypes of individuals sampled from various populations: European, African, Ad-

mixed American, East Asian, and South Asian. We limited analyses to individuals in ATLAS

unrelated to the 2nd degree (N=27,291) and performed PCA analyses on the ATLAS geno-

typed data (M=673,130) merged with individuals from the 1000 Genomes dataset. The top

10 PCs were then computed using the FlashPCA 2.0 software[8].

After projecting the PCs into two-dimensional space, we use the samples from 1000

Genomes to define clusters of individuals corresponding to each continental ancestry group.

The first two PCs capture the variation between European, African, and East Asian an-

cestries. PCs 2 and 3 can approximately delineate individuals with Admixed American

ancestry whereas PCs 4 and 5 can cluster individuals with South Asian ancestry (Figure

4.2B). Cluster thresholds were visually determined by comparing the overlap of the 1000

Genomes reference panel samples to ATLAS samples in PC space. Individuals who fell into
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multiple ancestry groups or could not be classified into any of the defined ancestry groups

were labeled as ‘Admixed or other ancestry’.

We find that 64.5% (N=18,023) of individuals are inferred to be of European ancestry,

4.8% (N=1,340) of African ancestry, 17.8% (N=4,930) of Admixed American ancestry, 8.9%

(N=2,495) of East Asian ancestry, 1.5% (N=402) South Asian ancestry, and 2.7% (N=756)

were characterized as ‘Admixed or other ancestry’ (Table 4.1). As expected, the inferred an-

cestry clusters were largely concordant with the self-identified race and ethnicity information

provided in the EHR: 90.5% of individuals within the European ancestry group self-identified

as White/Caucasian, 92.1% of the African ancestry group self-identified as Black or African

American, 90.4% of the East Asian ancestry group self-identified as an Asian race, and

77.6% of the Admixed American ancestry group self-identified as either Hispanic or Latino,

Puerto Rican, Mexican, or Cuban ethnicity. We observe that most individuals who self-

identified to be of African American race tended to fall along the cline between the African

and European ancestry clusters, demonstrating that genetic ancestry, in particular for ad-

mixed populations, often lies on a continuum rather than within discrete categorizations.

These analyses demonstrate how the pairing between self-identified information and inferred

genetic ancestry is not one-to-one, further emphasizing the important distinction between

these two concepts. A full analysis on exploring the ancestral diversity within ATLAS is

described in ref [135].

4.2.3 EHR-based phenotyping through the phecode system

In this work, we utilized phenotypes derived from the EHR in the form of phecodes, a

mapping of ICD codes to a collapsed set of more clinically descriptive groupings (Denny et

al. 2010). Phecodes allow for systematic phenotyping across a large number of individuals

for numerous clinical phenotypes and provide a level of consistency when collaborating across

multiple institutions. Additionally, the phecode mapping provides a list of control exclusion

phecodes which typically excludes similar or related phecodes to the case phecode. Using

both ICD-9 and ICD-10 codes, we constructed 1,866 phecodes using a previously defined ICD-
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phecode-mapping (Phecode Map 1.2) [83] resulting in a binary phenotype where a patient

is a case if the specific phecode occurs at least once within their medical record. Controls

are defined as individuals without the occurrence of the case phecode. An additional stricter

definition of controls also restricts individuals with the occurrence of any phecode from the

case phecode’s control exclusion list.

Out of all individuals in ATLAS (N=27,946), over 99% of individuals have at least one

phecode and 30.8% have over 100 distinct phecodes. The distribution of phecodes varies

across different demographic groups in ATLAS (Figure 4.3). Older patients tended to have

more phecodes; individuals under the age of 18 had an average of 57.38 (SD: 49.80) unique

phecodes and individuals over the age of 64 had an average of 109.98 (SD: 70.34) unique

phecodes. We limited subsequent genetic analyses to phecodes with > 100 cases in ATLAS,

resulting in a total of 1,330 phecodes.

To further demonstrate the potential of the EHR-derived phecodes connected with ge-

netic data, we focus on a set of 7 traits to illustrate downstream genetic analyses: asthma,

chronic obstructive pulmonary disease (COPD), gout, heart failure (HF), idiopathic pul-

monary fibrosis (IPF), cerebral artery occlusion with cerebral infarction (stroke), and ve-

nous thromboembolism (VTE). As shown in Figure 4.3, the prevalence of certain phecodes

varies across sex, age, and genetic ancestry. For example, gout is observed at a much

higher frequency in males compared to females (76.4% cases) and tends to be diagnosed

in individuals over the age of 64 (59.8% cases). We also observe a high proportion of

cases of heart failure within the African ancestry group (freq(all-ATLAS)=0.044, freq(AFR-

ATLAS)=0.079; p-value=2.4×10−6) and cases of gout within the East Asian ancestry group

(freq(all-ATLAS)=0.048, freq(EAS-ATLAS)=0.066; p-value=8.0 × 10−4) compared to the

prevalence across all ATLAS individuals.

4.2.4 Genome-wide association studies across 7 traits and 4 ancestry groups

As an example of the utility of ancestrally diverse genetic data linked with EHR-based

phenotypes (phecodes), we perform GWAS for 7 well-studied traits within each of the 4 con-
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tinental ancestry groups in ATLAS. The traits represent a wide variety of diseases: asthma,

chronic obstructive pulmonary disease (COPD), gout, heart failure (HF), idiopathic pul-

monary fibrosis (IPF), cerebral artery occlusion with cerebral infarction (stroke), and venous

thromboembolism (VTE) (see ‘EHR-based phenotyping through the phecode system’).

We performed association testing using SAIGE [327], a generalized mixed-model approach

that accounts for unbalanced case-control ratios as well as infers and accounts for sample

relatedness. Given that many disease phenotypes suffer from case-control imbalance, such

as gout (N-case=810, N-control=15,831) and idiopathic pulmonary fibrosis (N-case=700, N-

control: 15,941) within the European ancestry group in ATLAS, SAIGE is an advantageous

inference method for association testing in ATLAS. In this work, we computed association

statistics across 7.3 million SNPs and 27,190 unrelated individuals for 7 traits. Association

studies for all 7 traits were performed separately within each of the 4 continental ancestry

groups using SAIGE (Table 4.1) for a total of 28 analyses. Self-identified sex (as reported in

the EHR) and current age (as of September 2021) were used as covariates, as well as age*age

and age∗sex interaction terms. We additionally used the first 10 principal components that

were re-computed only on individuals from each ancestry group. Overall, GWAS associations

are well-calibrated and do not exhibit strong evidence of test statistic inflation (average

across all 28 analyses λGC = 0.98, SD(λGC)=0.01) (Figure 4.2C). We found 26 genome-

wide significant SNPs (p-value < 5×10−8) within the European ancestry group (gout, heart

failure, venous thromboembolism), 1 within the African ancestry group (asthma), and 8

within the Admixed American ancestry group (gout, stroke), for a total of 35 significant

SNPs (Figure 4.4A).

We next compared the associated regions identified in ATLAS to those reported in pre-

vious studies, specifically those listed in the GWAS Catalog [53] and the meta-analyses

performed through the Global Biobank Meta-analysis Initiative (GBMI)[326]. To avoid bi-

asing our results, we used the GBMI summary statistics that were computed across all other

contributing biobanks but omitted ATLAS data from the meta-analysis computation. To

construct regions comparable across all of the studies for a given trait, we performed the
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following procedure. First, we aggregated all SNPs that reached genome-wide significance in

at least one of the datasets (i.e. ATLAS, GBMI summary statistics, GWAS Catalog). We

then performed a greedy approach by selecting the most significant SNP and created a 1Mb

window (500Kb on each side) around this top SNP. All other genome-wide significant SNPs

within this window were removed from the list and this procedure was performed until all

significant SNPs are accounted for within a region. We defined an individual GWAS for a

trait as having a significantly associated region if at least one genome-wide significant SNP

fell into one of the constructed regions. Using this process, we found a total of 10 significantly

associated regions in ATLAS across the 28 GWAS analyses. Out of these 10 regions, 7 were

also reported both in the GWAS Catalog as well as in the GBMI meta-analysis (Figure 4.4B).

Finally, when comparing the separate analyses for the 7 traits across the 4 genetic ancestry

groups in ATLAS, we did not find any significant associations (SNPs or regions) occurring

in multiple populations. This observation could be due to the current limited sample sizes

or potentially different genetic architectures across ancestries.

In addition, we identified an association for gout on chromosome 1 exclusively within

the AMR group. This association has not been previously identified in any previous gout

association study. We replicated this association within the AMR group in a subsequent

version of the ATLAS data with an increased sample size (N=40K individuals). A PheWAS

within ATLAS at this SNP reveals associations with the“Gout” and “Gout and other crystal

arthropathies” phenotypes exclusively within the AMR population as well. This provides

evidence of potential differences in genetic architecture between populations for gout risk.

To further assess the congruence of genetic effects estimated in ATLAS to those from

more mature EHR-linked biobanks with larger sample sizes, we compared GWAS effect sizes

for the 7 traits between ATLAS and BioVU [252] within the European ancestry group. Con-

sidering nominally significant SNPs associated with each trait with p-value ¡ 1 × 10−6 in

either study, we find a strong, significant positive correlation (Pearson correlation = 0.92,

p-value< 2.2 × 10−16) between effect sizes in BioVU and ATLAS (Figure 4.4C). Although

association statistics for the BioVU study were computed using PLINK 2.0 [64] and associ-
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ation statistics for ATLAS were computed using SAIGE, it is encouraging that we observe

a positive correlation despite the differences in association testing methods. As shown in

Figure 4.4C, we see that the effects in ATLAS are slightly depressed towards the null, though

this may reflect smaller sample sizes in ATLAS compared to BioVU.

4.2.5 Phenome-wide association studies

EHR-linked biobanks also offer the opportunity to contextualize putative associations within

the clinical phenome through phenome-wide association studies (PheWAS) [85] as well as

provide a valuable step for validating phenotype quality control. ATLAS has an extensive

and diverse set of clinical phenotypes from non-ascertained cohorts which is critical for per-

forming unbiased association tests. We limited our analyses to phecodes with >100 cases

within ATLAS, resulting in a total of 1,330 phecodes describing the clinical phenome at

UCLA. To demonstrate the utility of this diverse set of clinical phenotypes, we performed

a PheWAS at rs6025, a missense variant within the F5 gene identified from the ATLAS

GWAS of venous thromboembolism in the European ancestry group and also documented

in many previous studies [119, 276, 174]. We performed an association between rs6025 and

1,330 phecodes and found phenotypic associations with ‘iatrogenic pulmonary embolism and

infarction’ and ‘other venous embolism and thrombosis’. Because embolisms generally form

in the veins of the leg and then travel to the lungs where they can potentially cause in-

farctions, these associated phenotypes are consistent with the current understanding of the

pathophysiology of venous thromboembolism and pulmonary embolisms [263]. This demon-

strates that despite modest sample sizes across many of the phenotypes, we can recapitulate

findings consistent with expected disease biology, making PheWAS a valuable tool in in-

vestigating the shared genetic architecture across clinical traits. We provide a web browser

containing the PheWAS associations from ATLAS as a resource to the public (https://atlas-

phewas.mednet.ucla.edu/).
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4.2.6 Biobank contributions

The ancestral diversity represented in ATLAS plays a key role in the expansion of the catalog

of genetic variation used in precision medicine efforts such as polygenic risk scores. Despite

its nascency, ATLAS has already contributed to many multi-ancestry disease mapping ini-

tiatives, such as the Global Biobank Meta-analysis Initiative (GBMI) [326] and COVID-19

Host Genetics Initiative [78]. Although ATLAS constitutes approximately 1% of the total

sample size for the GBMI meta-analysis (N=27,946 samples out of approximately 2.6 mil-

lion total GBMI samples), we observe a large contribution of samples from diverse ancestral

populations within ATLAS to GBMI. For example, ATLAS contributes larger proportions

of the African (range of proportions across 7 traits: 3% - 14%) and Admixed American

ancestry (22% - 32%) samples when compared to the total sample size in GBMI (Table

4.2). Additionally, for several phenotypes, ATLAS represents even larger proportions of the

total African (AFR) and Admixed American (AMR) ancestry-specific case numbers (e.g.,

idiopathic pulmonary fibrosis, gout, and heart failure in both AFR and AMR). In addition

to GBMI, ATLAS accounted for 73.4% of the Admixed American samples utilized in the

primary analysis from the COVID-19 Host Genetics Initiative. This enrichment of AFR and

AMR samples from ATLAS can facilitate meta-analytic disease mapping in these historically

underrepresented populations and expand the genetic understanding of diverse ancestries.

In the future, we aim to perform phenotyping composed of EHR elements in addition to

diagnosis codes, such as laboratory values, medications, and clinical notes. We also plan to

incorporate additional types of genomic information such as exome sequencing and methy-

lation data. As sample sizes continue to grow, the ATLAS Community Health Initiative

will enable rigorous genetic and epidemiological studies, with the specific aim to accelerate

genomic medicine in diverse populations.
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4.3 Discussion

The ATLAS biobank provides a valuable resource for the biomedical community with nu-

merous future opportunities. In the future, we aim to perform phenotyping composed of

EHR elements in addition to diagnosis codes, such as laboratory values, medications, and

clinical notes. We also plan to incorporate additional types of genomic information such

as exome sequencing and methylation data. Furthermore, although this analysis focused

on describing only common variants, we plan to investigate the rare variants in ATLAS as

sample sizes continue to grow. We hope that the inclusion of rare variants in both genome-

and phenome-wide association studies can increase our power to detect novel associations as

well as explore more ancestry-specific effects. We hope to also leverage the typed ClinVar

variants to examine the role of genetic ancestry in pathogenic and likely pathogenic variants.

Additionally, we plan to create a catalog of polygenic risk score (PRS) weights for EHR-

derived phenotypes across each genetic ancestry group, creating one of the largest and most

ancestrally diverse PRS resources.
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Trait Abbrev. Ancestry UCLA-case GBMI-case Ratio

Asthma Asthma EUR 3051 101311 1.04

AFR 289 5051 1.97

AMR 760 4069 6.42

EAS 308 18549 0.57

Chronic obstructive

pulmonary disease

COPD EUR 2005 51644 1.14

AFR 187 1978 2.77

AMR 384 1503 7.49

EAS 208 19044 0.32

Gout Gout EUR 810 20702 1.16

AFR 105 1312 2.38

AMR 179 557 9.55

EAS 155 10425 0.44

Heart failure HF EUR 1301 28795 1.51

AFR 174 1367 4.26

AMR 423 1170 12.11

EAS 144 12665 0.38

Idiopathic pulmonary

fibrosis

IPF EUR 700 5229 1

AFR 76 169 3.37

AMR 204 319 4.79

EAS 89 1210 0.55

Cerebral artery occlu-

sion with cerebral in-

farction

Stroke EUR 855 15842 2.48

AFR 100 1161 3.96
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AMR 248 903 12.64

EAS 105 23345 0.21

Venous thromboem-

bolism

VTE EUR 1503 15970 1.11

AFR 195 1466 1.57

AMR 543 1037 6.18

EAS 132 193 8.07

Table 4.2: UCLA ATLAS contributes a substantial pro-

portion of non-European ancestry samples to global

meta-analyses. We show the case sample sizes across

7 traits for ATLAS and across the entire GBMI study,

stratified by genetic ancestry. The last column reports

the ratio of the proportion of ancestry-specific samples

in ATLAS compared with the proportion of total sam-

ples from the GBMI meta-analyses.

4.5 Figures
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Individuals

Removed high missing rate
(N=3; 0.01%)

Removed duplicate individuals
(N=38; 0.14%)

27,987 Individuals

27,984

27,946

SNPs

Removed related individuals up to 2nd

degree 
(N=655; 2.4%)

Unrelated individuals: 27,291

Removed unmapped SNPs
(6,871; 1.0%)

697,023 SNPs

Removed high missing rate SNPs
(9,326; 1.4%)

Removed monomorphic SNPs
(17,186; 2.5%)

Imputed SNPs using TOPMed 
Freeze 5 (M= 230 million)

690,152

680,826

663,640

Final SNPs: 7,973,837

230,030,597
r 2 > 0.90 and MAF>1% (across all 

ancestries)
(M= 222,056,760; 96.5%)

Figure 4.1: Summary of genotype quality control pipeline. We outline the quality control

pipeline for the genotype samples and list the number of excluded samples (left) and SNPs

(right) at each step.
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Figure 4.2: Genotyped and imputed data from ATLAS are of high quality. In A) we show

the 230 million imputed SNPs stratified by minor allele frequency. SNPs are binned by

the estimated imputation r2 scores, and then we report the percentage of remaining SNPs

after applying the r2 threshold. B) shows the projected genetic PCs 1 and 2 of unrelated

individuals in ATLAS (N=27,291) in gray. Samples from 1000 Genomes are shaded by

continental genetic ancestry: European (EUR), African (AFR), Admixed American (AMR),

East Asian (EAS), and South Asian (SAS). In C) we show the QQ-plots from the GWAS of

gout across the African, Admixed American, East Asian, and European continental ancestry

groups within ATLAS.
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A B

C

Figure 4.3: Distribution of phenotypes across different demographic groups in ATLAS.

We show the distribution of 7 traits across A) sex, B) age groups and C) inferred genetic

ancestry. Sex information is derived from the EHR.
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GWAS Catalog
6 (7.3%)

Gout (EUR)

27 (32.8%)

GBMI meta-analysis 
(leave UCLA out)

46 (56.1%)
ATLAS

3 (3.7%)

B C

A

Figure 4.4: Genome-wide association studies across 7 traits and 4 continental ances-

try groups recapitulate known associations. In A) we provide Manhattan plots from the

GWAS of gout across the European (EUR), African (AFR), Admixed American (AMR),

and East Asian (EAS) continental ancestry groups in ATLAS. The red dotted line denotes

genome-wide significance (p-value < 5 × 10−8). In B) we show the overlap of genome-wide

significant regions for gout computed from ATLAS within the European ancestry group,

previous associations listed in the GWAS Catalog, and associations identified in the GBMI

meta-analysis. C) shows a scatterplot of GWAS effect sizes of SNPs associated with each

trait in either ATLAS or BioVU at p-value < 1 × 10−6. Points are colored by trait. The

red line shows the 45-degree line through the origin, and the blue line shows the estimated

trend for these points (Pearson correlation=0.92).
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CHAPTER 5

Leveraging genomic diversity for discovery in an

electronic health record linked biobank: the UCLA

ATLAS Community Health Initiative

5.1 Background

Linking electronic health records (EHRs) to patient genomic data within biobanks in a de-

identified fashion has the potential to significantly advance genomic discoveries and precision

medicine efforts (e.g., population screening, identifying drug targets) [168, 209, 31, 9]. How-

ever, the underrepresentation of minoritized populations in biomedical research [283, 212,

239, 274, 116, 245, 98] raises concerns that advancements in precision medicine may widen dis-

parities in access to high-quality health care [10, 195, 260]. For example, European-ancestry

individuals constitute approximately 16% of the global population, yet account for almost

80% of all genome-wide association study (GWAS) participants [195]. As a direct result of

this imbalance, existing methods to predict disease risk from genetics (e.g., polygenic risk

scores) are vastly inaccurate in individuals of non-European ancestry[195, 80] thus forming a

barrier to advancing genomic medicine to benefit patients of all ancestries The University of

California, Los Angeles (UCLA) Health medical system is located in Los Angeles, one of the

most ethnically diverse cities in the world. There is no ethnic majority: 48.5% of Los Angeles

residents self-identify as Hispanic or Latino, 11.6% as Asian, and 8.9% as Black or African

American; additionally, 37% of Los Angeles residents are neither U.S. nationals, nor U.S.

citizens at birth [298]. Therefore, the UCLA Health patient population and the availability

of digital health data captured in EHRs from a single medical system presents a unique op-
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portunity to increase the inclusion of underrepresented minorities in biomedical research. In

this study, we investigate the role of genetic ancestry in a disease context within the UCLA

ATLAS Community Health Initiative (or ATLAS for brevity), a biobank embedded within

the UCLA Health medical system composed of de-identified, EHR-linked genomic data from

a diverse patient population [134, 154]. The current initiative aims to collect genomic data

from over 150,000 individuals; currently, this consists of N=36,736 individuals genotyped

at M=667,191 SNPs genome-wide using the Illumina global screening array (GSA) [2] and

then imputed to ¿8 million SNPs using a multi-ancestry imputation panel [285]. A detailed

description describing the recruitment, consent process, sample collection, and genotype and

phenotype quality control are discussed in prior works [134, 155, 213].

The EHR contains a de-identified extract of medical records (billing codes, laboratory

values, etc.) as well as demographic information such as self-identified race and ethnicity

information. It is important to note that self-identified race and ethnicity (SIRE) represent

social constructs that capture shared values, cultural norms, and behaviors of subgroups

[46] are distinct concepts from genetic ancestry which refer to the ancestral history of one’s

genome. This difference is even more relevant for individuals self-describing as multi-racial

(and/or admixed) where genetic ancestry bears little correlation to SIRE [306, 47]. Under-

standing the interplay of genetic factors (such as genetic ancestry) with social determinants of

health (as inferred from self-reports) is still mired in the confounding overlaps between race,

socioeconomic status, and disease, but serves as a critical step in mapping and predicting

disease risk across individuals of all ancestries.

In this work, we leverage the unique genomic diversity of our single-center cohort to

explore the interconnected effects of self-identified race/ethnicity and genetic ancestry on

clinical phenotypes. We cluster individuals by genetically inferred ancestry (GIA) within

the EHR-linked biobank, systematically construct phenotypes from EHR, and compute dis-

ease associations using multi-ancestry pipelines for both genome-wide and phenome-wide

association studies (PheWAS). We find that genetically-derived and self-identified informa-

tion yield distinct subpopulations, emphasizing the distinction between GIA and SIRE. We
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leverage genetic and self-identified data to find extensive variation of subcontinental ances-

try within ATLAS across European American (EA), East Asian American (EAA), Hispanic

Latino American (HL), and African American (AA) GIA groups. For example, we find clus-

ters of individuals with recent inferred ancestry from Filipino, Chinese, Japanese, and Korean

ancestries among the EAA cluster. Such subcontinental clusters also stratify individuals ac-

cording to disease groups thus emphasizing their utility in biomedical research. We perform

both ancestry-specific GWAS and meta-analyses across GIA groups and recapitulate known

genomic risk regions. We perform PheWAS on significant regions and describe genetic asso-

ciations for liver-related phenotypes in multiple ancestry groups as well as associations with

neurological and neoplastic phenotypes that are associated exclusively in the HL GIA group.

These results underscore how the utility of large-scale genetic analyses and deep phenotyping

in diverse populations can make substantial medical contributions to population health.

5.2 Methods

5.2.1 Study population

The UCLA Health System includes two hospitals (520 and 281 inpatient beds) and 210 pri-

mary and specialty outpatient locations predominantly located in Los Angeles County. The

UCLA Data Discovery Repository (DDR) contains de-identified patient EHRs that have

been collected since March 2nd, 2013, under the auspices of the UCLA Health Office of

Health Informatics Analytics and the UCLA Institute of Precision Health. Currently, the

DDR contains longitudinal records for more than 1.5 million patients (inpatient and out-

patient), including basic patient information (height, weight, gender), diagnosis codes, lab-

oratory tests, medications, prescriptions, hospital admissions, and procedures. The UCLA

ATLAS Community Health Initiative includes the EHR-linked biobank within the UCLA

Health System. Currently, there are more than 37,000 genotyped participants with their

de-identified EHR linked through the DDR. participation is voluntary and privacy is pro-

tected by de-identifying the samples. Additional information regarding recruitment, consent,
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sample processing, and quality control pipelines can be found in previous work [134, 213].

Patient Recruitment and Sample Collection for Precision Health Activities at UCLA is an

approved study by the UCLA Institutional Review Board IRB#17-001013 (UCLA IRB).

5.2.1.1 Self-identified demographic information

Self-identified demographic information is collected as a part of clinical care which is then

translated to the EHR. Participants self-identify race and ethnicity via two distinct drop-

down fields where there are pre-determined multiple-choice fields for race and ethnicity.

At this time, only one selection from each category can be chosen as a patient’s primary

race and ethnicity [3]. We group together race/ethnicity pairings to form ‘self-identified

race/ethnicity’ (SIRE) groupings. Patients also report their ‘Preferred Language’ from pre-

determined multiple-choice fields within the EHR. See the section “Notes on terminology

and naming conventions” for a more detailed discussion of terminology used for SIREs.

5.2.1.2 Notes on terminology and naming conventions

In this section, we explicitly discuss the origin of the terminology and naming conventions

used throughout this manuscript with respect to genetic ancestry, race, and ethnicity. We

refer to Peterson et al. [229] for a more comprehensive description of terms for GWAS in

ancestrally diverse populations.

The term ‘genetic ancestry’ refers to the characterization of the population(s) from which

an individual is descended and describes the genetic relationship implied by shared, large

segments of genomic DNA between an individual and these ancestors [196]. Throughout

this work, we reserve this term to describe individuals with information about the origin of

their recent biological ancestors. For instance, we treat populations represented in genetic

reference panels (e.g. 1000 Genomes Project [7]) as instances of genetic ancestry since the

information describing the origin of the recent biological ancestors represented in the samples

is known.
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Much of this work involves inferring the genetic ancestry information for a set of indi-

viduals. We introduce the term ‘genetically inferred ancestry (GIA)’ to describe the genetic

characterization of individuals within a group who likely share recent biological ancestors as

inferred by a method of choice. We emphasize that GIA differs from genetic ancestry in that

GIA depends on the inference method (e.g. clustering) and choice of reference data (e.g.

1000 Genomes).

The terms “Native American genetic ancestry” and “Native American GIA” refer to

ancestry and/or recent biological ancestors from individuals originating from indigenous

groups originally from North America, Central American, and South America. The term

“Native American race” refers to the definition used by the US Census, “ a person having

origins in any of the original peoples of North and South America (including Central America)

and who maintains tribal affiliation or community attachment” [301]. We recognize that

individuals in this group may prefer other terms such as “American Indians”. To be clear,

the identification of subjects as Native American GIA is not meant to imply a tribal status.

In the context of this work, the term “African genetic ancestry” describes individuals

whose recent biological ancestors originated from the continent of Africa. “African Amer-

ican (AA) GIA” refers to an admixed group of individuals within the United States who

have recent biological ancestors inferred to be of African ancestry and thus have partial or

total ancestry originating from Africa. The term “Admixed American ancestry” refers to

those with recent biological ancestors from European, African, and Native American an-

cestries that achieved admixture in North America, Central America, and South America.

Thus, Admixed American ancestry contains global proportions of all three ancestry groups.

“Hispanic Latino American (HL) GIA” refers to the group of admixed individuals within

the United States whose recent biological ancestors were inferred to be individuals of Ad-

mixed American ancestry. “European ancestry” refers to individuals with recent biological

ancestors with origins in continental Europe. “European American (EA) GIA” refers to indi-

viduals within the United States with recent biological ancestors inferred to be of European

ancestry. Thus, partial or total ancestry originating from Europe. “East Asian ancestry”
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and “South Asian ancestry” refers to individuals with recent biological ancestors from East

Asia and South Asia respectively. “East Asian American (EAA) GIA” and “South Asian

American (SAA) GIA” refers to individuals within the United States with recent biological

ancestors inferred to be of East Asian ancestry or South Asian ancestry.

We disapprove that the term “White/Caucasian” is a preset multiple-choice option under

the race field within the medical records and renounce its usage due to its erroneous origins

and historically racist implications. We strongly discourage the connection of the term ‘Cau-

casian’ with the discussion of race, a social construct separate from biology, and emphasize

that the term does not have biological implications[273]. For subsequent analyses presented

in this work, we use “White” to refer to the “White/Caucasian” category. Although this

terminology is still built into the language of many documents and surveys, such as EHRs,

we make this change to avoid perpetuating its usage within the field.

5.2.1.3 Basic genotype quality control.

Bio-samples collected from the UCLA ATLAS Community Health Initiative in the form of

blood samples, were de-identified and then processed for DNA extraction and genotyping.

We utilized a “frozen snapshot” of ATLAS data composed of all samples processed up to

6/18/2021. ATLAS participants (N=36,779) were genotyped using a custom genotyping

array constructed from the Global Screening Array with the multi-disease drop-in panel [2]

under the GRCh38 assembly. Overall, the array measured 700,079 sites for capturing single

nucleotide polymorphisms (SNPs) and short insertions and deletions (indels).

We filtered out poor-quality markers by removing unmapped SNPs, SNPs with ¿5% miss-

ingness, and strand-ambiguous SNPs (M= 19,313 variants removed). We excluded samples

with missingness ¿5% (N=1 individual removed). We identified duplicate individuals (or

identical twins/triplets, etc.) using KING 2.2.2 [190] (‘–duplicate’) and removed the indi-

vidual with the lowest missing rate from each pair (N=42 individuals removed). All quality

control steps were conducted using PLINK 1.9. Following sample- and variant-level quality

control, M=667,191 genotyped SNPs remained across N=36,736 individuals for downstream
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analyses. All subsequent genetic analyses in this paper utilize this QC’d set of genotypes.

Additional steps of QC may be conducted before running specific analyses, as described in

more detail below. We refer to our previous work for a more thorough description of the

quality control pipelines constructed for ATLAS[134].

5.2.1.4 Genotype imputation

After performing array-level genotype quality control, the PLINK-formatted genotypes were

converted to VCF format and uploaded to the Michigan Imputation Server [81]. On a

variant level, the server removed the variant if it was not an A, C, G, T allele, monomorphic,

a duplicate, an allele mismatch between the reference panel and provided data, an insertion-

deletion, or if the SNP call rate is less than 90%. The server will additionally correct

for any necessary strand flips or allele switches needed to match the reference panel. The

server additionally phases the data using Eagle v2.4 [181] and imputation is performed

against the TOPMed Freeze5 imputation panel [285] using minimac4 [103]. In summary,

the explicit parameters used on the server are “TOPMed Freeze5” for the reference panel,

“GRCh38/hg38” for the array build, “off” for the rsq filter, “Eagle v2.4” for phasing, no

QC frequency check, and “quality control & imputation” for the mode. After we filtered by

R2>0.90 and MAF>1%, the final set of variants contained M=8,048,268 sites.

5.2.1.5 Genetic relatedness inference

We computed pairwise kinship coefficients to determine family relationships using King 2.2.2.

[190]. We performed inference on the set of genotype data passing quality control (see

“Basic genotype quality control”) for a total of N=36,736 individuals and M=667,191 SNPs.

We identified a set of unrelated individuals (N=35,761) up to degree 2 where individuals

with kinship coefficient ¡0.0884 were included (‘king –unrelated –degree 2’). This level of

relatedness is expected since members of the same family will often be within the same

healthcare system.
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5.2.1.6 Continental genetic inferred ancestry

We estimated GIA membership using a 2-step clustering procedure. First, we performed

prinicpal component analysis (PCA)[136] on all individuals in ATLAS (N=36,736) and sam-

ples from 1000 Genomes. Specifically, we first filtered genotypes from ATLAS by Mendel

error rate (plink --me 1 1 {set-me-missing), founders (--filter-founders), minor al-

lele frequency ({maf 0.15), genotype missing call rate (--geno 0.05), and Hardy-Weinberg

equilibrium test p-value ({hwe 0.001). The filtered genotypes from ATLAS are then merged

with the 1000 Genomes phase 3 dataset. We align reference alleles between the two sets of

data and filter out SNPs that are not an A, C, T, or G allele. Next, a 2-step LD pruning is

performed on the merged dataset: 1) --indep 200 5 1.15, 2) --indep-pairwise 100 5

0.1. All filtering steps and LD pruning were performed using PLINK 1.9 [64]. This resulted

in a total of 22,589 SNPs across 36,736 individuals in ATLAS. We computed the first 10

principal components using the FlashPCA 2.0 software [8] with all default settings.

For the second step, we perform clustering on the principal components to estimate GIA

cluster membership for each individual in ATLAS. We use the K-nearest neighbors (KNN)

algorithm where we use the superpopulation name of the samples in 1000 Genomes to define

the cluster labels. The superpopulations form 5 clusters: European, African, Admixed

American, East Asian, and South Asian genetic ancestry. For each ancestry cluster, we

run KNN on the pair of PCs that capture the most variation for each genetic ancestry

group: European, East Asian, and African ancestry groups utilize PCs 1 and 2, the Admixed

American group uses PCs 2 and 3, and the South Asian group use PCs 4 and 5. For each

ancestry group inference, we run KNN separately. In each analysis, we use 10-fold cross-

validation to select the ‘k’ hyper-parameter from k=5, 10, 15, 20. If a sample from ATLAS

had >0.50 cluster membership, then the sample is reported as the genetic inferred ancestry

represented in that cluster (European genetic ancestry (GA) → European GIA, African GA

→ African American GIA, Admixed American GA → Hispanic Latino American GIA, East

Asian GA → East Asian American GIA, South Asian GA → South Asian American GIA).

See “Notes on terminology and naming conventions” for a more in-depth discussion about
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the naming of GIA clusters. Individuals who did not attain >0.50 membership in any cluster

or were matched to multiple clusters were reported as being ‘Ambiguous GIA’.

5.2.1.7 Subcontinental genetic inferred ancestry

We estimate subcontinental GIA membership for individuals within the East Asian American

GIA group using a 2-step clustering procedure similar to the continental GIA clustering

discussed in a prior section (“Continental genetic inferred ancestry”). First, we perform PCA

on all individuals in the EAA GIA group in ATLAS (N=3,331) and samples from the East

Asian ancestry population in 1000 Genomes. Using only the genotyped SNPs, we perform

the same filtering steps as described above, namely filtering ATLAS genotypes by Mendel

error rate, founders, MAF > 0.15, genotype missing call rate, Hardy-Weinberg equilibrium

test, and LD pruning. Following sample- and variant-level quality control, M=36,504 SNPs

remained. We also found that not restricting to only unrelated individuals does not bias

our estimates. We then compute the first 10 principal components using FlashPCA with all

default settings.

For the second step, we perform clustering on the principal components to estimate

subcontinental GIA cluster membership for each individual in the East Asian American

GIA group in ATLAS. We use the K-nearest neighbors (KNN) algorithm where we use the

population name of the East Asian ancestry samples in 1000 Genomes to define the cluster

labels. The populations form 5 clusters: Han Chinese, Southern Han Chinese, Dai Chinese,

Japanese, Kinh Vietnamese genetic ancestry. We run KNN using PCs 1-4 with 10-fold

cross-validation to select the ‘k’ hyper-parameter from k=5, 10, 15, 20. If a sample from

ATLAS had ¿0.90 cluster membership, then the sample is reported as the genetically inferred

ancestry represented in that cluster. Individuals who did not attain ¿0.90 membership in

any cluster were reported as being ‘Ambiguous EAA.

Alternatively, we can define GIA clusters using self-identified information from the sam-

ples in ATLAS. We perform a similar approach as above, except we use ATLAS individuals’

self-identified race as the labels to define the clusters. We limit cluster definitions to self-
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identified race groups with N¿20 for a total of 7 clusters: Chinese, Filipino, Japanese, Korean,

Taiwanese, Thai, and Vietnamese. Although we do not utilize label information from 1000

Genomes, we still use the PCs computed on the merged ATLAS and 1000 Genomes datasets

to keep PCA projections consistent across the 1000 Genomes-based and self-identified race-

based clustering methods. We run KNN using the same procedure and thresholds as above.

Again, individuals who did not attain ¿0.90 membership in any cluster were reported as being

‘Ambiguous EAA’. Explicit clusters could not be confidently computed for other continental

GIA groups.

5.2.2 Genetic admixture analysis

We inferred the proportion of genetic ancestry using the ADMIXTURE software [12] under

the unsupervised clustering mode with the number of clusters k=4, 5, 6. Specifically, we

restrict to only SNPs with only an A, C, G, T allele and with MAF > 0.05 (--maf 0.05

--snps-only ’just-acgt’) within ATLAS. We then merge the data from ATLAS with the

1000 Genomes phase 3 data set and limit inference to only the subset of the overlapping

SNPs. We then perform LD pruning every 2Kb on the merged data set (--bp-space 2000).

All filtering steps and LD pruning were performed using PLINK. This resulted in a total of

223,095 SNPs across 36,736 individuals in ATLAS which was then used for ancestry inference

using ADMIXTURE.

Finally, we performed the admixture analysis with ./admixture atlas 1kg bed file k

with k equal to 4, 5 or 6. We compare the ancestry proportions from each SIRE to estimate

the ancestry represented in each mixture component. For k=4, we label the component

with the majority of NH-White individuals as European ancestry, the component with the

majority of NH-AfAm individuals as African ancestry, the component with the majority of

NH-Asian individuals as East Asian ancestry, and the component with the highest number

of HL-Other and HL-White individuals as Native American ancestry.
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5.2.3 Phecodes

Billing codes documented in the medical record were used to generate phenotypes for anal-

ysis. The previously described phecode ontology (v1.2) maps the specific ICD-9 and ICD-

10 codes from each patient’s chart onto a group of ¿1,800 more general and clinically

meaningful phenotype terms [85]. Mapping completed with the PheWAS R package[59]

(https://github.com/PheWAS/PheWAS) creates binary phenotypes. Patients with one or

more instances of a phecode were considered cases while patients without any instance of

the corresponding phecode were considered controls. We limited analyses to phecodes with

at least N-Case ¿ 50 in each GIA group for a total of 1,568 phecodes meeting this threshold

in the EA GIA, 802 in the AA GIA, 1,223 in the HL GIA, and 891 in the EAA GIA group.

5.2.4 Role of phecode occurrences for defining cases

We define a phecode occurrence as an encounter containing at least one of the ICD codes

specified in the phecode definition. If a corresponding ICD code is found on another sepa-

rate encounter, we treat this instance as a separate phecode occurrence. We compare two

definitions of phecodes. For the first definition, we only require the presence of an ICD

code attached to any type of patient encounter (i.e. laboratory tests, hospital, outpatient,

medications, telehealth appointments, notes, phone calls, etc.). For the second definition, we

require the presence of an ICD code attached to only encounters from appointments or office,

hospital, or procedure visits. This stricter definition attempts to avoid capturing encoun-

ters that may be less indicative of a diagnosis (e.g. patient-physician telehealth messaging).

We refer to these two definitions as all-encounter-derived and visit-derived phecodes. Using

these two types of definitions, we then vary the number of phecode occurrences required for

defining cases and compute the proportion of retained cases compared to the sample sizes if

only 1 occurrence was required.
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5.2.5 Association between phecodes and genetic ancestry

To test the differential prevalence of phecodes across genetic ancestry groups, we performed

a marginal association test for each phecode to compare its prevalence in one of the genetic

ancestry groups (EA, AA, HL, and EAA) with the other three groups using the following

logistic regression model:

logit(phecode) = β0 + βa ∗GIA+ β2 ∗ sex+ β3 ∗ age [over all ATLAS individuals]

To account for the potential confounding effects of SIRE, we performed additional analyses

with the model:

logit(phecode) = β0 + βa ∗GIA+ β2 ∗ sex+ β3 ∗ age+ β4 ∗ SIRE

Statistical significance was determined after correcting for the number of tested phecodes

with the Bonferroni correction procedure (p-value < 1.12 × 10−5). We also applied the

method to the East Asian American group to test the phecode prevalence difference across

subcontinental ancestry groups including Chinese, Japanese, Filipino, and Korean Ameri-

cans.

5.2.6 Association between genetic admixture proportions and phecodes

Given the substantial variation of admixture proportion within each SIRE group, we test

the association of phecode with admixture proportion (k=4) for 600 phecodes within each

of the seven ATLAS SIRE groups (NH-White, NH-AfAm, HL-Other, HL-White, NH-Asian,

NH-PI, NH-AmIn) with the following model:

logit(phecode) = β0 + βa ∗ admixtureproportion+ β2 ∗ sex+ β3 ∗ age

[over individuals within a SIRE]
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Each model is limited to individuals of one SIRE instead of all ATLAS individuals. Only

traits with > 10 cases per SIRE were tested. Significance is determined after adjusting

for the number of tested phenotypes with the Bonferroni correction procedure (p-value <

2.08× 10−5).

5.2.7 GWAS quality control per GIA

When performing GWAS, we stratified individuals by GIA groups and then performed an

additional level of QC separately within each GIA group. We limited analyses to the 4 largest

GIA groups: European American (N=22,380), African American (N=1,995), Hispanic Latino

American (N=6,073), and East Asian American GIA (N=3,331). At this time, we omitted

GWAS analyses within the South Asian American GIA group due to the limited sample size

(N=625). Individuals who could not be clustered into a specific GIA group (N=2,332) were

also omitted from GWAS analyses.

For GWAS, we utilized imputed data consisting of 8,048,268 SNPs across N=36,736

individuals. Within each ancestry group, samples identified as heterozygosity outliers (+/-

3 SDs from the mean) were removed and SNPs that failed the Hardy-Weinberg equilibrium

test (p-value < 1×10−12) were also removed. Finally, we limited analyses to only SNPs with

MAF > 1% within each GIA group, yielding a total of N=22,380 individuals and M=6.0

million SNPs within the European American GIA group, N=1,995 individuals and M=5.9

million SNPs within the African American group, N=6,073 and M=6.3 million SNPs within

the Hispanic Latino American group, and N=3,331 individuals and M=4.8 million SNPs

within the East Asian American group.

5.2.8 Ancestry-specific GWAS

GWAS for all 6 traits were performed separately within each of the 4 continental ances-

try groups that met the minimum N¿50 cases. Additional GWAS-specific quality control

is performed within each GIA group (see GWAS quality control per GIA). Using marginal

logistic regression implemented in PLINK, we computed association statistics at each im-
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puted autosomal SNP (plink --logistic beta). We additionally used age, sex, and PCs

1-10 as covariates where age is defined as the individuals’ current age within the EHR (as

of September 2021). The values used to represent sex in this specific analysis are derived

from patients’ self-identified sex as reported in the EHR. Within the EHR, this specific field

is labeled as ‘Sex’ and has a list of pre-determined multiple-choice fields where participants

select one of the following options: ‘Male’, ‘Female’, ‘Other’, ‘Unknown’, ‘*Unspecified’, ‘X’.

We find that 45.1% of individuals self-identify as male and 54.9% self-identify as female.

5.2.9 Meta-analyses

We perform meta-analyses for each trait across all GIA groups. First, we run ancestry-

specific GWAS (see “Ancestry-specific GWAS”) within each GIA group with an adequate

sample size (N-cases¿50). We exclude analyses where very few of the SNPs produced a valid

(non-NA) p-value which is likely attributed to the small sample size. The meta-analysis

for skin cancer consisted of measurements from the EA and HL GIA groups; EA, AA, HL,

EAA GIA groups for ischemic heart disease; EA, AA, HL, EAA GIA groups for chronic

nonalcoholic liver disease; AA and HL GIA groups for uterine leiomyoma; HL and EAA

GIA groups for liver/intrahepatic bile duct cancer; EA, AA, HL GIA groups for chronic

kidney disease. We performed each meta-analysis using a fixed effect model as implemented

in PLINK (--meta-analysis + logscale). Association statistics computed from the meta-

analyses are reported for SNPs that occur in at least two of the GIA groups.

5.2.10 PheWAS

We perform a PheWAS on the top SNPs from each ancestry-specific GWAS analysis that

met genome-wide significance (p-value < 5×10−8). Only phecodes with at least N-cases>50

per GIA group were considered, resulting in a total of 1,568 phecodes meeting this thresh-

old in the EA GIA and 1,223 in the HL GIA. Analyses in the AA and EAA GIA groups

were excluded since the top SNPs were not significantly associated with these groups. We

additionally stratified individuals by sex for the sex-specific phecodes, which are denoted in
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the definition of each phecode. This resulted in a total of 24 male- and 113 female-specific

phecodes within the EA GIA group, and 12 male- and 87 female-specific phecodes within

the HL group after limiting to phecodes with at least N-cases > 50. We used individuals’

self-identified sex as reported in the EHR for this analysis.

We performed an association test between the top SNP and all phecodes in a given GIA

group under a logistic regression model. Age, sex, and PCs 1-10 were used as covariates in

the regression where age is defined as the individuals’ current age within the EHR (as of

September 2021) and sex is derived from individuals’ EHR. The association test is performed

using the logistic regression option implemented in PLINK (plink --logistic beta). The

PCs used in the regression analysis were re-computed using only individuals from within

each respective GIA group. Phenotype significance was determined as p-value < 0.05/(#

phecodes), thus each GIA group has a specific significance threshold due to the different

number of tested phecodes. A more stringent threshold also accounting for genome-wide

significance is also computed where p-value < 5× 10−8/(# phecodes). Both thresholds are

denoted in the PheWAS plots.

5.2.11 Effective sample size of associated phecodes

To assess the power of the PheWAS analysis at rs2294915 between the European American

(EA) GIA and Hispanic Latino American (HL) GIA groups, we compute the effective sample

size (Neff ) of each associated phecode, where the effective sample size balances the number

of cases and controls when measuring the power of an analysis[314]: Neff = 2/(1/Ncases+

1/Ncontrols).

5.3 Results

5.3.1 ATLAS includes individuals of diverse continental ancestries

The UCLA Health patient population is diverse, with 65.36% self-identifying their race as

White, 5.23% as Black or African American, 9.89% as Asian, 0.41% as Native American or
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Alaska Native, 0.31% as Pacific Islander, and 18.81% identify as another race. For ethnicity,

a separate concept from race and recorded under a different field in the EHR, 15.96% of

individuals self-identify as Hispanic or Latino; the remaining individuals self-identify as non-

Hispanic/Latino. We define genetic ancestry as the characterization of the population(s)

from which an individual is biologically descended and the genetic relationship between an

individual and these ancestors. When information describing the origin of individuals’ recent

biological ancestors is not available, we can instead infer the genetic ancestry using statistical

methods. We introduce the term ‘genetically inferred ancestry (GIA)’ to describe the genetic

characterization of individuals within a group who likely share recent biological ancestors

as inferred by a method of choice. We emphasize that GIA differs from genetic ancestry

in that GIA is highly dependent on the inference method (e.g. PCA, IBD) and choice of

reference data. We provide a discussion about the rationale behind the terminology and

naming conventions used in this work under the section “Methods: Notes on terminology

and naming conventions”.

Using data from the 1000 Genomes Project [7], we investigated genetically inferred an-

cestry in ATLAS through principal component analysis (PCA)[136, 218] and clustering tech-

niques (see Methods). Using the five continental ancestry populations within 1000 Genomes

(European, African, Admixed American, East Asian, South Asian ancestry) as a reference,

we identify clusters of individuals with European American, African American, Hispanic

Latino American, East Asian American, and South Asian American genetically inferred an-

cestry. Although we broadly find that self-identified race and ethnicity highly correlate with

an individual’s inferred genetic ancestry, we still observe marked differences between the two

(Figure 5.1). For example, we find 10.63% of individuals within the European American

GIA cluster do not identify as being within the Non-Hispanic/Latino – White (NH-White)

SIRE; 13.33% of individuals within the African American GIA cluster do not self-identify as

Non-Hispanic/Latino – Black/African American (NH-AfAm), and 16.58% of the Hispanic

Latino American cluster do not identify as Hispanic/Latino – Other Race (HL-Other) or

Hispanic/Latino – White (HL-White)). This further emphasizes that SIRE is not equivalent
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to GIA and that these two concepts form distinct groupings.

Further emphasizing the distinction between GIA and SIRE, we reveal extensive genetic

heterogeneity both between and within SIREs, as observed from the orthogonal spectra from

PCA (Figure 5.2). For example, most individuals who self-report as NH-AfAm lie along a

cline between the AA and EA GIA clusters. However, 102 individuals in this SIRE cannot

be clustered into either the AA or EA ancestry cluster. This is likely because many of these

individuals in ATLAS self-identify as African American, which suggests genetic admixture

between African and European ancestry in this group. We also find that the NH-Asian

SIRE has individuals spread along all PC1 and PC2, spanning the entire space between

the EAA and EA GIA clusters. However, when looking solely at GIA, we are not able to

observe this pattern. Instead, most individuals in between these two clusters were inferred

to have ambiguous GIA, where specifically, 221 individuals within the NH-Asian SIRE were

not able to be clustered into a specific GIA group. Overall, 6.35% of individuals still have

unclassifiable genetic ancestry either because they were clustered into multiple GIA groups

or none at all. The latter could be due to extensive admixture in their genomes or the

absence of relevant ancestral groups in the chosen reference panels.

Categorizing individuals by self-identified preferred language, we observe trends that

are consistent with both SIRE and continental GIA (Figure 5.2C). For example, out of all

individuals who report Spanish as their preferred language, 94.47% of these individuals were

estimated to have Hispanic Latino American GIA. Additionally, 99.76% of individuals who

report Japanese, Korean, Tagalog, Vietnamese, Mandarin Chinese, or Cantonese as their

primary languages were inferred to have East Asian American GIA. We also observe clusters

of individuals who speak Armenian, Arabic, and Farsi/Persian; we find that 47.13% of the

individuals that speak these languages could not be classified into one of the five continental

GIA groups. This discrepancy is likely because the 1000 Genomes reference panel does not

contain samples from regions where these languages are primarily spoken. These findings

showcase the limitation of current reference panels of genetic diversity and demonstrate the

value of characterizing individuals using both genetic ancestry and self-identified information.
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5.3.2 Fine-scale subcontinental ancestry within ATLAS individuals

Next, we assessed genetic ancestry at the subcontinental level. Performing PCA only on

individuals from the EAA GIA group from ATLAS and the East Asian ancestry group from

1000 Genomes, we observe distinct clusters of individuals as shown in Figure 5.3A, where

the cluster annotations provide a visual reference describing the approximate location and

size of GIA clusters (as opposed to the formal cluster membership thresholds). Shading

by the subcontinental East Asian genetic ancestry groups present in 1000 Genomes, we ob-

serve clusters corresponding to three different subgroups of Chinese ancestry (Han Chinese,

Southern Han Chinese, and Dai Chinese). Additionally, we see clusters of both Japanese

and Vietnamese ancestry. Using 1000 Genomes as a reference panel, we can use a K-nearest

neighbors clustering approach to infer the subcontinental genetic ancestry of individuals in

ATLAS where we find N=307 in the Han Chinese American GIA cluster, N=224 in the South-

ern Han Chinese American GIA cluster, N=483 in the Japanese American GIA cluster, and

N=136 in the Vietnamese American GIA cluster (see Methods). There were not any ATLAS

individuals assigned to the Dai Chinese American GIA cluster. When projecting ATLAS

individuals’ preferred language onto the PCs, two distinct clusters are delineated according

to the Chinese Mandarin and Chinese Cantonese/Toishanese languages. The Southern Han

Chinese American cluster of individuals correlates with individuals speaking Chinese Can-

tonese/Toishanese, where 37.50% of individuals who speak Chinese Cantonese/Toishanese

are within this cluster. The Han Chinese American cluster correlates with Chinese Mandarin

where 45.33% of individuals who speak Chinese Mandarin fall within this cluster.

From Figure 5.3A, there are two notable clusters that do not match any of the East Asian

subcontinental ancestries represented within 1000 Genomes. Projecting ATLAS individu-

als’ self-identified preferred languages onto the PCs shows that many of these individuals

in these two clusters self-identify as speaking Korean and Tagalog. These patterns are sim-

ilarly reflected by individuals’ self-identified race where the majority of these individuals

self-identify as Korean and Filipino. Because there is descriptive self-identified demographic

information available in the EHR, we can alternatively use this to define subcontinental
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GIA clusters in ATLAS. This could be advantageous since a >65.48% (N=2,181) ATLAS

individuals within the EA GIA group could not be further clustered into a subcontinental

GIA group derived from 1000 Genomes. Using self-identified race groups with N¿20 individ-

uals, we repeat the same clustering process described above using individuals’ self-identified

race as cluster category labels. Using self-identified race information over the information

available in 1000 Genomes, we are able to recover two large clusters consisting of individuals

with Korean American (N=533) and Filipino American (N=761) GIA as well as identify ad-

ditional clusters of individuals corresponding to Thai (N=33) and Taiwanese (N=73) GIA.

This clustering not only characterizes the fine-scale genetic and ethnic diversity of ATLAS

but also emphasizes how self-reported information such as primary spoken language can be

combined with genetic information to identify patterns not otherwise evident.

Next, we looked at individuals with subcontinental genetic ancestry of European descent

in ATLAS, but due to limitations in the 1000 Genomes reference panel, we were unable

to describe the origins of the majority of the observed genetic variation within the ATLAS

European American GIA cluster (Figure 5.3B). Comparing self-identified race and ethnicity

information also did not delineate any subgroups since most individuals fell within the NH-

White SIRE. Instead, we project individuals’ preferred language onto the projected PCs.

Aside from English, we observe clusters of individuals whose preferred languages are Arabic,

Armenian, and Farsi/Persian. Notably, the primary populations that speak these languages

are not present in the current 1000 Genomes reference panel. Although not a definitive

determination of ancestral origin, these results suggest that individuals in these clusters

may have cultural ties relating to the Middle East. We also observe two distinct clusters

of individuals who speak Farsi/Persian, suggesting that although these groups may share

cultural and/or ethnic ties, the groups could have multiple ancestral origins. However, due

to limited genetic and self-identified information, we did not attempt to formally infer the

subcontinental ancestry of these individuals.

We perform a similar analysis for the Hispanic Latino American cluster of individuals

where we re-ran PCA only on individuals in the HL GIA cluster within ATLAS and indi-
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viduals from the Admixed American population in 1000 Genomes. Projecting population

labels from 1000 Genomes onto the PCs, we observe relatively sparse clusters of individuals

of Mexican, Peruvian, Colombian, and Puerto Rican ancestry from 1000 Genomes (Figure

5.3C). Due to the overlapping and sparse shape of these clusters, we did not attempt to

formally infer subcontinental ancestry for these individuals. Overlaying SIRE and language

as previously discussed also did not reveal any additional population structure in this group.

Since the HL GIA group is inherently an admixed population, we instead shade the PCs

by the estimated proportions of European and Native American ancestry (see Methods).

We observe a cline between European and Native American ancestries, demonstrating that

although we cannot determine discrete clusters within our data, there is still substantial

population structure present.

Corresponding analyses were also performed for the African American GIA group in

ATLAS, but clear subcontinental clusters could not be constructed from reference panel in-

formation. Similarly, SIRE information did not delineate any clusters nor did the preferred

language. Since the majority of patients self-identify as African American, an admixed

population of African and European ancestry, we project the proportion of European and

African ancestry onto the PCs. We observe a cline going from higher proportions of Euro-

pean ancestry to higher proportions of African ancestry. This suggests that for very admixed

populations, it would be more advantageous to quantify population substructure continu-

ously rather than within discrete categories. We omitted the subcontinental analysis for the

South Asian American GIA group due to the small sample size (N=625).

5.3.3 Admixture describes genetic variation within self-identified race/ethnicity

groups

As demonstrated in prior sections, many individuals do not fall within a single GIA cluster,

but instead lie on the continuum between multiple ancestry groups. We can characterize this

variation through genetic admixture, the exchange of genetic information across two or more

populations [120]. We estimate genetic ancestry proportions using k=4, 5, or 6 ancestral
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populations and visualize groups of individuals by SIRE (see Methods). For the follow-

ing analyses, we use k=4 ancestral populations where the clusters correspond to European,

African, Native American, and East Asian ancestry. Among individuals in the NH-AfAm

SIRE, the estimated average proportion of European ancestry is 24% and 73% African an-

cestry. We also observe that the HL-Other and HL-White SIREs have approximately the

same admixture profile, where the proportion of European ancestry is 48% and 58% respec-

tively, 6% and 5% African ancestry, and 44% and 35% Native American ancestry. This

admixture profile is consistent with individuals of Mexican ancestry where there is mainly

European and Native American ancestry [217]. However, there is also a large amount of

variation within SIREs, where for example, individuals who identify as Hispanic or Latino

ethnicity are estimated to have European ancestry percentages ranging from nearly 0% to

almost 100%.

5.3.4 Genetic ancestry groups correlate with disease prevalence within ATLAS

Understanding how disease prevalence varies across populations is integral to understanding

how the interplay of genetic factors and social determinants of health contribute to disease

risk. We investigated over 1,500 EHR-derived phenotypes (phecodes) [85] from across a wide

set of disease groups. We define cases as individuals having the presence of at least one occur-

rence of the specified phecode (see Methods). We find that varying the number of required

phecode occurrences and types of encounters when defining cases does not substantially

change case and control assignment in this data set. Limiting our analyses to phecodes with

a minimum of 50 cases, we identify 1,512 total significant phecode-GIA associations across

the 4 largest continental GIA groups after adjusting for age and sex (p-value< 1.12× 10−5;

Bonferroni correction for all phecodes tested across 4 GIA groups). Overall, there are 732

phenotypes that show cross-ancestry differences whose prevalence varies significantly by

GIA. From this set of significant associations, the highest number of phecodes are from

the circulatory (N=89), endocrine/metabolic (N=84), and digestive (N=90) system-related

categories. Specifically, we recapitulate many known associations such as skin cancer (p-
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value=3.13×10−281) in the EA GIA group; chronic nonalcoholic liver disease in the HL GIA

group (p-value=4.83× 10−97); ischemic heart disease (p-value=6.74× 10−8), chronic kidney

disease (p-value=1.98×10−41) and uterine leiomyoma (p-value=2.30×10−33) in the AA GIA

group[215, 11, 315, 139], and liver and intrahepatic bile duct cancer (p-value=1.85× 10−38)

within the EAA GIA group (Figure 5.4).

To further explore the implications of genetic ancestry for a range of diseases, we fo-

cus on 6 phenotypes that were found to be significantly associated with genetically inferred

ancestry (GIA) in ATLAS. This set represents a wide variety of diseases: skin cancer, is-

chemic heart disease, chronic nonalcoholic liver disease, uterine leiomyoma, chronic kidney

disease, and liver/intrahepatic bile duct cancer. Our goal was to capture variation across

each GIA group: ischemic heart disease, chronic kidney disease, and uterine leiomyoma have

the strongest association with the African American GIA group, skin cancer with the Euro-

pean GIA, chronic nonalcoholic liver disease with the Hispanic Latino American GIA, and

liver/intrahepatic bile duct cancer with the East Asian American GIA group. Additionally,

previous literature has already shown that the prevalence of these 6 diseases has some level

of variation across racial and ethnic groups, making them ideal candidates for the further

analysis of disease variation across GIA groups in ATLAS [217, 67, 270, 253, 161, 256, 110].

The GIA clusters are often correlated with SIRE, as demonstrated in previous sections.

To assess whether the observed effect is primarily driven by the role of genetic ancestry, we

also add individuals’ SIRE as a covariate into the model. After multiple hypothesis testing

(Bonferroni correction for all tested phecodes across 4 GIA groups: p-value < 1.12× 10−5),

we replicate 259 out of 1,512 phecode-GIA associations despite the reduced effect magnitude

and association significance. Out of the 6 example traits, all but the 2 within the NH-

AfAm SIRE maintained significance. This demonstrates that there is some level of disease

association attributed to the ancestry component. The incorporation of SIRE should not be

interpreted as a formal adjustment for environmental factors. However, SIRE could capture

sociocultural and socioeconomic factors that are not explicitly modeled and/or available to

use through the EHR.
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We also observe substantial disease risk heterogeneity across subgroups of the same conti-

nental GIA group. We perform association tests between subcontinental GIA and phecodes

within the East Asian American GIA group in ATLAS for phenotypes with N¿20 cases. To

maximize sample size, we use the race-based GIA clusters (see Methods) and limit analyses

to the Korean (N=552 individuals, 546 phenotypes), Japanese (N=548 individuals, 600 phe-

notypes), Filipino (N=844 individuals, 700 phenotypes), and Chinese (N=1217 individuals,

812 phenotypes) GIA subgroups in ATLAS. Across subgroups, we observe disease associ-

ations to varying degrees. We find 3 significant associations with subcontinental GIA and

phenotypes where significance was determined after correcting for 812 tested phecodes, p-

value< 6.16×10−5 (see Methods). For example, the direction of the association with chronic

kidney disease varies across subcontinental GIA groups where the odds ratio for the Chinese

American GIA group is 0.54 (p-value=2.9× 10−5) but the odds ratio for the Filipino Amer-

ican GIA group is 1.83 (p-value=2.87 × 10−5). Additionally, the odds ratio estimated for

ischemic heart disease in the Filipino American GIA subgroup is 1.81 (p=3.33× 10−7), but

performing the association at the continental EAA GIA level, a conclusive trend cannot be

determined (OR: 0.91, p-value=7.10× 10−2). These results indicate that genetically group-

ing individuals across subcontinental GIA groups yields meaningful interpretation of disease

risk across groups of individuals that might be missed when only grouping individuals at the

continental level.

We also investigated disease prevalence within admixed individuals where variation in

genetic ancestry across individuals in the population allows for the correlation of disease risk

with the proportion of genetic ancestry from any given continental group. Within each SIRE

group, we perform an association test between the proportions of inferred ancestry estimated

from ADMIXTURE [12] and each phecode. After correcting for the number of tested phe-

codes, we find numerous significant phecode-ancestry associations: 210 associations within

the HL-Other SIRE, 133 within the NH-White SIRE, and 65 within the NH-Asian SIRE,

and 16 associations within the NH-AfAm SIRE. Across SIREs, both the top associated phe-

code categories, as well as the direction of the associations, greatly vary. Out of the top
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3 phecode categories with the most associations in each SIRE group, the most commonly

shared group is the endocrine/metabolic category (HL-Other, NH-White, NH-Asian). Even

within this category, looking at the statistics quantifying the association of the proportion

of European ancestry with endocrine/metabolic phenotypes, there are exclusively 5 negative

associations within the NH-White group, 22 negative associations within the HL-Other group

(and 2 positive associations), but 5 positive associations and no negative associations within

the NH-Asian group. The other top phenotype categories for each SIRE are also unique,

where the HL-Other SIRE’s top categories include digestive and respiratory phenotypes,

the NH-White SIRE’s top categories include neoplasms and dermatologic phenotypes, and

the NH-Asian SIRE’s top categories include psychiatric and infectious diseases. Specifically,

we find that within the HL-Other population, the overall proportion of European ancestry

is significantly negatively associated (p-value=8.09 × 10−10) with chronic nonalcoholic liver

disease, and the proportion of Native American ancestry is significantly positively associated

(p=7.68 × 10−9) (Figure 5.5), which is consistent with previous studies [237, 137]. These

results suggest that not only are some disease statuses associated with SIRE and continental

GIA, but the specific ancestry proportions may also correlate with disease risk.

5.3.5 Genome and phenome-wide association scans identify known risk regions

and elucidate correlated phenotypes

EHR-linked biobanks also offer the opportunity of investigating genetic associations with

traits across the genome. These efforts impose special challenges, such as adjusting for

population stratification and cryptic relatedness in health systems that serve entire families as

well as extracting phenotypes from EHR, namely due to inconsistencies in mapping diagnosis

codes (ICD codes) to phenotypes and difficulties in defining appropriate controls for specific

phenotypes. We perform GWAS on each of the 6 phenotypes within each GIA group. After

filtering out analyses with small sample sizes (N<50) and analyses where most SNPs failed

the regression, we have a total of 17 analyses. Overall, we find associations are well-calibrated

with little evidence of test statistic inflation (median lambda-GC: 1.01). We find a total of
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212 genome-wide significant SNPs (p-value < 5×10−8): 77 associations for skin cancer, 1 for

ischemic heart disease, and 58 for chronic nonalcoholic liver disease in the EAA GIA group;

1 association for liver/intrahepatic bile duct cancer and 78 for nonalcoholic liver disease in

the HL group; and 1 in the EAA group for heart disease. We did not find any genome-wide

significant SNPs within the AA GIA group which could be due to the smaller sample size

(N=1,995).

First, we observe ancestry-specific associations, such as a strong association at rs12203592

for skin cancer (p-value=2.59 × 10−32) in the European American (EA) GIA group. When

performing the association for this phenotype in the other GIA groups, we do not have

an adequate sample size to perform a successful association test at the majority of the

SNPs. For the East Asian American (EAA) and the Hispanic Latino (HL) GIA groups, all

SNPs resulted in a p-value estimate of NA, denoting that the association test had failed.

When performing a meta-analysis between the EA and HL GIA groups, we do not find

any significant associations despite the strong association originally reported in the EA GIA

group. And an analysis within the African American (AA) GIA group was not performed

due to the low sample size (N < 50). We also see significant associations across multiple

ancestry groups. For example, in the analyses for nonalcoholic liver disease, we find 58

genome-wide significant SNPs in the EA GIA analysis and 70 in the HL analysis (Figure

5.6). All genome-wide significant SNPs from both studies fall within the 22q13.31 locus,

which contains the PNPLA3 gene. This gene has been extensively studied for its role in the

risk of various liver diseases such as nonalcoholic fatty liver disease [296, 308]. Interestingly,

we see more associated SNPs within the Admixed American (N-case=1466) ancestry group

despite the larger sample size in the European ancestry group (N-case=3177). The lead

SNP from both analyses, rs2294915 (p-value(HL)=2.32× 10−16, p-value(EA)=6.73× 10−11),

is an intronic variant in the PNPLA3 gene and has MAF=0.49 in the HL GIA but only

MAF=0.24 in the EA GIA which could contribute to the heightened associations in the HL

GIA.

We next perform a meta-analysis across all genetic ancestry groups under a fixed effects
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model for each trait for a total of 6 meta-analyses. Meta-analyses present a way to increase

statistical power through increased sample size. We observe a total of 11 genome-wide

significant associations: 28 for ischemic heart disease (27 new), 82 (14 new) for chronic

nonalcoholic liver disease, and 1 (new) association for liver/intrahepatic bile duct cancer.

Specifically, 42 of these associations were not found in any of the ancestry-specific analyses,

such as the two additional significantly associated regions from the meta-analysis of chronic

liver disease (Figure 5.6), demonstrating that the added power can identify associations

not significant in the ancestry-specific analyses. In the ancestry-specific analyses for heart

disease, we only see 1 significant SNP across all ancestry groups that barely reaches genome-

wide significance (p-value=4.11× 10−8). After performing the meta-analysis, this increases

to a total of 28 significant SNPs all within a locus on chromosome 9, with the top SNP

having p-value=3.22× 10−10.

We are not able to perform a meta-analysis for skin cancer since were are limited to

only the statistics computed from the EA GIA group (N-Case=4,583, N-Control=17,603,

M=6,017,984). The analysis in the AA group was omitted to insufficient sample size (N-

Case=38, N-Control=1,923), and all of the SNPs in the HL (N-Case=247, N-Control=5720)

and EAA (N-Case=83, N-Control=3,205) analyses had failed association tests at all SNPs.

Specifically, the association tests resulted in a p-value estimate of NA which is likely due to

the small number of cases or difference in allele frequencies across GIA groups. For example,

the minor allele frequencies (MAF) of rs12203592, the top SNP for skin cancer in the EA

analysis, greatly varies across GIA groups: MAF-EA=0.17, MAF-AA=0.01, MAF-HL=0.07,

MAF-EAA=6.0 × 10−4. Thus, populations with a lower MAF of associated variants would

require larger sample sizes to have sufficiently powered association tests. This demonstrates

that in cases where there are large differences in MAF at associated variations, ancestry-

specific analyses would be preferred over a meta-analysis which could actually lead to a

reduction in power.

Next, we investigated the top significant association for each phenotype and GIA group

through a PheWAS. For rs12203592, an intron variant in the IRF4 gene, we observe sig-
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nificantly associated phenotypes related to skin cancer such as actinic keratosis and basal

cell carcinoma in the EA GIA analysis, both of which have been identified in previous Phe-

WAS studies [84]. At rs1333045, the top SNP associated with ischemic heart disease in the

EA GIA analysis, we find related phenotypes such as coronary atherosclerosis and angina

pectoris. We also perform a PheWAS at rs2294915, the lead SNP for liver/intrahepatic bile

duct cancer in the HL GIA analysis and the lead SNP in the analyses for chronic nonalco-

holic liver disease in both the EA and HL GIA analyses (Figure 5.7). We find that multiple

neoplastic and neurological phenotypes reach significance exclusively in the HL analysis.

These groups of phenotypes are consistent with the known comorbidities with severe liver

disease[311, 282, 232]. Performing a power analysis on the effective sample sizes [314] of the

associated phenotypes in both GIA groups, we do not find evidence that the observed effects

are solely due to sample size. Overall, these findings suggest possible differential genetic

architecture across these two populations, as well as variation even at the phenotype level,

reflecting possible genetic or environmental modifiers of important comorbidities.

5.4 Discussion

As the field moves forward with increased collaboration between the genetics and healthcare

communities, it is of utmost importance to also be aware of potential pitfalls that may occur

when translating research findings into actual clinical populations. Currently, many clinical

protocols implicitly perpetuate racial bias [307, 93, 99, 151, 221]. Many of these flawed

policies stemmed from erroneously linking race, a social rather than biological construct,

with disease risk despite not presenting any biological justification. Although race and

genetic ancestry are correlated [250, 291], our work shows that populations constructed from

these two concepts are not analogous. We encourage protocol decisions that are rooted

in concrete biological phenomena whenever possible, such as genetic markers, providing

transparent, immutable criteria. For example, Benign Ethnic Neutropenia (BEN) is observed

predominantly in African Americans but specifically is strongly associated with the variant

at rs2814778 [244, 23]. Recent studies have suggested that genotype screening at rs2814778
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could aid in the interpretation of neutropenia in African Americans and avoid unnecessary

invasive procedures as well as lead to an increase of the inclusion of these individuals to

various treatments[302].

However, in practice, genetic information is not easily accessible to patients at all insti-

tutions. Additionally, certain disease prediction-based algorithms that leverage SIRE may

be favorable to the non-adjusted version. SIRE is correlated with genetic ancestry as well as

other disease risk factors (sociocultural, socioeconomic, and geographic), making it straight-

forward and more easily accessible to add valuable information into models without explicit

measurements. We recommend deliberately considering the potential harm versus benefit

of using SIRE-adjusted prediction models in each use case. The practice of race/ethnicity-

guided algorithms and guidelines inherently reinforces the idea of race-based medicine and

embeds the idea that health inequities also stem from biological differences. It is an on-

going discussion about whether or not the inclusion of race/ethnicity information actually

re-allocates resources away from racial/ethnic minority patients, causing more harm and an

increase in health inequities.

There are various limitations within our study, and we describe a few of these in detail as

follows. First, the phecodes are based on ICD codes, and due to the nature of billing codes,

this form of labeling does not constitute a formal patient diagnosis and may contain individ-

uals who do not have the specific disease. We also only require the presence of one phecode

to define a phenotype which is a significant assumption. Although we present exploratory

analyses assessing the role of phecode occurrence when defining phenotypes, we underscore

that this imprecise phenotyping limits the power of our study. For further investigation into

specific phenotypes, we recommend refining each phenotype definition based on additional

disease-specific factors and metrics. For example, one could incorporate additional EHR

features, such as those described by the algorithms in the PheKB database [69]. Although

ICD codes are an international standard, the accuracy of phecode assignment could differ

considerably due to heterogeneity in billing practices across medical centers, hospitals, and

clinics both within the UCLA Health System as well as across other institutions. This het-
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erogeneity could present future challenges when replicating studies or porting algorithms to

other institutions. Second, due to the de-identified nature of the data, we lack information

that could help us better describe the fine-scale population groups. For example, birthplace,

zip code, and family history have been shown to be useful descriptors for determining sub-

groups of genetic ancestry [35]. Geographic information could also be used as a proxy for

various environmental exposures such as pollution. Additional socioeconomic information,

such as income and availability of health insurance, could likely account for a portion of

observed associations as well as provide more insight into the socioeconomic determinants

of health. Third, our findings within the African and South Asian ancestry populations are

limited due to the smaller sample sizes. As sample sizes increase, we hope to further refine

population substructure within these initial continental ancestry groups and have the power

to detect novel disease associations that have previously been mired by lack of statistical

power.

An open question and potential additional limitation of this work is generalizing these

results to broader populations that extend beyond the UCLA Health system. For example,

even when assessing self-identified race/ethnicity statistics, there is a discrepancy between

the breakdown of SIRE within ATLAS and the city of Los Angeles. For example, it is

reported that 48.5% of residents of Los Angeles self-identify as Hispanic or Latino [299],

compared to only 15.96% of individuals in ATLAS. This could be due to the specific location

of the UCLA Health system which consists of hospitals both in West Los Angeles and Santa

Monica which are both located in affluent neighborhoods. When comparing demographic

data recorded for the city of Santa Monica, which could be a more accurate representation

of the area surrounding the UCLA hospitals as opposed to Los Angeles as a whole, we find

that 15.4% of individuals self-identify as Hispanic or Latino [299]. Overall, the distribution

of the majority of racial groups in Santa Monica has a high concordance with those reported

in ATLAS. Since travel to treatment centers is often a barrier to treatment [284], this might

explain why the ATLAS population mostly captures the demographics of the nearby areas.

Furthermore, previous work has shown that referral rates for some types of procedures vary
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disproportionately across race and ethnic groups [169, 281, 107]. As a tertiary and quaternary

referral center, this pattern could be reflected in the UCLA patient population. In addition,

this discrepancy could specifically reflect the variations in patient participation rates across

demographic groups. Previous studies have shown that trust in the health system and

the medical community is a large factor when patients consider whether to participate in

medical research [264, 38, 257]. Overall, there are a myriad of factors that influence the

population and health of a specific region such as socioeconomic status, political geography,

immigration, and historical events– the majority of these not being race-neutral. These

observations suggest that many of these analyses should be interpreted with respect to the

UCLA Health system specifically and extrapolating results to larger geographic areas or

groups as a whole should be done with caution.

5.5 Conclusion

In this work, we introduce the ATLAS Community Health Initiative, a biobank embedded

within the UCLA Health medical system consisting of de-identified EHR-linked genomic data

from a diverse patient population. The UCLA Health System serves Los Angeles County,

leading to a study population of great demographic, genetic, and phenotypic diversity. We in-

vestigate ancestry both on the continental as well as the subcontinental population level and

find that genetic ancestry and self-reported demographic information yield distinct subpopu-

lations in the ATLAS biobank. We present a collection of results cataloging the associations

between genetically inferred ancestry and EHR-derived phenotypes where we find that dis-

ease status is not only associated with continental genetic ancestry but also associated with

the specific admixture profile describing an individual. We use multi-ancestry pipelines to

recapitulate known associations for chronic nonalcoholic liver disease at the 22q13.31 locus

and perform a PheWAS at the lead SNP, where we find associations with neurologic and

neoplastic phenotypes exclusively in the HL GIA group. As the sample size increases, the

ATLAS Community Health Initiative will enable rigorous genetic and epidemiological stud-

ies to further understand the role of genetic ancestry in disease etiology, with a specific aim
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to accelerate genomic medicine in diverse populations. Already, the ATLAS biobank ac-

counted for 73.4% of the Admixed American samples utilized in the primary analysis from

the COVID-19 Host Genetics Initiative [78].

We conclude by discussing directions for future work. Although we investigate admixed

populations, such as African American and Hispanic/Latino populations, admixed individ-

uals who do not fall under these groups are excluded from downstream analyses due to

concerns over population structure. In the future, we hope to incorporate methods and

pipelines that properly control for population structure in all types of admixed populations.

Additionally, we plan to compute polygenic risk scores (PRS) across all 5 continental an-

cestry groups. PRS has already shown modest clinical utility for diseases such as breast

cancer [193] and cardiovascular disease [166], but has proven difficult to perform accurate

predictions across populations[195]. The genetic diversity within the ATLAS Community

Health Initiative biobank partnered with the longitudinal clinical data provides a unique

resource to further explore the role of ancestry in PRS prediction. Furthermore, as the size

of the biobank grows and more data is collected over time, we hope to explore even more

individualized health solutions and interventions.

5.6 Figures
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Figure 5.1: Self-identified race/ethnicity (SIRE) and genetically inferred ancestry (GIA)

are not analogous. We show a Sankey diagram visualizing the sample size breakdown of

individuals in each genetically inferred ancestry groups and SIRE groups for all individuals

in ATLAS (N= 36,736).
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Figure 5.2: Global PCA reflects self-identified race/ethnicity and language of ATLAS

participants. (A) Genetic PCs 1 and 2 of individuals in ATLAS (N=36,736) shaded by

continental GIA as inferred from 1000 Genomes. (B) and (C) show the first two genetic

PCs of the ATLAS participants shaded by SIRE and preferred language, respectively. To

improve visualization in (C), only languages with > 10 responses were assigned a color.
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Figure 5.3: PCA of individuals with inferred East Asian American, European American,

and Hispanic Latino American genetic ancestry in ATLAS captures fine-scale subcontinental

ancestry groupings. PCA was performed separately within each continental GIA in ATLAS

with the corresponding subcontinental ancestry samples from 1000 Genomes: (A) East Asian

American, (B) European American, (C) Hispanic Latino American. Cluster annotation

labels were determined using a combination of samples from 1000 Genomes and self-identified

race, ethnicity, and language information from the EHR.

123



EAA

HL

AA

EA

0 2 4 6
OR

Skin cancer

EAA

HL

AA

EA

0.5 1.0 1.5 2.0
OR

Chronic nonalcoholic liver disease

EAA

HL

AA

EA

0.8 1.0 1.2 1.4
OR

Ischemic heart disease

EAA

HL

AA

EA

0.5 1.0 1.5 2.0 2.5
OR

Uterine leiomyoma

EAA

HL

AA

EA

1 2 3
OR

Liver/intrahepatic bile duct cancer

EAA

HL

AA

EA

0.5 1.0 1.5 2.0 2.5
OR

Chronic kidney disease

Genetic Inferred
Ancestry

East Asian American (EAA)
Hispanic Latino American (HL)

African American (AA)
European American (EA)

Figure 5.4: Disease associations vary across continental genetically inferred ancestry groups

in ATLAS. We show the odds ratio computed from associating each phenotype with individ-

uals’ genetically inferred ancestry in ATLAS (N=36,736) under a logistic regression model.

Error bars represent 95% confidence intervals.
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Figure 5.5: Global ancestry correlates with disease prevalence in admixed individuals. In-

dividuals by SIRE who have had a diagnosis of (A) chronic nonalcoholic liver disease, (B)

uterine leiomyoma, or (C) liver/intrahepatic bile duct cancer are binned by their proportions

of either European, African, Native American, or East Asian ancestry estimated using AD-

MIXTURE. Within each bin, we plot the prevalence of the diagnoses and provide standard

errors (+/-1.96 SE) of the computed frequencies.
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Figure 5.6: Recapitulating known associations for chronic nonalcoholic liver disease in

ancestry-specific and multi-ancestry meta-analyses in ATLAS. GWAS Manhattan plots for

chronic nonalcoholic liver disease in the (A) European American, (B) Hispanic Latino Amer-

ican, (C) African American, (D) East Asian American GIA groups in ATLAS, and (E) the

meta-analysis performed across all 4 GIA groups. The red dashed line denotes genome-wide

significance (p-value< 5×10−8). We recapitulate a known association at the 22q13.31 locus.
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Figure 5.7: Identifying correlated phenotypes at rs2294915 in both the Hispanic Latino

American and European American GIA groups in ATLAS. We show a PheWAS plot at

rs2294915 for the Hispanic Latino American (top) and European American (bottom) GIA

groups. The red dashed line denotes p-value=4.09 × 10−5, the significance threshold after

adjusting for the number of tested phenotypes. The red dotted line denotes the significance

threshold after correcting for both genome-wide significance and the number of tested phe-

notypes (p-value=4.09× 10−11).
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CHAPTER 6

Race, ethnicity, and genetic ancestry in the age of

EHR-linked biobanks

6.1 Introduction

With the sharp downturn in the price of genotyping technology and the widespread integra-

tion of electronic health records (EHR) in most healthcare systems (¿95% in the US)(Adoption

of Electronic Health Record Systems among U.S. Non-Federal Acute Care Hospitals: 2008-

2015, n.d.), millions of samples with accompanying EHR information have been collected

across the globe. EHRs provide real-world patient information collected during routine clin-

ical care. EHR-linked biobanks connect this information with human germline DNA samples,

creating rich epidemiological resources that offer multidimensional insights into health and

disease risk[9, 78, 326]. These resources offer a hypothesis-free approach, allowing the testing

of millions of genetic variants against thousands of diseases or phenotypes at scale without

the need for costly recruitment studies [33]. In particular, when studying common disease

risk, EHR-linked biobanks can provide impressive sample sizes just through the accumulation

of diagnoses from routine clinical care.

Global biobanking initiatives have created unparalleled resources for studying genetic

risk in ancestrally diverse populations, which we define as groups of genetically heteroge-

neous individuals from varying ethno-linguistic and geographical backgrounds[117]. Large

sample sizes from these populations were not previously available since the majority of

prior genetic studies were performed in populations of European descent[239, 274]. Na-

tionwide biobanks, including the BioBank Japan Project[214], the Qatar Biobank[1], the
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China Kadoorie Biobank[68] and the UK Biobank[55], have enabled thousands of studies on

population health. Single-medical and health-system-wide biobanks, such as the Kaiser Per-

manente Research Bank[29], Penn Medicine Biobank at the University of Pennsylvania[304],

BioMe Biobank at Mount Sinai, and the BioVu Biobank at Vanderbilt University Medical

Center, can increase ascertainment of cases for more rare diseases (e.g. cystic fibrosis) or

for groups that are not typically not well-represented in general nation-wide ascertainment

efforts, such as those with pediatric or geriatric disorders. The proliferation of EHR-linked

biobanks could serve as a catalyst to our understanding of how genetic ancestry influences

common disease risk and development. A more comprehensive list of current EHR-linked

biobank initiatives is outlined in prior work[9, 317].

Many current clinical guidelines recommend race-based “adjustments” for treatments

and diagnoses, such as diagnosing chronic kidney disease, treating pain, and assessing lung

function, amongst many others[citations]. These stem from the flawed assumption that race

is based on physiological differences; this same assumption is also what served as the foun-

dation for the now-defunct idea of “biological race”. It has been suggested to instead use

genetic ancestry to better explore how human variation affects disease risk. Completely

eliminating the consideration of race and ethnicity in medical research could help prevent

the perpetuation of biological race, but it is also too simplistic to overlook the ideas on

race that have so deeply shaped healthcare in the United States (US)[61, 321]. Advocates

of ‘race-conscious’ medicine express that race and ethnicity can still provide valuable infor-

mation regarding differences in structural conditions and lived experiences whereas genetic

ancestry can be used to describe biological evidence[62]. When using EHR-linked biobanks

to interrogate underlying disease etiology, it is important to be aware of how the biases due

to race and ethnicity can propagate to downstream analyses and its potential for purporting

socially derived patterns as true biological signal. This highlights a critical complexity of

EHR-linked biobanks: investigating disease risk due to variation in genetic ancestry in a

clinical landscape shaped by race and ethnicity.

This perspective aims to discuss how self-reported race and ethnicity and genetic an-
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cestry are currently utilized in EHR-linked biobanks for studying common disease variation

specifically. We highlight considerations where there is no consensus about best practices

and provide transparency about the shortcomings of current methodologies. We intend for

this resource to support researchers working in the space of EHR-linked biobanks and pre-

cision medicine, such as those involved in consortium-wide biobanking efforts[78, 4, 326].

We approach the discussion of these topics with a forward-looking perspective and recognize

that the field has used these concepts imprecisely, as well as exploitatively, in the past, but

we maintain that this type of information can be beneficial for scientific discovery when used

appropriately in specific analyses. Throughout this work, we illustrate specific applications

utilizing data from the UCLA ATLAS Community Health Initiative (ATLAS)[134], includ-

ing inference of genetic ancestry and applications in genome-wide association studies and

polygenic risk scores.

6.2 Revisiting race, ethnicity, and genetic ancestry

The discussion of how to properly utilize race, ethnicity, and genetic ancestry information in

biomedical studies has [27, 101, 131, 132, 148, 273] been an ongoing conversation spanning

decades. Recent events and initiatives have spurred renewed conversation regarding what

genetic ancestry represents and its utility in genomic medicine. First, the genetics field has

come face-to-face with its Euro-centric biases and the impact of these decisions in genomics

research[239, 274]. The current lack of ancestral diversity in genome-wide association studies

(GWAS) is a harbinger for healthcare disparities in these understudied populations. This

concern is not unfounded– polygenic risk scores (PRS) already demonstrate poor predictive

utlity when models trained on individuals with European genetic ancestry, which account

for the vast majority of currently available PRS models[158], are applied across populations

with non-European genetic ancestry[194, 195].

These findings have motivated large-scale government-funded projects that aim to amelio-

rate these disparities. In 2015, the White House announced the Precision Medicine Initiative

with an initial investment of $215 million to fund research in disease prevention and treat-
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ments that take into account individual patient needs[5]. From this initiative, the All of

Us Research Program was established with the goal of genotyping one million individuals

across the United States with a focus on groups that have been historically underrepresented

in biomedical research[13]. The National Institutes of Health (NIH) have also separately

funded initiatives such as the Population Architecture through Genomics and Environment

(PAGE) Study which was designed to characterize the genetic architecture of complex traits

among underrepresented minority populations through multi-ethnic omics and multi-ethnic

PRS[316].

Second, there has recently been a drastic shift in the appropriation of genetics research by

extremists and White nationalists, twisting scientific work to claim biological justification of

a racial hierarchy[226]. The exemplary sample sizes of the biobank era have also subsequently

increased the number of complex traits that show a degree of genetic signal. This includes

numerous studies on phenotypes relating to cognitive behavior and education[147, 157, 162,

248], which are willingly misappropriated to support ideas regarding racial ties to IQ, which

has been thoroughly disproven[113, 297]. However, these false ideas can eventually manifest

as hatred and violence. Recent racially-motivated attacks (as of February 2023) such as

those in Buffalo, NY, Christchurch, New Zealand, and El Paso, Taxes, have brought to light

how modern research can be maliciously distorted[226]. The postgenomic era has provided

copious amounts of genetics research as well as granted access to genetic datasets to the public

(e.g. publicly available data such as 1000 Genomes[7] or direct-to-consumer genetic ancestry

tests). These resources have been used by racist pseudo-scientists to create new content that

supports their supremacist beliefs which are then disseminated on online platforms, feigning

as academic-based studies[255].

Many members of the research community have initiated conversations about poten-

tial guardrails in genetics research and scientific communication that can help prevent this

misuse[21]. For example, although EHRs and biomedical literature often contain the term

“Caucasian” as a racial category, this term has since been denounced due to its erroneous

origins and historically racist implications[238]. A recent review has found a precipitous
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decline in the term’s usage in recent biomedical publications[56]. Additionally, an insight-

ful review by Melissa Wills outlines how slight ambiguities in scientific writing and visu-

alizations can lead to the misappropriation of genetic ancestry and population genomics

studies[313]. Throughout this work, we utilize the guidelines outlined by the American

Psychological Association[17] when describing racial and ethnic identity and the recent rec-

ommendations from Khan et al. when describing genetic ancestry[141]. Furthermore, the

National Academies of Sciences, Engineering, and Medicine is currently convening to es-

tablish best practices for specifically using race, ethnicity, and other population descriptors

in genomics research. Organizations within the research community, such as the American

Society of Human Genetics, have also formally addressed their fraught historical ties with

racism, eugenics, and systematic discrimination and are actively working towards equitable

policies to prevent its resurgence[16, 18, 19].

6.3 Digitizing race and ethnicity for EHR

EHR was never designed for research purposes, but rather has been designed and optimized

for patient clinical care and practice management. Self-identified information such as race

and ethnicity (SIRE) is collected to fulfill federal data reporting requirements[118]. Race and

ethnicity are studied in a myriad of academic disciplines with no universal set of definitions.

In this work, we use the definitions typically referenced in the medical literature. We define

race as one’s identification with a group or identity typically based on a variety of factors,

including physical characteristics, social identity, and geographic history. Ethnicity is one’s

identification with a cultural group that typically shares traditions, language, and cultural

norms[27]. We emphasize that both of these concepts are entirely social constructs and

that neither has a direct connection to biology or genetics. Information on SIRE is typically

recorded in EHR using structured data fields where selections are limited to a list of controlled

vocabularies[288]. The Office of Management and Budget (OMB) outlines the minimum

reporting standards and vocabulary for race and ethnicity in the US[118]. The minimum

fields for race are American Indian or Alaska Native, Asian, Black or African American,
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Native Hawaiian or Other Pacific Islander, and White.

To prevent the insidious integration of socially constructed biases in precision medicine,

it is crucial to acknowledge and account for the biases and complexities associated with the

secondary use of EHR for research. Most EHR systems do not allow for the selection of

multiple race (or ethnicity) values or the use of freeform text to describe an individual’s

identity. This inherently constrains how an individual can report this information. For

example, representing race as “pan-ethnicities”, such as “Asian” and “Black” (both of which

are recommended by OMB), can lead to ambiguity among participants[22]. Historically,

individuals of mixed race are assigned minority status despite their actual percentage of

genetic ancestry[186]. This practice of hypodescent derives from the long-lasting effects of

the “one-drop” rule in the United States where individuals with any perceived African lineage

were subjected to racial segregation and oppression[121].

It cannot be wholly assumed that information reported in the EHR was provided directly

by the patient. Clinical staff and healthcare providers may directly enter patients’ race and

ethnicity information based on the patient’s physical appearance alone. Prior studies have

also shown a degree of discordance between the SIRE information reported in the EHR and

the SIRE information provided when being asked again through other communications (e.g.

phone call, enrollment survey)[34, 149]. Furthermore, an individual might not completely

fill out questionnaire fields if the forms are not available in their preferred language[69],

resulting in non-random patterns of missingness in the EHR. Although the biomedical field

has seen a steady transition away from explicitly using race in genomics research[56], it is

unlikely that the field will completely diverge from the utilization of race and ethnicity due

to its long-standing integration in the healthcare landscape.

6.4 Role of ancestry in the genetic architecture of complex traits

Information about our biological ancestors is encoded through a continuum of complex ge-

netic variation. In this work, genetic ancestry refers to the characterization of the popu-
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lation(s) from which an individual’s recent biological ancestors originated and the genetic

relationship implied by the shared DNA segments inherited from these ancestors[197]. We

use this term to specifically describe individuals where the true origins of their recent biolog-

ical ancestors is known (e.g. Simons Genome Diversity Project[189]. Genetic ancestry has a

significant impact on the genetic landscape underlying human disease risk. Understanding

these genetic patterns within and across ancestral populations provides an empirical basis

for studying how genetic architecture influences common disease risk. Here, we refer to

genetic architecture as the characterization of the genetic contributions influencing a given

phenotype, including the number of causal variants, variation in allele frequencies, and effect

sizes on phenotype[290]. Throughout this work, population descriptors describing genetic

ancestry are explicitly stated as such (i.e. African genetic ancestry). We also attempt to be

precise as possible when communicating results from specific studies by utilizing the exact

population descriptors reported in each study.

6.4.1 Shared common genetic variation

Demographic and evolutionary events have profoundly shaped genetic variation through

forces such as genetic drift and adaptive evolution. These factors are reflected in our genomes,

leading to distinct patterns of genetic variation across ancestral populations. Most common

variants (MAF > 1%) are shared across populations around the globe and association studies

have shown that many of these shared variants confer disease risk across populations[184].

This is unsurprising considering that most common genetic variation was already present

before the human expansion out of Africa[148]. Significant associations have shown mod-

est replication across multiple genetic ancestry groups[171, 192, 316] and trans-ethnic fine-

mapping efforts have further refined these associations to sets of prospective shared causal

variants[144, 156, 160].

Furthermore, increased sample sizes from biobanks have enabled the power to capture

small genetic effects that do not reach genome-wide significance. Prior studies have found

that this extensive sharing of causal variants is not limited to GWAS risk regions, but
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instead is highly polygenic and extends across the entire genome[133, 265, 50]. Estimates of

trans-ethnic correlation (ρ), or the correlation of effect sizes between populations of different

genetic ancestry, consistently demonstrate ρ > 0, meaning that there is some level of shared

genetic risk across populations for most complex traits. The strength of this correlation has

been shown to greatly vary by trait, ranging from ρ = 0.98 for schizophrenia and ρ = 0.46

rheumatoid arthritis (both computed between European and East Asian genetic ancestry

studies)[156]. However, finding adequate sample sizes of non-European genetic ancestries to

test these hypotheses regarding shared genetic architecture is difficult, especially for more

rare disease phenotypes[130].

The depth of the clinical phenome available in EHR-linked biobanks provides a unique

opportunity to assess the cross-ancestry replication of disease associations at scale. Recent

work from Bastarache et al. provides a resource called the Phenotype-Genotype Reference

Map (PGRM), a curated set of vetted replicable genome-wide significant associations (p-

value < 5 × 10−8) spanning 5 genetic ancestry groups and encompassing over almost 150

disease phenotypes. Each disease phenotype is mapped to standardized ICD-based diagnoses

(phecodes[85]) to enable large-scale replication assessments across multiple genetic ancestries

within EHR-linked biobanks. International initiatives such as the Global Biobank Meta-

analysis Initiative (GBMI) have also aided these efforts by bringing together 24 biobanks

across the globe to characterize shared and ancestry-specific genetic variation across stan-

dardized phenotype endpoints[326].

6.4.2 Effect size heterogeneity

Even if causal variants are shared across populations, differences in disease risk can stem

from effect size heterogeneity[220, 316]. Meta-analyses from the first large-scale GBMI study

found that 3% of genome-wide significant loci demonstrated significant heterogeneity in effect

sizes across ancestry[326]. A separate study stratifying genetic effect sizes by proximity to

functional elements (e.g. UTR, histone marks), reveals estimates of stratified trans-ethnic

genetic correlation show that effect sizes tend to be more heterogeneous in functionally
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important regions[266].

Heterogeneity can also occur when the observed effect sizes from GWAS appear to have

varying magnitudes (or direction) due to different levels in LD. This is especially relevant

when there are ancestry-specific differences in LD between the unobserved causal variant(s)

and the observed associated variant(s) inferred from GWAS[152, 265]. Alternatively, this

observed heterogeneity could stem from unmodeled environmental factors, such as gene-

environment interactions. This is of particular concern given that environmental factors,

such as income, insurance, and lived experiences, can greatly vary across individuals and be

highly correlated with race and ethnicity. Consequently, these unmodeled factors could lead

to observed differences in the estimated genetic effects across study populations even though

the differences stem from non-genetic factors.

6.4.3 Divergence of allele frequencies

Associations that do not replicate across genetic ancestry groups could be due to differences

in allele frequencies. A wide body of evidence has shown that allele frequencies can diverge

across populations due to pressures of negative selection which has been estimated to in-

fluence up to 85% of the genome. For example, MC1R, which regulates skin pigmentation

and is associated with an increased risk of melanoma, exhibits reduced sequence diversity

specifically in individuals of African ancestry. It is hypothesized that this is a result of neg-

ative selection where variation associated with skin cancer was reduced due to functional

constraints of the high ultraviolet radiation environments in parts of Africa[258]. Severe

population events, such as bottleneck events, can steeply alter the allele frequency within a

surviving population through genetic drift. EHR-linked biobanks can be mined at scale to

find previously uncharacterized relationships between patterns of fine-scale genetic ancestry

and the clinical phenome. For example, a study in the BioMe Biobank revealed that a ge-

netic mutation in COL27A1, which was previously thought to be rare, is at an appreciable

frequency in individuals of recent Puerto Rican descent, a population that has undergone a

strong bottleneck event[36].
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Biobanks should take caution when performing MAF-based quality control procedures

to prevent the filtering of variants that demonstrate highly variable MAF across ancestral

populations. Quantity control metrics that are sensitive to variable allele frequencies, such

as estimates of individual heterozygosity and tests of Hardy-Weinberg equilibrium, can be

performed within each genetic ancestry group individually. The choice of imputation refer-

ence panel can also greatly affect the accuracy of low-frequency imputed variants. This is

especially relevant for samples of African or Hispanic/Latino ancestry due to the complex

linkage disequilibrium (LD) patterns associated with the continuous admixture of ancestral

populations that remained in Africa during the out-of-Africa migration[86, 177, 303]. More

recent efforts, such as the TOPMed Project[285], have provided large, ancestrally diverse

whole genome sequencing panels that substantially improve imputation quality in under-

represented admixed populations compared to prior panels that predominantly used samples

of European ancestry[150]. A thorough discussion on recommended workflows and consid-

erations for analyzing samples from ancestrally diverse populations is provided in Peterson

et al.[229].

6.4.4 Population private genetic variation

Recent whole-genome sequencing efforts have provided insight into ancestry-specific varia-

tion, where the majority of this variation is represented by rare variants (MAF ¡ 1%)(1000

Genomes Project Consortium et al., 2015). These low-frequency variants rose to population

levels relatively recently in evolutionary history and have remained geographically localized

due to this nascency[148, 292]. African populations are expected to have more population-

private alleles and haplotypes whereas modern-day non-African populations only contain a

fraction of this genetic variation. This genetic divergence is due to the population bottleneck

and the resulting loss of genetic diversity associated with the migration out of Africa[57].

Thus, given the expected amount of population-private disease risk variants, there is con-

cern that rare genetic variation has been predominantly explored in individuals of European

descent.
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This lack of representation leaves substantial knowledge gaps in our understanding of

genetic variation for the majority of the global population and consequently creates blind

spots when applying findings from genomic medicine research. For example, it was found

that individuals with African ancestry received false positive results for hypertrophic car-

diomyopathy based on genetic variants classified as “Pathogenic” or “Likely Pathogenic” at

the time. However, these were reclassified after it was found that these variants were actu-

ally benign in a large portion of individuals with African ancestry. Retrospective analysis

shows that this oversight could have been prevented by the inclusion of a modest number

of individuals with African ancestry in the primary study[191]. This is just one scenario

demonstrating how the extrapolation of genetic findings to multiple populations can unin-

tentionally contribute to inequities in healthcare and how the increased representation of

diverse populations can help ameliorate and prevent new healthcare disparities[200]. Re-

cent efforts have shown the potential of mining large-scale data biobanks with exome data

for identifying uncharacterized, pathogenic rare variation in diverse populations. A study

within the BioMe Biobank systematically re-assessed the connection between the estimated

penetrance of pathogenic variants and the actual recorded disease outcomes by scanning

through the clinical phenome of the EHR[100]. This revealed that the estimated penetrance

of pathogenic/loss-of-function variants was actually relatively low, providing a tangible step

towards variant reclassification, which historically has been a slow process[235].

6.4.5 Correlation between genetic ancestry and SIRE

Despite being separate concepts, genetic ancestry and race and ethnicity still maintain a level

of correlation due to the shared demographic and historical events that shaped subsequent

human populations, societies, and cultures. Prior studies have shown that the evolution of

language broadly follows human evolution and that some factors influencing genetic variation

(e.g. mating, migration) also shape the ethnolinguistic diversity of a population[25, 185].

Variation in skin pigmentation is largely explained by genetic factors, where patterns in

the genome were largely shaped by adaptive selection due to differences in UV exposure
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across. Sociocultural factors such as endogamy associated with religion and other cultural

practices lead to assortative mating which limits gene flow between different populations.

Extensive endogamy can also lead to an increased disease burden due to the effects of genetic

drift within a reduced effective population size. For example, within the Jewish community

(specifically those of Ashkenazi heritage), autosomal recessive disorders, such as Tay-Sachs

and familial dysautonomia, occur at an increased incidence due to the high frequency of

certain founder mutations. This has led to the development of extensive carrier screening

panels for these mutations where the American College of Obstetricians and Gynecologists

guidelines recommend that couples of Ashkenazi Jewish ancestry receive carrier screening.

However, we emphasize that even if natural phenomena, such as evolution, influence traits

that are connected with current ideas surrounding race and ethnicity (e.g. skin pigmentation,

religion), this does not connote a biological connection between these ideas and genetic

ancestry. We encourage the use of genetic ancestry when describing biological concepts,

such as genetic disease risk, and the use of SIRE when discussing non-genetic, socio-cultural

factors.

6.5 Modeling genetically inferred ancestry in disease risk

For EHR-linked biobanks with DNA samples, genetic ancestry is a favored method for de-

scribing the biological similarity between individuals due to the strong correlation between

patterns of common genetic variation and genetic ancestry. Since true ancestral information

is often not available in EHR-linked biobanks, we can instead utilize genetically inferred

ancestry (GIA) or the inferred genetic characterization of individuals within a group who

likely share recent biological ancestors. Specifically, GIA is dependent on the specific infer-

ence processes performed (e.g. PCA and clustering) and the choice of reference data used to

compare genetic ancestry. This procedure largely eliminates the dependence on self-reported

participant information in genetic studies.

139



6.5.1 Characterizing genetic ancestry through PCA

One commonly used approach to assessing common disease risk in ancestrally diverse biobanks

is to first stratify individuals by GIA. A predominantly used technique to characterize ge-

netic ancestry is through principal component analysis (PCA)[136]. Specifically, PCA is

performed on the matrix of individuals’ genotypes where the largest principal components

tend to capture variation due to ancestry-specific differences in allele frequencies[202]. Pro-

jecting the data into 2D space shows the continuous spatial variation among samples which

is highly correlated with global geography[219]. Clustering algorithms (e.g. K-nearest neigh-

bors) can be applied post-hoc to create groups of individuals based on similar patterns of

spatial variation.

GIA is often fitted to ancestral populations characterized by continental boundaries such

as the “superpopulations” present in 1000 Genomes (e.g. European). When projecting

data from ATLAS and 1000 Genomes into PC space, many individuals that self-identify as

White span all along PC 1 and PC 2, but the European GIA cluster only captures a small

fraction of this variation (Figure 6.1A). This dichotomy is especially pronounced in admixed

groups such as those self-identifying as Hispanic or Latino and the Admixed American GIA

group (Figure 6.1C). However, ideas of race are often conflated with a continental-level

representation of genetic ancestry since society tends to also delineate race by continental

borders. Because EHR already contains information on SIRE and is easier to collect in

general, these concepts have been used interchangeably in past biomedical studies. A survey

of previously published studies involving human health revealed that 49% of studies used

the term “ancestry” when referring to non-genetic data and that “continental ancestry” was

the most commonly utilized grouping level[82]. This construct conflation can lead to the

inadequate profiling of disease risk and flawed conclusions regarding differences in biological

signals, even when populations have identical underlying genetic risk profiles.

Furthermore, because SIRE is not standardized across all healthcare systems, both within

the US and internationally, combining results across multiple biobanks that only use SIRE

for stratifying individuals can lead to unaccounted population structure since ideas surround-
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ing race and ethnicity often vary across geographic regions[22]. For example, in Brazil, there

is not an equivalent concept to race as in the US, but instead, their census uses “race-color”

categories which are primarily based on skin pigmentation. However, numerous studies have

shown that skin pigmentation is a crude estimate of genetic ancestry[165, 188]. Furthermore,

analyses would inherently be limited to the predetermined list of self-identifying fields avail-

able in the EHR. PCA plots should be interpreted with caution. “Synthetic maps” created by

projecting geography onto PCs have led to false conclusions regarding the determination of a

given individual’s true biological origins. These PCA and clustering methods do not provide

an absolute assignment of an individual’s true biological origins, but rather can be viewed as

a statistical methodology used to estimate patterns of similarity between genotypes. For this

reason, it has been proposed to shift to descriptors of genetic similarity as opposed to names

of genetic ancestry groups when describing patterns derived from these types of statistical

analyses[76]. A more pernicious assumption is that ideas about an individual’s race can be

inferred from PC patterns. These erroneous assumptions have resulted in dangerous claims,

such as the determination of Jewish ancestry based on genetic information alone(Need et al.,

2009). The idea of a distinct genetic signature being used to determine Jewish descent has

been widely refuted by numerous studies[91, 94, 293]. We emphasize that extreme caution

and consideration be taken when communicating these observations so as to not insinuate

connections to biological determinism, especially given the willful appropriation of scientific

literature by the White nationalist community[58].

6.5.2 Characterizing genetic ancestry through genetic admixture

Describing genetic ancestry through discrete categorizations alone obscures more fine-scale

population structure. Much of the observed genetic variation across populations is due

to admixture events where individuals from two or more previously diverged or isolated

populations (or ancestral populations) mate to form new genetic lineages[269]. The extent

of this variation can be measured through global admixture proportions which can be thought

of as the average ancestry contribution over an individual’s genome. When looking at the
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estimated ancestry proportions within ATLAS, we see extensive genetic variation within each

SIRE category (Figure 6.2). In the African GIA group, individuals are estimated to have

between 0-100% African ancestry. Furthermore, when looking at the Hispanic/Latino-Other

Race and Hispanic/Latino-White SIRE groups, the admixture profiles look approximately

the same despite individuals self-identifying as different races. This not only highlights the

impreciseness of SIRE but also demonstrates how collapsing genetic ancestry information into

broad categories can obscure extensive levels of variation within a population. For example,

Hispanic and Latino populations have a history of extensive admixture between European,

African, and Native American ancestral populations. We demonstrate this phenomenon in

ATLAS with a ternary plot that visualizes the three-way admixture of individuals that self-

identify as an ethnicity other than Non-Hispanic (Figure 6.3). Within ATLAS, individuals

self-identifying as Mexican show lower levels of African ancestry when compared to those self-

identifying as Puerto Rican which is consistent with prior estimates. Despite the substantial

patterns of genetic substructure within the Hispanic and Latino populations, this group is

typically represented as a single category in genetic studies.

Modeling GIA through genetic admixture, as opposed to categorical measurements,

also provides the opportunity to study disease risk in individuals from highly admixed

populations who are typically excluded from GWAS. Specifically, in ATLAS, 7% of indi-

viduals are excluded because the samples were unable to be characterized into a single

GIA category. As of February 2023, according to the live GWAS Diversity Monitor[205]

(https://gwasdiversitymonitor.com/), admixed individuals make up only approximately

2% of GWAS participants which consequently restricts the potential for identifying valuable

ancestry-specific information regarding disease risk in these populations. An alternative

approach is to perform an association test between a disease phenotype and individuals’

genome-wide ancestry instead of individual variants. This can be especially useful for dis-

eases that show different disease burdens across populations but have yet to yield any large

effect sizes from GWAS. For example, there is a marked difference between the burden of

asthma in Puerto Rican and Mexican ethnic populations even though both are typically
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grouped under the umbrella ethnicity of “Hispanic or Latino”[6]. Prior studies have shown

that asthma risk and lung function is correlated with African ancestry. One hypothesis for

the observed difference in disease prevalence is due to the fact that, on average, Puerto Ricans

tend to have a larger proportion of African ancestry than Mexican individuals[54, 231].

6.6 Bias in phenotype construction from EHR

The effects of racial bias can propagate to association studies when constructing phenotypes

from the EHR. Diseases that are consistently underdiagnosed in racial or ethnic groups can

translate to a loss of power in GWAS since a considerable number of individuals with a

disease will be mistakenly labeled as controls[90]. For example, although Black patients are

diagnosed with schizophrenia four times more likely than White patients(Barnes, 2004), one

of the largest schizophrenia studies of participants with African ancestry from the Million

Veterans Program revealed that the prevalence of schizophrenia for participants was not

associated with individuals’ PRS risk strata[40]. This discrepancy suggests that common

genetic variation may not be the primary driver of the high schizophrenia prevalence in

Black populations. Other hypotheses suggest that the increased diagnostic rate could be

due to clinician bias or misdiagnosis of mood disorders[30, 261]. This demonstrates the

numerous entry points for algorithmic bias and its potential prolific downstream effects in

resulting conclusions regarding disease etiology.

Clinical notes and natural language processing (NLP) are among the most common data

sources used when constructing phenotypes from the EHR(Kirby et al., 2016), including the

phenotyping algorithms utilized in the Phenotype KnowledgeBase, a collection of validated

EHR phenotyping algorithms[146]. However, racial biases in clinical notes can also lead

to imprecise phenotyping, driven by circumstances of bias instead of true disease presenta-

tion. For example, prior studies show that stigmatizing language appears more frequently

in admission notes for non-Hispanic Black patients[122]. One alarming example is from a

study demonstrating how an NLP model for disease-related automated question answering

demonstrates significant racial bias for pain mitigation, where clinical scenarios with Black
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patients were more likely to be refused pain treatment compared to White patients. Racial

disparities in pain treatment stem from the completely speculative, yet widely accepted,

belief that Black individuals have higher thresholds for pain[citations]. This emphasizes the

need for formal, transparent assessments of bias and fairness on NLP models to screen for

patterns and predictions that reinforce health inequities[32, 271, 287].

It is not typically known a priori whether or not algorithmically constructed phenotypes

are biased nor the exact source(s) of the bias. A recent work by Dueñas et al. proposed recom-

mendations to control for common healthcare biases in algorithmic phenotype construction

for GWAS[88]. Specifically, one recommendation is to reduce sources of heterogeneity in the

phenotyping population; for example, due to the known biases in schizophrenia diagnoses,

phenotypes should be separately constructed in groups of White, Black, and Hispanic/Latino

individuals. Additionally, for many diseases, it is expected that comorbidity profiles among

cases should be relatively similar (e.g. medications, symptoms). Assessing phenome-wide

differences across cases can help identify biased case/control assignments. Another insidious

source of bias is case selection bias due to non-random missingness in the EHR. In particu-

lar, patterns of missingness are often correlated to healthcare access and proximity. Recent

NLP methods attempt to recover this missing data through information present in clinical

notes[143]. Resultantly, it has been shown that mitigating the missing-data bias can lead to

improved disease prediction.

6.7 Modeling social determinants of health from the EHR

Because most genetic association testing frameworks assume that the environmental noise

component (non-genetic factors) is shared across individuals, there is also considerable con-

cern that unmodeled differences in environment can induce spurious associations. A common

strategy to account for this stratification is to include SIRE as a covariate in the model, but

this relies on the key assumption that SIRE is a suitable surrogate for systematic differences

in environment such as social determinants of health (SDoH). However, SIRE is very broad

and oftentimes captures a culturally heterogeneous population. This over-adjustment or
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unnecessary adjustment with covariates from the EHR can cause a reduction in power or

false positives[20, 233, 259]. Additionally, many environmental and modifiable risk factors

tend to correlate with race and ethnicity, such as diet, socioeconomic status, pollution, and

neighborhood[109, 227]. However, if SIRE is used as a proxy for these variables, this prevents

the opportunity for the development of healthcare policies that can explicitly address the

source of the disparity[104]. Furthermore, there is apprehension that purporting SIRE as

an adjustment factor can misleadingly assign race and ethnicity as contributing causes of

disease.

Prior EHR studies have demonstrated innovative workflows to extract epidemiological

variables or surrogate variables from the EHR[66]. Zip codes can be extracted from the EHR

and then augmented with external datasets to construct a myriad of proxy measurements for

specific variables of interest. For example, measurements of socioeconomic data per zip code

such as median household income, percent unemployment, and percent below the poverty

line, can be extracted from demographic databases, then summary statistics can then be used

as a surrogate measurement for the individuals residing in that zipcode[254]. Other examples

include measurements of “neighborhood walkability” to study BMI[89] and proximity to crop

fields to assess agricultural risk in antibiotic resistance[60]. Resident addresses extracted

from EHRs in tandem with geographic information system (GIS) technology can provide

precise measurements of the human exposome, including measurements of pollution and

environmental exposures (e.g. chemicals)[42]. Studies have even shown that birth month

captures effects of seasonal variations experienced during infancy (e.g. climate, allergens,

flu)[44, 43]. The uptick in health wearables also shows great potential in providing individual-

level in-depth data about individuals’ physiological factors. The continuous monitoring

enabled by many wearables can also provide biometrics measured in everyday conditions

(e.g. physical activity).

Ideally, specific SDoH should be measured and modeled explicitly to enable the devel-

opment of targeted solutions. For example, prior studies have shown that many previously

observed healthcare disparities can be attributed to socioeconomic status (SES) as opposed
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to biological factors once SES is explicitly accounted for. The Institute of Medicine con-

ducted the Capturing Social and Behavioral Domains in Electronic Health Records study

in an effort to improve how SDoH are represented in EHR. Specifically, the study rec-

ommended a set of social and behavioral domains such as educational attainment, stress,

physical activity, and neighborhood median-household income, be integrated as fields within

the EHR[70, 71]. Continuing efforts to include measurements of SDoH directly into the EHR

are already underway and have shown great promise in increasing EHR-based clinical risk

model performance[39, 66, 140, 305].

6.8 Applications in EHR-linked biobanks

6.8.1 Genome- and phenome-wide association studies in EHR-linked biobanks

EHR-linked biobanks present unique opportunities to conduct association studies across

thousands of clinical phenotypes at scale and across multiple clinical populations. A ma-

jor concern for both genome- and phenome-wide association studies is properly controlling

for population stratification. The predominant approach is to use PCA-based GIA cate-

gories (see “Characterizing genetic ancestry to study common disease risk in EHR-linked

biobanks”). However, at times, other demographic information within the EHR is used to

group together individuals, such as language, country of origin, or parents’/grandparents’

country of origin. For regions with a history of cross-continental immigration and ex-

ogamy, immediate family origin information might not wholly reflect the genetic ances-

try of individuals[29, 204]. Prior analyses have also shown that an individual’s chosen

language is not a consistent identifier in the EHR and may vary due to concerns around

stigma or bias[149]. Although the preciseness to which self-reported information surrogates

for population structure information likely varies by cohort, prior biobanking studies have

found evidence that genetic structure cannot reliably be accounted for by questionnaire data

alone[204].

A key disadvantage of this grouped-stratification approach is that many individuals may
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be excluded because they are not able to be assigned to a specific GIA category. Instead, lin-

ear mixed models (LMM) avoid this by jointly modeling all genotypes to account for popula-

tion structure and cryptic relatedness, bypassing the need for ad-hoc categories[138, 176, 329].

However, jointly modeling all individuals possess great computational concerns for large

biobanks. Recent methods, such as BOLT-LMM[183, 182], have enabled scalable associa-

tion statistical estimation for quantitative traits by modeling SNP effects within a Bayesian

framework. Additionally, the SAIGE software employs a saddle-point approximation to en-

able scalable inference for case-control phenotypes[327]. Another method called SUGEN[172]

utilizes generalized estimating equations to account for non-random sampling designs and

intricate relatedness between participants, both of which are major concerns when model-

ing biobank data. Prior studies have shown considerable success in collectively modeling

all individuals in large cohorts without an increase in Type I error regardless of genetic

ancestry[127, 316], although there is still active concern regarding the use of LMMs as the

main procedure for accounting for population structure[72, 280]. A more detailed primer on

methods development for EHR-linked biobanks can be found in Wolford et al.[317].

6.8.2 Genetic risk prediction in ancestrally diverse populations

The postgenomic era has made way for the translation of genomic medicine into the clinic[112].

As sample sizes have grown, large-scale association studies have achieved the power to cap-

ture small genetic effects which have been critical for the increased accuracy of genetic risk

prediction methods[65, 87]. These advancements have thrust the study of PRS into a fast-

evolving, burgeoning field[168]. Already, PRS has shown promising success in retrospective

studies for coronary heart disease[142], breast cancer[198], and type 2 diabetes[295]. Given

the rapid pace of advancements in the area, this perspective aims to only highlight a selected

set of considerations regarding the application of PRS in ancestrally diverse EHR-linked

biobank settings.

Differences in genetic architecture due to population structure can greatly limit the ac-

curacy of PRS when trained and applied to groups with different genetic ancestry[194].
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Because PRS weights are often derived from GWAS summary statistics, the substantial

Euro-centric bias of these studies means that, in practice, individuals with non-European

ancestry or whose ancestry is not represented in large-scale GWAS are likely to be dispro-

portionately plagued by less reliable prediction scores. Population genetics literature posits

that the decay in accuracy is proportional to the genetic divergence between the training

and discovery cohorts[262]. This pattern is also recapitulated in ATLAS when assessing

the accuracy of a PRS for BMI across SIREs. Using weights previously estimated from

samples of European ancestry[240], we see that the score achieves the highest performance

in the White/Non-Hispanic SIRE and then decays as the proportion of European ancestry

within each SIRE decreases (Figure 6.4). However the “Hispanic/Latino” - White and “His-

panic/Latino - Other Race” SIREs achieve similar performance despite the fact that these

are separate groups. This is not surprising considering the similar admixture profiles but also

underscores the impreciseness of SIRE when performing individual-level genetic prediction

for disease risk. Empirical studies of PRS applied to human disease phenotypes also show

that biases caused by these differences are unpredictable and the magnitude of this bias

greatly varies by trait, indicating that post-hoc statistical corrections are unlikely to fully

alleviate these discrepancies[194, 195].

There have since been large efforts to create methods that perform multi-ancestry PRS

prediction[105, 289, 324]. Specifically, the PRIMED Consortium was established by the NIH

to aid in the development of methods that specifically improve the utility of PRS in diverse

populations[312]. However, at this time, there is no universally agreed-upon optimal solution

for computing transferable PRS. A prominent concern is how an individual’s genetic ancestry

will be taken into account when computing patient-level PRS. For example, when performing

risk prediction for an individual who is of admixed African and European, would it be more

suitable to use a PRS model trained on African or European samples? Currently, there

are no guidelines that make formal recommendations for ‘ancestry-matching’ or ‘ancestry-

adjustment’ in the computation of PRS. A large-scale study being led by the eMERGE

Network (Electronic Medical Records and Genomics) has integrated PRS prediction and
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clinical recommendations through a genome-informed risk assessment that will be returned

to the patient[173]. Raw scores are “ancestry calibrated” through the adjustment of an

individual’s genetically inferred ancestry information as measured by PCA[142]. In the

same study, a survey shows that if given the opportunity to receive a genetic risk assessment,

participants would be interested in receiving clinical recommendations despite being made

aware that the given PRS could not be fully validated in all ancestral populations[173]. This

brings up important ethical issues for patient care and underscores the imminence of these

techniques in the clinic as well as its potential for misuse.

6.9 Towards a multidimensional approach to genetic ancestry in

genomic medicine

The fast-approaching reality of personalized medicine exposes the need to move away from

broad, categorical representations of genetic ancestry and instead embrace genetic ancestry

as a full continuum[167]. The continuous nature of genetic ancestry is very clear, as seen

in clines from PCA, extensive admixture, and spectrum of allele frequencies. Not only does

this alleviate concerns regarding how to properly assign individuals to groupings, but this

explicit categorization of individuals for clinical algorithms (even if using GIA) is an echo of

many now-disputed ‘race-based’ healthcare practices. Instead, genetic ancestry is a multi-

dimensional phenomenon that can be quantified in a myriad of ways and its utility is likely

to be highly dependent on the specific phenotype of study and research goal. For example, in

some applications, there is no need to explicitly quantify genetic ancestry. Instead, assessing

disease risk could be performed by looking directly at the specific genetic mutations of an

individual that ultimately impact the biological mechanism of interest. As genetic-based

diagnoses and treatments are increasingly integrated into the healthcare community, it is

important to be aware of how these concepts have been used in the past and consistently

reevaluate the role and impact of these ideas in healthcare as research continues to evolve.
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Figure 6.1: GIA and SIRE do not capture the same information. Within each subplot, we

show the projection of PC1 and PC2 in ATLAS. Each left-hand panel shows individuals who

self-identify as the listed race or ethnicity. Right-hand panels show individuals within each

genetically inferred ancestry group.

6.10 Figures
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Figure 6.2: Admixture plot showing the ancestry breakdown stratified by SIRE. The an-

cestral proportions correspond to: European (k1), African (k2), East Asian (k3), Native

American (K4).
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Figure 6.3: Genetic ancestry proportions greatly vary within the Hispanic/Latino SIRE.

Ternary diagram shows the proportion of inferred African, Native American, and European

genetic ancestry within the self-identified Hispanic and Latino population in ATLAS.
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Figure 6.4: Performance of polygenic risk scores have variable performance across SIRE.

We show boxplots for the distribution of BMI PRS scores computed within each SIRE

in ATLAS. PRS weights were computed from a prior study and are based on samples of

European ancestry. Error bars were computed using 1,000 bootstrap samples.
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CHAPTER 7

Electronic health record signatures identify

undiagnosed patients with Common Variable

Immunodeficiency Disease

7.1 Introduction

Human inborn errors of immunity (IEI), also referred to as primary immunodeficiencies

(PIDs), are rare, often monogenic diseases that confer susceptibility to infection, autoimmu-

nity, and auto-inflammation [286]. There are currently over 400 distinct IEIs and dozens more

are discovered each year due to the availability of whole exome or genome sequencing[286].

One of the most common IEIs is the Common Variable Immunodeficiency (CVID) phenotype,

a heterogeneous group of disorders characterized by a state of functional and/or quantitative

antibody deficiency and impaired B cell responses[15, 79]. The most common clinical presen-

tation of CVID includes recurrent sinopulmonary infections, but can also include a variety

of symptoms related to autoimmunity (e.g., autoimmune hemolytic anemia) and immune

dysregulation (e.g., enteritis, granulomata). The prevalence of the CVID phenotype ranges

from 1 in 10,000 to 1 in 50,000 individuals worldwide[45]. Only 2,000 known cases in the

United States have been identified as of 2019[310]. suggesting that between 5,000 to 33,000

patients with CVID have yet to be found in the United States alone.

Despite advances in genome sequencing technologies and the increased capacity of di-

agnosis for IEIs, the spectrum of genetic etiologies of the CVID phenotype is not fully

understood. Over 30 genes have been implicated in CVID, but the specific genetic cause

is not identified for the majority of individuals. More recently, it has even been proposed
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that the genetic basis of CVID can be described by a polygenic genetic architecture, where

cumulative genetic effects across the genome confer disease risk[272, 224]. Because there is

no clear causal genetic mechanism, there is no genetic test available for providing definitive

diagnoses. Furthermore, this genetic variability leads to heterogeneous presentations of pa-

tients with CVID, making it even more difficult to diagnose. Individuals with CVID present

with broad phenotypic patterns of autoimmunity and/or infection susceptibility. Since the

immune system is intertwined with nearly all organs and tissues, the clinical presentation of

rare immune diseases such as CVID intersects with virtually every medical specialty. This

causes the fragmentation of patients across multiple clinical subspecialties, which leads to

significant delays in diagnosis and treatment. This consequential delay is one of the ma-

jor challenges in initiating clinical care for CVID patients, averaging 5 years in children

[300] to 15 years in adults. This protracted delay in treatment increases both morbidity

and mortality[275, 26, 111]. Thus, there is a highly critical and unmet need to reduce the

diagnostic delay for CVID and promptly provide these patients with treatments such as

immunoglobulins and immunomodulators.

The recent availability of large-scale electronic health records (EHR) has enabled the

computational assessment of patients’ phenotypic characteristics solely based on their medi-

cal records[31, 209, 28, 241, 164], enabling the systematic and scalable review for millions of

individuals. A fundamental difficulty in this approach is having a priori knowledge about how

the patterns of CVID are represented solely through EHR. We refer to these patterns describ-

ing the manifestations of CVID through EHR as the EHR-signatures of the disease. Because

there is not a single clinical presentation for CVID, constructing an EHR-signature for CVID

is not straightforward. In this work, we present a computational algorithm, PheNet, that

computes a CVID score to prioritize patients likely to have CVID and thus candidates for

immune specialist review and formal diagnoses. We leverage a high-quality, clinically curated

list of CVID patients (N=197) identified within the UCLA Health System to construct a

statistical model to learn the EHR-signature of CVID. Given the low prevalence of CVID

and the complexities associated with diagnosing patients, this curated dataset represents one
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of the largest databases of CVID patients, enabling us to construct models previously not

available due to the limited sample sizes of rare disease patients.

We demonstrate that PheNet attains superior accuracy versus state-of-the-art methods.

We find that 57% of cases could be detected within the top 10% of all individuals ranked by

PheNet in the EHR whereas previous phenotype risk scores specific to CVID[31] only capture

37% of cases, and prior genetic testing risk scores[209] only capture 23% of cases. Using EHR

data from UCLA Health medical records, we show in a retrospective analysis that 64% of

previously undiagnosed CVID patients at UCLA could have been identified by PheNet over

8 months before they received their initial diagnosis. We further validate our approach with

a blinded clinical review from a clinical immunologist for the top 100 patients identified by

PheNet out of a total of 880K individuals in the UCLA Health population. We find that 74%

of individuals could be confirmed as highly probable as having CVID and specifically 8% of

the top 100 could be confirmed as putatively diagnosed with CVID based on an examination

of their full medical record. Taken together, EHR-based algorithms such as PheNet will

expedite the diagnosis of CVID patients and will help identify novel phenotypic patterns of

CVID.

7.2 Methods

7.2.1 Study population and electronic health record (EHR) data

The data for this study was extracted from the Discovery Data Repository (DDR) at the

University of California, Los Angeles (UCLA). This data warehouse contains all UCLA

Health patient information since the implementation of the EHR system in March 2013.

The data includes various measurements and metrics such as laboratory tests, medications,

billing codes, admissions, and others.

To assess the generalizability of using PheNet scores for different facilities that did not

participate in model training, we conducted validation on the UC Health Data Warehouse.

The clinical data of the five University of California medical centers contain EHR for 4.97
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million patients. We computed the PheNet score for all of them. For computing PheNet

scores, we excluded the ICD codes for CVID ( ’279.06’, ’D83.9’, ’Z94.2’, and ’Z94.3’) for

consistency during determining the phenotypes of patients.

7.2.2 CVID case definition

Central to our approach was establishing a collection of patients with a known CVID status

that served as our “ground truth” cohort. These CVID cases were selected by manual

chart review through the following process. First, a chart review of patients with the ICD-

10 code D80.* (Immunodeficiency with predominantly antibody defects) helped broaden our

ability to study immune disorders under an IRB-approved protocol. This search accumulated

3, 200 individuals who all fell under the category of “certain disorders involving the immune

mechanism”. Medical records were reviewed to determine the significance of those individuals

with this recurring diagnosis code. This process helped eliminate patients who received

an immunodeficiency code based on acute occurrences of low antibodies or for access to

immunomodulatory treatments including Immunoglobulin (IVIG) without a phenotype of

an immune disorder. Additionally, many patients with a cancer diagnosis were excluded

based on immunosuppressive medications causing immune dysregulation. The resulting list

consisted of 197 patients with CVID who can be consented to research.

7.2.3 Control cohort construction

We constructed a case-matched (see “CVID case definition”) control cohort using the follow-

ing procedure. Out of the possible N=880K patients in the UCLA Health EHR, we selected

individuals based on the self-identified sex, self-identified race/ethnicity, age (closest within

a 5-year window), and the number of days recorded in the EHR (closest within a 180-day

window) that matched each individual in the case-cohort. For age, we used the age listed

on the individuals’ most recent encounters. The resulting procedure resulted in a total of

N=197 cases and N=1,106 controls.
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7.2.4 Mapping CVID clinical definition to phecodes

To represent features derived from the EHR in our model, we encoded features as phecodes

using the ICD code to phecode mapping v1.2[83]. These codings represent groupings of

ICD codes developed to better represent phenotypic and clinical significance from the EHR

and were originally used for phenome-wide association studies. To systematically select

the set of phecodes describing CVID, we utilized the entries for CVID listed in the Online

Mendelian Inheritance in Man (OMIM) catalog [201] which provides clinical descriptions

for thousands of rare diseases. Specifically, we selected the following OMIM ids: 607594

(CVID1), 616576 (CVID12), 614700 (CVID8), 240500 (CVID2), 615577 (CVID10), 616873

(CVID13), 613495 (CVID5), 613494 (CVID4), 617765 (CVID14), 613493 (CVID3), 613496

(CVID6), 614699 (CVID7), 615767 (CVID11). We then used a previously defined database

annotating syndromes listed in OMIM with Human Phenotype Ontology (HPO) terms, a set

of terms used to clinically describe human phenotypic abnormalities[153, 114]. Using this

database, we were able to systematically aggregate a list of HPO terms for CVID derived

from the clinical descriptions within OMIM. We then used a previously defined mapping

between HPO terms and phecodes [31] to translate the list of HPO terms into a list of

phecodes which could be constructed using information directly from the EHR. Altogether,

this process resulted in a total of 34 unique phecodes describing CVID.

7.2.5 Selecting model features derived from training cohorts

In addition to using features derived from OMIM (see “Mapping CVID clinical definition to

phecodes”), we also include features learned specifically from the training cohort. Although

features derived from OMIM may broadly categorize the disease, leveraging information

specific to the training cohort can add additional information not already encoded within

OMIM. For example, there is variation in how institutions encode diagnoses within the

EHR which may not be captured in all OMIM clinical descriptions. Additionally, OMIM

definitions are often derived from a limited number of cases due to the rare nature of the

diseases. Thus, some symptoms listed might only actually appear in a small percentage of
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cases since the definitions were derived from such a limited sample size. Other symptoms not

currently listed in the clinical descriptions could also be indicative of the disease, but again

were not formally added to the clinical definition because the symptoms did not appear in

the original samples used for the OMIM description.

To select cohort-specific features, we considered all phecodes present on the medical

records of individuals in the training cohort. From a possible 1,800 phecodes, we limited

our selection to phecodes present in at least 2 CVID cases and excluded phecodes already

selected from OMIM. We then selected the most highly enriched phecodes within the training

cohort. We performed a hypothesis test testing the difference in proportions between the

case and control groups for each phecode. Ranking phecodes by p-value, we selected the top

K phecodes. In practice, we set K=10 but also explore alternative values.

7.2.6 IgG laboratory tests

The final feature included in the model is measurements of Immunoglobulin G (IgG) levels,

a common type of antibody. Low IgG is a characteristic of immunocompromised individuals

with diseases such as CVID. Instead of using the raw measurement as a feature directly,

we convert the values to a categorical scale where the lab value is encoded as ‘0’ if the

individual has never received an IgG test, ‘1’ if the individual has had an IgG test ≥ 600

mg/dL (normal range), and ‘2’ if the individual has had an IgG test <600 mg/dL (abnormal).

If an individual had multiple recorded IgG tests, we selected the lowest recorded value.

7.2.7 Model inference

For benchmarking experiments, we performed 5-fold cross-validation within each experiment

to quantify the accuracy of various inference frameworks. To address the imbalance of cases

in our dataset, we created a more balanced training dataset using random upsampling with

an upsampling ratio of 0.50 and downsampling controls to N=10,000. We explored the trade-

off of various upsample ratios and downsampling sample sizes. We estimated the weight of

each feature using logistic regression (no penalty). We performed additional experiments to
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quantify performance using a variety of other inference methods, such as ridge regression,

random forest, and the inverse-log frequency weighting scheme employed by PheRS. Hyper-

parameters utilized in the ridge regression and random forest models were selected using an

additional 5-fold cross-validation step within the training step.

7.2.8 Comparison with previous methods

We compare PheNet with the current state-of-the-art method PheRS[31] and a related

phenotype-risk score that identifies patients who would benefit from chromosomal microar-

ray testing (CMA-score)[210]. Both methods also utilize phecodes as features. PheRS selects

phecodes that correspond to the OMIM clinical description of a given disease and then com-

putes the log-inverse frequency of the phecode measured in the general patient population.

This is then used as the feature weight in the algorithm and the prediction score is a weighted

sum of the weights and the presence of a given phecode, making this approach an entirely

unsupervised method that does not leverage any labeled case information. To compare meth-

ods, we used PheRS weights computed using the UCLA EHR from over N=880K patients.

The CMA-score framework utilizes counts of all possible phecodes and a random forest

model. This method requires a training dataset composed of individuals with confirmed

CMA tests which was not available to us at this time. Instead, for computing the CMA

scores, we utilized pre-computed weights from the original CMA-score study conducted at

Vanderbilt University. To quantify the performance of PheNet, PheRS, and the CMA-score,

we compute the risk scores for all patients using each method with 5-fold cross-validation.

7.2.9 ICD-based diagnosis date

Although all individuals in the case-cohort were verified to have CVID, we were not able to

directly obtain the exact date of diagnosis from the manually reviewed records. For those

individuals for whom we could not discern an exact date of diagnosis, we used a heuristic

to estimate the date of diagnosis based on occurrences of the ICD code for CVID (D83.9).

We refer to this as the “ICD-based diagnosis date” to clarify that it does not constitute the
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precise date of a formal clinical diagnosis. However, there were 8 individuals who did not

have an ICD code for CVID and thus we could not provide an estimated diagnosis date.

7.2.10 Assessing PheNet using retrospective EHR

We first encoded a patient’s most recent visit as time point 0. We recorded the time of

an encounter in a patient’s medical record as the number of days before their most recent

visit. This provided us a common metric of time to use when performing analyses across all

patients. We computed a patient’s PheNet score at 30-day intervals, spanning approximately

6 years (30 days x 12 months x 6 years). At each interval, we only considered features that

were recorded up to and including that time point (and time before the given interval). To

compute the score percentile for each CVID patient, we used the scores of all other patients

taken at time point 0 (i.e. most recent visit) and then added the score of the single CVID

patient from the designated time point. Using this distribution, we computed the score

percentile for the specific CVID patient at that time point. This is then repeated for all

CVID patients across all time points. Because we only had EHR from 2013, we do this to

ensure that the overall distribution of scores at earlier time points is not skewed since there

are many patients that do not have medical records in the electronic system at earlier time

points. We then check to see if any CVID patients reached the top of the score distribution at

any time point before an individual’s ICD-based diagnosis (see “ICD-based diagnosis date”).

7.2.11 Clinical validation of individuals identified by PheNet

To validate our approach, we performed a clinical chart review for the top set of individuals

prioritized by PheNet. First, we removed all individuals that were deceased or who had phe-

codes corresponding to solid organ transplants, cystic fibrosis, or human immunodeficiency

virus, resulting in the removal of 42,346 individuals. These specific disorders could lead to

immunodeficiency and have a similar profile to CVID, but the cause of their immunodefi-

ciency is already explained. We then selected the top 100 individuals identified by PheNet

and a control group of 100 randomly selected individuals from the patient population. For
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external validation in the UC Health data warehouse, we computed the PheNet score for

all patients and counted those with ICD codes for CVID ( ’279.06’, ’D83.9’, ’Z94.2’, and

’Z94.3’) for consistency.

Clinical charts were directly reviewed by a clinical immunologist in a blinded review who

had access to each individual’s full medical record. The two lists were merged and scrambled,

and the clinician was not aware of how the list of individuals was generated. Each individual

was ranked according to an ordinal scale from 1 to 5 quantifying the likeliness of having

CVID where 1 was defined as “near certainty not CVID” and 5 was “definitive as CVID”

meaning that the individual met the criteria of a physician diagnosis.

7.3 Results

7.3.1 Summary and description of CVID cohort at UCLA

Central to our approach was training and validating our model using a data set of individuals

with a known diagnosis of CVID. To first identify a smaller set of medical records to review,

we restricted the search to individuals with ICD-10 code D80.* (Immunodeficiency with

predominantly antibody defects) which produced approximately N=3,200 individuals within

the UCLA Health system. Medical records for each individual were then manually reviewed

by a clinical immunologist to determine the significance and recurring patterns associated

with the specific diagnosis codes (see Methods). This process helped eliminate individuals

who received an immunodeficiency code not directly associated with CVID, for example,

based on acute occurrences or individuals with a cancer diagnosis who were receiving im-

munosuppressive medications that caused immune dysregulation. This procedure identified

a cohort of N=197 individuals with a confirmed CVID diagnosis (Figure 7.1). For model

training and validation, we constructed a matched control cohort based on self-identified sex,

self-identified race/ethnicity, age (closest within a 5-year window), and the number of days

recorded in the EHR (closest within a 180-day window) (see Methods), resulting in a total

of 197 cases and 1,106 controls (Figure 7.2).
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The resulting CVID cohort was 71.6% female, and the average age was 55.4 (SD: 19.5).

Previously constructed cohorts had a very similar demographic profile that also showed an

increased female predominance[95]. Using the ICD-based diagnosis dates (see Methods), we

found that the average age of individuals at diagnosis was 55.0 (SD: 19.0) years old which is

consistent with a large portion of individuals being diagnosed with CVID after age 40 [26]. To

evaluate the extent of patients’ immune dysregulation, we assess patients’ immunoglobulin

G (IgG) levels, a common antibody that is typically low in CVID patients[45]. Within the

case-cohort, we found that 86.3% of individuals had at least one IgG laboratory test and

37.1% had at least one abnormally low IgG laboratory test result (<600 mg/dL). Out of the

control cohort, we found that only 3.2% of individuals had an IgG test and only 0.45% with

an abnormal result which is consistent with the majority of individuals not likely having

any immunodeficiencies. Many individuals had extensive medical history at UCLA Health

where the average extent of EHR data was 14.7 years (SD: 7.9), and the average number

of unique ICD-10 codes per individual was 95.8 (SD: 95.7) (Table 7.1). However, there

were 6 individuals out of the 197 CVID cases who had fewer than 10 encounters within

the EHR from UCLA. This could reflect individuals who came to UCLA only to receive a

formal diagnosis or those who only came for a second opinion, but largely had their care at

a different medical center.

7.3.2 Constructing a CVID risk score model from EHR-derived phenotypes

We used the curated set of cases to learn the EHR-signature for CVID as follows. For

features, we used phecodes[85](codes derived from ICD codes used to represent clinically

meaningful phenotypes from the EHR) and laboratory measurements of immunoglobulin G

(IgG) (see Methods). To prevent overfitting, we selected a subset of phecodes (out of possible

1, 800 codes) that best captured the phenotypic patterns of CVID. We first selected phecodes

matching the clinical description of CVID listed in the Online Mendelian Inheritance in Man

(OMIM)[201] database for a total of 34 phecodes. Then, leveraging the annotated data

specifically for this study, we included the top K significant phecodes with a significantly
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higher frequency in the cases as compared to the controls (see Methods). To prevent biases,

we excluded the actual phecode for CVID itself (279.11) from the set of features. Varying

the value of K controlled the tradeoff between adding more information to the model and

overfitting due to the increased data dimensionality. We found that K = 10 provided a

high level of performance while also preventing overfitting, and we used this parameter

in all subsequent analyses. In addition to the set of selected phecodes, we included the

laboratory test for immunoglobulin G (IgG) levels as that gives a proxy for the immune

state of the patient. Because we are only interested in capturing whether patients have had

a test and then if this result was abnormally high, we discretized laboratory measurements

as a categorical variable where patients’ lab result was either normal (IgG >600 mg/dL),

abnormal (IgG <600 mg/dL), or no IgG test was recorded in their medical record.

We next compared a variety of prediction methods to learn a function that best mapped

the feature set to each individual’s CVID status. We evaluated various methods that varied

in model complexity, including linear methods such as marginal logistic regression of each

feature, penalized joint models like ridge regression, as well as non-linear methods such as

random forest regression. We found that marginal regression and ridge regression achieved

similarly high performance (AUC-ROC/PR(marginal): 0.95/0.83, AUC-ROC/PR(ridge):

0.96/0.88). We opted to use marginal regression to maintain the most straightforward in-

terpretability of the regression coefficients. We additionally assessed the performance of

the model when including IgG information and found that the inclusion of this single fea-

ture added a substantial increase in performance (AUC-ROC/PR(IgG): 0.95/0.83, AUC-

ROC/PR(no-IgG): 0.89/0.73). To account for the severe case imbalance associated with

predicting rare diseases, we performed random upsampling of the cases to achieve a more

balanced dataset. Comparing various upsampled ratios, we found that a ratio of 0.50 pro-

vided optimal performance. Our final prediction model included the 34 phecodes selected

from OMIM, the K=10 phecodes learned from the case-cohort, and the IgG laboratory test

with an upsampling ratio of 0.50. Using 5-fold cross-validation, we showed that the aver-

age PheNet scores for individuals with CVID had a significantly higher risk score than the
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matched controls (Cochran-Armitage Test test: p-value < 2.2× 10−16). We emphasize that

this risk score does not quantify the risk of an individual developing CVID in the future,

but instead assesses whether or not the patient likely already has CVID at the present time

(but has just not yet been diagnosed).

7.3.3 PheNet is more accurate than existing phenotype risk scores for predict-

ing CVID

Next, we compared PheNet against PheRS, an unsupervised risk score designed for identi-

fying undiagnosed patients with rare diseases [31], and the chromosomal microarray (CMA)

risk score, a method designed to predict patients who would benefit from CMA tests for

diagnoses[209]. The model for the CMA risk score was pre-computed from the Vanderbilt

EHR since re-training the model would require constructing a training dataset of individuals

with validated CMA tests which we did not have at this time. However, because PheRS is

an entirely unsupervised method, we were able to re-train the model for CVID prediction

within the UCLA EHR. We found that PheNet performed 17% better than PheRS when

comparing AUC-ROC and 42% better when comparing AUC-PR. In comparison to the CMA

test, PheNet performed 30% and 66% better in terms of AUC-ROC and AUC-PR (Figure

7.3A, B). In practice, only individuals with very high-risk scores would be candidates for

follow-up. Setting a threshold score of 0.90, we found that 57% of cases could be detected

within the top 10% of individuals ranked by PheNet score (Figure 7.3C). In contrast, PheRS

and the CMA-score only captured 37% and 23% of cases at the same threshold.

The improvement of PheNet over the CMA-score is most likely because the CMA-score

was developed for a highly-related but broader problem such as the identification of indi-

viduals that could benefit from CMA testing for diagnosis. The genetic cause for CVID is

not found for over half of the patients, suggesting that even performing a CMA test would

not likely identify CVID patients in the majority of cases. Additionally, deviations in per-

formance could also be due to the fact that the CMA model was trained in EHRs from

a separate institution. However, the CMA model was previously tested in out-of-hospital
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populations and showed little decrease in performance. To further investigate the potential

bias due to EHR from different institutions, we compared the accuracy of PheRS using a

model that was trained in the Vanderbilt EHR. Because the PheRS method is entirely un-

supervised, we could do a systematic performance comparison when using models trained at

UCLA and Vanderbilt (VU). We found that the pre-trained feature weight for the phecode

561.1 (Diarrhea) was not available in the Vanderbilt EHR, thus we excluded this feature

from both models for this set of analyses. We found that the AUC-ROC and AUC-PR were

almost exactly the same (PheRS-UCLA: 0.79, 0.48; PheRS-VU: 0.79, 0.49), suggesting that

the EHR-signature for CVID is very similar between the institutions and not likely a major

source of bias.

We performed additional analyses to assess whether the performance of PheNet was

artificially biased because scores were computed for individuals based on EHR information

obtained both before and after their diagnoses. To test whether a more temporally restricted

set of EHR data could still have appropriate predictive power, we created a “censored” testing

dataset that limited each individual to only information present in the medical record prior

to an individual’s “ICD-based diagnosis” for CVID. Because we do not have access to the

exact date of patients’ formal diagnoses (due to a date shift in the EHR not present in the

manually reviewed medical records), we estimate the date based on the occurrences of the

ICD-10 code for CVID (D83.9) within the EHR. We clarify that the cohort of CVID patients

was formally identified through manual chart review and that this ICD-based procedure was

only used to identify the approximate date of diagnosis within the EHR (see Methods).

The training dataset was still trained on all data points up to the present regardless of the

diagnosis date as this does not affect test performance. Using this more restricted test set, we

found a modest reduction in performance, but we were still able to capture a large percentage

of CVID patients. Specifically, we found 46% of cases compared to 5% of cases within the

top 10% of patients ranked by PheNet. When comparing AUC-ROC and AUC-PR, we see

a 17.7% and 51.7% decrease in performance. This drop in performance could be because

some patients do not have substantial medical history at UCLA preceding their diagnosis
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which would drastically limit the prediction power. When limiting our assessment to CVID

patients with at least 1 year of EHR data before their diagnosis (N=58), we find only an

8.1% and 44.6% drop in performance for AUC-ROC and AUC-PR respectively, suggesting

that with adequate medical history, there is limited performance bias when using all EHR

information up to the present.

7.3.4 PheNet identifies new patients with CVID in real data

We next sought to quantify the utility of PheNet as a predictive tool for identifying whether

patients could be diagnosed earlier by conducting an analysis using the UCLA EHR data

from over 880K individuals at UCLA. The dataset comprised all individuals within UCLA

Health with at least one encounter and at least one ICD code, for a total of 880K individuals

(as of 2019), including our previously established case-cohort of 197 CVID cases. Using

5-fold cross-validation, we divided the data into 80% training set and 20% testing set folds

and ran PheNet on each fold of the data (see Methods). To mirror how PheNet would be

used in practice, we limited the testing dataset to only features that appeared in the EHR

prior to an individual’s ICD-based diagnosis. For different scoring thresholds, we captured

CVID patients at various times both before and after their diagnoses. In practice, the score

threshold could be chosen according to a specific goal and the amount of resources available.

For example, one would recommend using a high stringency score threshold, thus capturing

fewer individuals, if patients were to be followed up individually which is a resource-expensive

undertaking.

To ensure individuals had an adequate amount of medical history prior to their diagnosis

of CVID, we restricted the analysis to individuals with at least one year of EHR data prior to

their ICD-based diagnosis (N = 58). We set a threshold PheNet score of 0.9 for this analysis

and found that PheNet identified 64% of individuals with CVID before their ICD-based

diagnosis (Figure 7.4). The median number of days between the date identified by PheNet

and the date of diagnosis was 244 days (SD: 374). For example, the individual shown

in Figure 7.5 reached the top percentile of the PheNet score distribution 41 days before
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their record reflected any immunodeficiency diagnosis codes. This patient had accumulated

7 phecodes that influenced their PheNet score in the years prior to diagnosis. Then the

patient’s record revealed measurement of a modestly low IgG level, which further increased

their risk score. This example demonstrates the advantage of aggregating information from

both phenotypes and laboratory tests to identify individuals as high-risk. These results

show that PheNet has substantial utility for not only identifying undiagnosed individuals

with CVID but also bringing them to a diagnosis earlier than they might have in a usual

clinical scenario.

7.3.5 Clinical validation of identified undiagnosed individuals with CVID

To validate the utility of PheNet for identifying new patients with CVID, we conducted an

analysis using the UCLA EHR data from over 880K individuals at UCLA as the discovery

cohort. We removed from consideration all individuals who were deceased or who had phe-

codes corresponding to solid organ transplants, cystic fibrosis, or infection with the human

immunodeficiency virus, resulting in the removal of 42,346 individuals. Individuals with

these disorders may exhibit similar clinical profiles as those with CVID, but their pheno-

types are likely due to their immunocompromised conditions, not a primary genetic disease.

We then selected the top 100 individuals identified by PheNet and a control group of 100

randomly selected individuals from the patient population. On average, the group of top

100 individuals had an average of 15.5 years of medical history and the randomly selected

group had 7.1 years.

We scrambled these two sets of patients and performed a clinical chart review for these

individuals (see Methods). Medical records were directly examined by a clinical immunol-

ogist who was blinded to the groups and not informed that they were validating a risk

score algorithm for CVID. The clinician had access to each individual’s full medical record

including notes, images, and scanned documents, which were not available to the PheNet

algorithm. Each individual was ranked according to an ordinal scale from 1 to 5 quantifying

the likeliness of having CVID where 1 was defined as “near certainty not CVID” and 5 was
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“definitive as CVID” meaning that the patient meets the criteria of a physician diagnosis.

From the list of top 100 ranked individuals, 74% of individuals were assigned a score of 3, 4,

or 5, indicating that they were highly probable as having CVID (Figure 7.6). Specifically, 8%

of individuals were assigned a score of 5, meaning that they were positively diagnosed with

CVID by having low immunoglobulin levels and poor humoral responses to vaccine antigens

or having a prior outside physician diagnosis of CVID. In contrast, the individuals who were

randomly chosen exclusively had scores of 1, 2, or 3, and 90% of individuals had a score of

1 or 2, indicating that they likely did not have CVID. Overall, these results validate that

our approach is useful to identify patients with CVID and overcome the major challenge of

initiating care in a timely manner. The reduction of delays in diagnosis will enable patients

to seek appropriate medical care to reduce morbidity and mortality.

In addition to prediction performance, it is also important to understand the symptoms

that contributed to each individual’s increased risk status. In practice, it would not be suffi-

cient to only identify individuals to refer to an immunology clinic, but it is also necessary to

explain exactly which factors contributed to their identification. Examining the regression

coefficients from the model in the form of odds ratios, we can identify phenotypes that were

most predictive (Table 7.2). We find that some of the most predictive features (e.g. primary

thrombocytopenia) were not provided from the OMIM clinical description but were from the

set of enriched phecodes identified from the case-cohort, further emphasizing the benefit of

including a well-curated case-cohort in the prediction model. The signs and symptoms that

contributed to each of the top 100 individuals’ risk scores are shown in Figure 7.7. Overall,

there are wide variations in the symptoms of each individual, demonstrating the utility of

methods that aggregate both numerous symptoms and laboratory results to identify patients

at risk. There is no single feature present in all 100 individuals with the highest PheNet

scores, underscoring the lack of any single clinical manifestation as being pathognomonic of

CVID. We also observed that the majority of individuals had a mixture of both autoimmune

and infection-related phecodes, further demonstrating the heterogeneity of the CVID pheno-

type. These patterns were consistent with those observed in the cohort of formally diagnosed
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CVID patients. In contrast, the majority of randomly selected individuals did not have any

major symptoms matching the patterns of CVID estimated by PheNet, and the signs and

symptoms present within this group were those that were among the most common in the

general population such as upper respiratory infections and asthma.

7.3.6 Validation on the University of California wide data warehouse

For general applicability, we next tested whether PheNet could be applied to new databases.

We validated the generalizability of PheNet using de-identified clinical data collected from

the University of California medical centers that include (a) University of California Los

Angeles; (b) University of California San Francisco; (c) University of California Davis; (d)

University of California San Diego (but not Rady Children’s Hospital); and (e) University of

California Irvine (> 4.9 million patient records, https://www.ucbraid.org/cords (Table

7.3). We scored and ranked each individual in the UC-wide data set using the PheNet

weights calculated from UCLA data as above (i.e., no training was performed on the UC-

wide data). To assess the utility of the scores, we asked whether PheNet could identify

patients who had at least one encounter with a diagnosis code of CVID (ICD code ’D83.9’)

(N= 1, 838 out of > 4.9M patient records). When ranking patients by PheNet scores, we

found a striking enrichment of patients with a diagnosis code of CVID in the top-ranked

patients. For example, among the top 10, 000 patients ranked by PheNet score, we found

44% for UCLA to 64% for UCD of all patients with a CVID diagnosis code among more than

2 million patient records. A random ranking of patients would find less than 6 patients from

each clinical site in the top 10,000 patients. This result demonstrates enrichment of CVID

cases among those with high PheNet scores and showcases the power of this approach to

prioritize patients suspected of CVID for follow-up analyses. Taken together, these results

confirmed that PheNet maintains robust interoperability with new databases and new data

formats after training PheNet with UCLA’s CVID patients.
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7.4 Discussion

In this work, we identified phenotypic patterns of CVID, or EHR-signatures, encoded in

patients’ medical records and trained an algorithm to identify patients who likely have CVID

but who have been otherwise “hiding” in the medical system. Due to the heterogeneity of

clinical presentations for IEI phenotypes, CVID patients can initially present to a wide

range of clinical specialists who focus on the specific organ system involved (e.g., the lung)

rather than directly to an immunologist for the underlying immune defect. This organ-based

approach of our current healthcare system can result in tunnel vision and hinder a formal

diagnosis in IEI, particularly for those patients who have multi-system manifestations that

fluctuate over time. As a result, these patients face a diagnostic delay of 10 or more years.

Each year of delay in the diagnosis of CVID results in an increase in infections, antibiotic use,

emergency room visits, hospitalizations, and missed days of school and work totaling over

USD $108,000 compared to the year after the diagnosis of CVID is made (in 2011 dollars,

which is approximately $145,000 in 2022 dollars) [207]. The diagnostic delay for adults

with CVID ranges between 10-15 years(Slade et al. 2018b), suggesting that $1M or more

per CVID patient is being misdirected by the US healthcare system because of diagnostic

delays. Considering that there may be ∼ 10, 000 or more individuals currently waiting to be

diagnosed with CVID, the aggregate impact on the US health system is billions of dollars

due to a failure to diagnose CVID in a timely fashion. Beyond the economic impact, the

non-quantifiable impacts on patients’ lives due to diagnostic delays are even more significant.

For example, previous studies have shown that undiagnosed patients suffer from anxiety and

depression as they undergo costly tests and specialty visits[207].

Prompt identification of patients who may have IEIs by primary care providers is paramount

to reduce the risk of irrevocable sequelae of invasive infections, such as bronchiectasis, en-

cephalitis, or kidney failure. A number of efforts have attempted to codify a set of “warning

signs” that offer guidance to primary care doctors. Most recognizable are the “10 Warn-

ing Signs” that have been widely disseminated by the Jeffrey Modell Foundation for two

decades. Before EHRs, the broad phenotyping necessary to assemble a proper picture of
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heterogeneous IEIs like CVID was not possible, and so guidelines had to be developed by

committees and expert opinions. These warning signs largely emphasized infections as a

core feature of IEIs. Our results suggest that phenotypes of inflammation, autoimmunity,

malignancy, and atopy should also be included. Indeed, two analyses found these 10 warn-

ing signs were unable to identify many subjects with known IEIs[187, 225], possibly because

phenotypes aside from infections were missing. When the warning signs were applied to

adults versus children with known IEIs, adult patients were often missed (45% sensitivity for

adults versus 64% for children)[41], suggesting the need to modify assessments based on age.

In other studies, the need for intravenous antibiotics, failure to thrive, or relevant family

history was found to be the only strong predictors of IEIs[243, 279]. An algorithm devel-

oped by the Modell Foundation improved IEI diagnoses by using a summation of diagnostic

codes[208] and another recent algorithm that summed weighted ICD codes further improved

diagnoses[247]; however, these approaches did not include laboratory values. Retrospective

gathering of features as we performed here has been useful in aggregating the phenotypic

features of patients with IEIs into a score that can discern those with IEIs from those with

secondary immunodeficiencies [294]. Recent work used a Bayesian network model to score

“risk” in a framework that categorized individuals into either high, medium, or low-risk cat-

egories of having any IEI[247]. Their approach also classified each patient into a likely IEI

categorization (e.g., combined immunodeficiency, antibody deficiency, etc.). One limitation

in Bayesian analyses is in the assessment of probabilities (and conditional probabilities) for

rare events; this concern was partially alleviated by employing a large cohort of children

with known IEIs. But as a result, that work suggested that 1% of all patients were at

medium-to-high risk of IEI, potentially overestimating the true prevalence by 100-200 fold.

That work highlights one of our limitations, too, that ascertaining a proper threshold for

risk scores is fraught. Regardless, these efforts showcase both the potential and the unmet

need for identifying previously undiagnosed patients in large healthcare systems.

There are several inherent limitations to our study. The prediction algorithm is derived

primarily from ICD codes within the EHR. Although ICD codes represent an international
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standard, the specific patterns of assigning ICD codes can often vary across physicians and

institutions[223, 125]. We overcame this concern by employing phecodes, a generalization of

phenotypes derived from ICD codes and better suited for EHR research [318]. However, even

using phecodes requires a careful examination of their level of descriptive granularity. For

example, one clinical description for CVID in OMIM includes hypothyroidism as a potential

phenotypic feature. Accordingly, we utilized the phecode for “Hypothyroidism” (phecode

244.2) in the prediction model. However, no individuals within the CVID cohort at UCLA

had this phecode within their medical records. Upon further inspection, we found that

this symptom was instead attached as the phecode under “Hypothyroidism NOS” (phecode

244.4). The lesson was that many phecodes under 244.X could equally apply, and that small

deviations in diagnosis coding practices could have a large impact on algorithmic outputs.

We ameliorated these deviations by not only utilizing symptoms provided in OMIM, but

also by learning important model features directly from the training data.

Another limitation of our work was the amount of longitudinal information available in

the EHR. Patients move frequently and obtain care from a variety of settings (private prac-

tices, urgent care clinics, in addition to large health systems); consequently, only a subset

of their data are contained in the health system’s database. Because EHR vendors change

with regular occurrence, many EHRs hold only a maximum of 5 − 15 years worth of data,

which may not be enough to fully glean the necessary details of a patient’s health trajectory.

We also did not consider the number of times a specific diagnosis appeared nor the order

that the phecodes appeared on the medical record. Since CVID is characterized by recurrent

infections, we believe that longitudinal information of multiple occurrences would increase

the specificity of the model by disregarding individuals with single acute diagnoses. We also

did not restrict the types of encounters when collecting the diagnosis codes (e.g., hospital-

ization, emergency department, or outpatient clinic). Annotations of past and present ICD

codes vary considerably across these settings. Instead, we wanted to use as much informa-

tion as possible to increase the power of our model. However, limiting diagnoses that occur

specifically during appointments or hospital visits (as opposed to laboratory tests) could
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also increase specificity and better differentiate individuals with other immunocompromis-

ing conditions (e.g. cancer). We hope to develop these extensions in future work.

Genetic sequencing in patients with immunodeficiency can alter disease management,

treatments, and clinical diagnosis[278]. Our approach can be used to expedite the referral of

patients to immunologists and to support the need for genome sequencing. By broadening the

base of patients studied and their phenotypes, such efforts should expand our understanding

of the immunogenetic basis of antibody deficiencies like CVID. In the future, we want to

investigate the variants associated with the highest risk scores. The impact of our work will

greatly benefit the IEI community as there is an urgent need for more systematic, resource-

efficient ways to identify and categorize patients with IEIs.

7.5 Tables

feature OMIM phenotype freq(all) freq(cases) OR

IGG Igg <600 NA NA 9.64

279.1 Immunity deficiency 41.62% 0.48% 42.84

475 x Chronic sinusitis 47.72% 4.45% 5.52

495 x Asthma 42.13% 9.56% 2.14

136 Other infectious and parasitic

diseases

34.52% 3.13% 5.48

496.3 x Bronchiectasis 23.35% 0.56% 20.00

472 Chronic pharyngitis and na-

sopharyngitis

24.37% 1.96% 6.62

709.7 Unspecified diffuse connective

tissue disease

14.21% 0.51% 13.09
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283 x Acquired hemolytic anemias 4.57% 0.16% 28.01

287.31 Primary thrombocytopenia 9.64% 0.24% 19.16

579.2 x Splenomegaly 8.12% 1.02% 3.91

502 Postinflammatory pulmonary fi-

brosis

15.23% 0.79% 10.34

31 Diseases due to other mycobac-

teria

4.57% 0.13% 17.92

289.4 x Lymphadenitis 17.77% 3.24% 2.85

41 x Bacterial infection NOS 12.18% 2.86% 2.29

264.2 x Failure to thrive (childhood) 2.54% 0.39% 2.95

696.4 x Psoriasis 5.08% 1.33% 2.18

504 Other alveolar and parietoalveo-

lar pneumonopathy

9.64% 0.52% 7.21

381.1 x Otitis media 4.06% 1.92% 1.13

561.1 x Diarrhea 23.86% 6.08% 1.80

496 x Chronic airway obstruction 13.71% 2.16% 3.19

480 x Pneumonia 25.38% 4.67% 2.63

283.1 x Autoimmune hemolytic anemias 3.55% 0.06% 18.09

279.8 Other specified disorders involv-

ing the immune mechanism

4.06% 0.07% 11.98

202.2 x Non-Hodgkins lymphoma 4.57% 0.74% 2.88

497 x Bronchitis 12.18% 2.60% 2.32

255.2 x Adrenal hypofunction 0.51% 0.01% 26.00
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279.2 Autoimmune disease NEC 6.09% 0.15% 15.57

555 x Inflammatory bowel disease and

other gastroenteritis and colitis

0.00% 0.00% 1.00

535 x Gastritis and duodenitis 0.00% 0.00% 1.00

244 x Hypothyroidism 0.00% 0.00% 1.00

686 x Other local infections of skin

and subcutaneous tissue

8.63% 2.52% 1.88

264 x Lack of normal physiological de-

velopment

0.00% 0.00% 1.00

716 x Other arthropathies 0.00% 0.02% 0.00

253.5 x Pituitary dwarfism 1.52% 0.10% 7.37

555.2 x Ulcerative colitis 3.55% 0.56% 2.55

320 x Meningitis 1.52% 0.32% 1.77

251.1 x Hypoglycemia 2.54% 0.72% 1.98

369.5 x Conjunctivitis, infectious 6.60% 3.08% 1.14

573.3 x Hepatomegaly 6.09% 1.43% 2.20

284.1 x Pancytopenia 4.57% 0.81% 3.23

704.1 x Alopecia 4.57% 2.11% 1.13

287.3 x Thrombocytopenia 11.17% 2.37% 2.74

315 x Develomental delays and disor-

ders

1.02% 1.14% 0.47
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465 x Acute upper respiratory infec-

tions of multiple or unspecified

sites

23.86% 12.86% 0.92

Table 7.2: PheNet algorithm features with the frequency

in the UCLA patient population and the CVID cohort.

Odds ratios are reported in the last column.
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Case Control

Sample size 197 1,106

Age (years)

Mean (s.d.) 55.35 (19.53) 54.20 (20.26)

Median 60.00 57.00

Sex (%)

Male 28.43 30.81

Female 71.57 69.19

Mean number of unique ICD codes 95.76 (95.67) 69.00 (95.67)

Mean medical record length years 14.72 (7.93) 14.27 (7.89)

IgG laboratory test

No test 12.7% 96.8%

IgG >600 mg/dL (normal) 49.2% 2.7%

IgG <600 mg/dL (abnormal) 37.1% 0.45%

Table 7.1: Demographics of CVID case/control cohorts. We show a summary of the indi-

viduals in both the CVID case (N=197) and control cohorts (N=1,106) including age, sex,

number of unique ICD codes, number of years recorded in the EHR, and immunoglobulin G

(IgG) laboratory tests. If patients had more than one IgG test, the lowest value was used.
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UCLA UCSF UCD UCSD UCI

Total patients 1,642,284 1,222,352 794,585 733,128 579,360

Total patients with CVID ICD code 1,018 580 355 98 372

PheNet top 100

10

(1.72%)

10

(2.82%)

6

(6.12%)

15

(4.03%)

17

(3.93%)

PheNet top 1,000

63

(10.9%)

57

(16.1%)

32

(32.7%)

53

(14.3%)

80

(18.5%)

PheNet top 5,000

178

(30.7%)

131

(36.9%)

50

(51.0%)

139

(37.4%)

206

(47.6%)

PheNet top 10,000

255

(44.0%)

184

(51.8%)

63

(64.3%)

188

(50.5%)

272

(62.8%)

Table 7.3: Enrichment of patients with a CVID diagnosis code identified within the UC-Wide

Data Warehouse. The number of patients with the CVID ICD-10 code (D83.9) in each top

PheNet scored cohort across the UC-Wide Data Warehouse.
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7.6 Figures
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Figure 7.1: Overview of CVID cohort curation and new CVID patient identification. We

provide a flowchart describing the EHR review process for constructing a well-curated list of

clinically diagnosed patients with CVID. We then demonstrate how this cohort is used for

training a prediction model which is then used to identify undiagnosed CVID patients in a

discovery cohort. A manual chart review is performed on the patients with the highest risk

score with the future goal of highly probable CVID patients being referred to an immunolo-

gist.
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Figure 7.2: Overview of PheNet model training and application within a discovery cohort.

We present a visual summary of case/control cohort construction, PheNet model training,

and application within a discovery dataset at UCLA Health. In (I) we show the workflow for

constructing a case-cohort of clinically diagnosed patients with CVID from medical charts

(N=197). (II) shows the criteria used to create a matched control cohort from the EHR

(N=1,106). (III) visually summarizes the construction of a prediction model, including

feature selection from phecodes, the inclusion of laboratory values, a variety of inference

frameworks, and data balancing techniques. Finally, (IV) demonstrates how the PheNet

model can be applied within a discovery cohort to identify patients with a high likelihood of

CVID who can then be further assessed by manual chart review to confirm diagnosis.
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Figure 7.3: PheNet is more accurate than existing phenotype risk scores for predicting

CVID. Performance metrics comparing the performance of PheNet, PheRS-CVID, and the

CMA-score within the case (N=197) and control (N=1,106) cohorts from the UCLA Health

population. The CMA-score was computed using weights pre-trained from data from Van-

derbilt (VU); PheNet and PheRS-CVID were trained using weights trained from EHR data

at UCLA. (A) and (B) show the receiver operating characteristic and precision-recall curves

across the different prediction models. AUC is provided in parentheses in the legend. In

(C), we display a curve showing individuals with a PheNet score ¿ 0.90 and the proportion

of CVID cases captured within the varying percentiles of PheNet scores.
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Figure 7.4: PheNet identifies CVID patients before their original diagnosis dates. Distribu-

tion of the time between individuals’ ICD-based diagnoses for CVID and the time point at

which individuals’ risk score ¿ 0.90 (denoted at the blue circles). Only individuals with at

least 1 year of EHR data prior to their ICD-based diagnosis were included. Two individuals

were excluded from the graph because they did not meet the score threshold at any point

in time for a total of N=56 individuals shown. ICD-based diagnoses were determined as the

time point when individuals first accumulate at least two CVID ICD codes (D83.9) within

a year.
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Figure 7.5: Sample patient’s CVID timeline. The top panel lists all CVID-relevant phe-

codes on a sample patient’s record. The point when the patient received their first immun-

odeficiency billing code is denoted by the red star. The middle panel shows the patient’s

immunoglobulin G (IgG) laboratory results over time, where a value ¡ 600 mg/dL is consid-

ered abnormal. The bottom panel shows the percentile of the patient’s risk score computed

over time. Specifically, we show that the patient reached the 99th percentile of the PheNet

score distribution 41 days before their medical record showed evidence of specific immunod-

eficiency care. Note that the patient’s timeline has been date-shifted.
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Figure 7.6: PheNet identifies undiagnosed individuals with CVID. We show the CVID clinical

validation scores for the top 100 individuals with the highest PheNet score and 100 randomly

sampled individuals. Each individual was ranked according to an ordinal scale from 1 to 5

quantifying the likeliness of having CVID where 1 was defined as “near certainty not CVID”

and 5 was “definitive as CVID”.
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Figure 7.7: PheNet identifies undiagnosed individuals with CVID. We show the CVID clinical

validation scores for the top 100 individuals with the highest PheNet score and 100 randomly

sampled individuals. Each individual was ranked according to an ordinal scale from 1 to 5

quantifying the likeliness of having CVID where 1 was defined as “near certainty not CVID”

and 5 was “definitive as CVID”.
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Mondŕıguez-González, Stephanie A Price, Elizabeth M Krantz, Steven A Pergam,
and Julie K Silver. Assessment of the Inclusion of Racial/Ethnic Minority, Female,
and Older Individuals in Vaccine Clinical Trials. JAMA Netw Open, 4(2):e2037640,
February 2021.

[99] Phil B Fontanarosa and Howard Bauchner. Race, Ancestry, and Medical Research.
JAMA, 320(15):1539–1540, October 2018. Publisher: American Medical Association.

[100] Iain S Forrest, Kumardeep Chaudhary, Ha My T Vy, Ben O Petrazzini, Shantanu
Bafna, Daniel M Jordan, Ghislain Rocheleau, Ruth J F Loos, Girish N Nadkarni,
Judy H Cho, and Ron Do. Population-Based penetrance of deleterious clinical variants.
JAMA, 327(4):350–359, January 2022.

[101] Morris W Foster and Richard R Sharp. Race, ethnicity, and genomics: social clas-
sifications as proxies of biological heterogeneity. Genome Res., 12(6):844–850, June
2002.

198



[102] Malika Kumar Freund, Kathryn S Burch, Huwenbo Shi, Nicholas Mancuso, Gleb
Kichaev, Kristina M Garske, David Z Pan, Zong Miao, Karen L Mohlke, Markku
Laakso, et al. Phenotype-specific enrichment of mendelian disorder genes near gwas re-
gions across 62 complex traits. The American Journal of Human Genetics, 103(4):535–
552, 2018.
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[185] Saioa López, Ayele Tarekegn, Gavin Band, Lucy van Dorp, Nancy Bird, Sam Morris,
Tamiru Oljira, Ephrem Mekonnen, Endashaw Bekele, Roger Blench, Mark G Thomas,
Neil Bradman, and Garrett Hellenthal. Evidence of the interplay of genetics and culture
in ethiopia. Nat. Commun., 12(1):1–15, June 2021.

[186] H L Lujan and S E DiCarlo. The racist “one drop rule” influencing science: it is time
to stop teaching “race corrections” in medicine. Adv. Physiol. Educ., 45(3), September
2021.

[187] Andrew MacGinnitie, Frank Aloi, and Seema Mishra. Clinical characteristics of pe-
diatric patients evaluated for primary immunodeficiency. Pediatr. Allergy Immunol.,
22(7):671–675, November 2011.

209
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Kelso, Nick Patterson, and David Reich. The Simons Genome Diversity Project: 300
genomes from 142 diverse populations. Nature, 538(7624):201–206, October 2016.

[190] Ani Manichaikul, Josyf C Mychaleckyj, Stephen S Rich, Kathy Daly, Michèle Sale,
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Lichtenstein, Peter Lichtner, David C Liewald, Pamela A Madden, Patrik K E Mag-
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