UC Merced
Proceedings of the Annual Meeting of the Cognitive Science
Society

Title
Workshop on Deep Learning and the Brain

Permalink
https://escholarship.org/uc/item/8c29s52K

Journal
Proceedings of the Annual Meeting of the Cognitive Science Society, 36(36)

ISSN
1069-7977

Author
Saxe, Andrew Michael

Publication Date
2014

Peer reviewed

eScholarship.org Powered by the California Diqital Library

University of California


https://escholarship.org/uc/item/8c29s52k
https://escholarship.org
http://www.cdlib.org/

Workshop on Deep Learning and the Brain

Andrew Michael Saxe (asaxe @stanford.edu)
Center for Mind, Brain, and Computation,
Department of Electrical Engineering,
Stanford University
316 Jordan Hall, Stanford, CA 94305 USA

Keywords: Deep learning; Neural networks; Sensory process-
ing

Introduction

Deep learning methods rely on many layers of processing to
perform sensory processing tasks like visual object recog-
nition, speech recognition, and natural language processing
(Bengio & LeCun, 2007). By learning simpler features in
lower layers, and composing these into more complex fea-
tures in higher layers, deep learning systems take advantage
of the compositional nature of many real world tasks. To
recognize cars, for instance, a deep system might first build
wheel detectors, window detectors, etc, in lower layers, be-
fore combining these into a car detector at a higher layer.
Deep learning has emerged as a central tool in the engineer-
ing disciplines due to its impressive performance in a range
of applications, from visual object classification (Krizhevsky,
Sutskever, & Hinton, 2012; Ciresan, Meier, & Schmidhu-
ber, 2012) to speech recognition (Mohamed, Dahl, & Hinton,
2012) and natural language processing (Collobert & Weston,
2008).

Parts of the brain (and in particular the visual system) ap-
pear to share some of these features. Anatomically, they con-
sist of a series of processing layers than can be arranged hi-
erarchically (Felleman & Van Essen, 1991). And function-
ally, neural responses show a progression of complexity from
lower to higher levels (Quiroga, Reddy, Kreiman, Koch, &
Fried, 2005), and these representations change with experi-
ence.

In light of these similarities, this workshop will explore
the implications of deep learning for our understanding of
the brain and mind. To what degree can the brain be con-
sidered “deep”? How central is depth to its function? What
insights from machine learning can inform work in cognitive
science, and visa versa? How does depth impact both the dy-
namics of learning in a neural network, and the content of
what is learned? How might deep learning models illuminate
phenomena of interest to cognitive scientists such as percep-
tual learning, language acquisition, cognitive development,
and category formation?

The participants in this workshop have been chosen to
present a broad range of perspectives on deep learning in the
cognitive sciences. They span computational and empirical
approaches, and allow for critical contact with other theoret-
ical perspectives. The recent rapid progress on deep learn-
ing within the machine learning community, and the growing
number of deep learning-based models in the cognitive sci-

56

ences, makes this workshop both timely and important for
the cognitive science community.

Goals and scope

The goal of the workshop is to explore the relevance of re-
cent deep learning advances to cognition, to bring together
cognitive science-oriented deep learning researchers, and to
facilitate exchanges between the machine learning and cog-
nitive science communities.

While deep learning has been a persistent thread of re-
search in the cognitive sciences from the very beginning, a
goal of the workshop is to provide a focal point for this com-
munity and a forum for important discussions and collabora-
tions that can span methodological approaches. Because of
the domain general nature of deep learning methods, these
approaches can serve to unite a diverse set of researchers fo-
cusing on a variety of phenomena.

In addition, the workshop will demonstrate the ability of
deep learning models to address phenomena at a variety of
different scales and levels of detail, with talks covering ma-
terial from receptive field models in retina and early visual
cortices, through mid-level vision and object recognition, to
semantic cognition.

Workshop organization

The main feature of the workshop will be a series of invited
talks meant to span a broad range of perspectives on deep
learning and the brain, and concentrated mostly on visual
processing. Visual object recognition is the area most stud-
ied in prior deep learning work both in machine learning and
cognitive science, and hence makes a natural first focus for
a workshop. Although the talks will address recent research,
by their diverse perspectives they will also constitute a good
introduction to the field for those who have not engaged with
deep learning before. The workshop is planned as a full day
workshop, and each speaker will have approximately 30 min-
utes, to leave time for questions and discussion following the
talks. Depending on time considerations, the workshop will
close with a panel discussion to allow the audience further in-
teraction with the speakers, and to permit speakers from dif-
ferent backgrounds to engage each other on themes that have
emerged during the day.

The workshop will also accept submissions of abstracts for
posters to be presented during lunch and coffee breaks. Ac-
cepted poster submissions will be made available from the
workshop website. The aim of the poster sessions is to show-
case the much broader range of issues relevant to cognitive



science that are being tackled using deep learning methods
which, due to time limitations, cannot be included in the main
program.

Workshop organizer

Andrew Saxe is a PhD student with Jay McClelland and An-
drew Ng at Stanford University. He has contributed to deep
learning research on machine learning (A. M. Saxe, Mc-
Clelland, & Ganguli, 2014), sensory neuroscience (A. Saxe,
Bhand, Mudur, Suresh, & Ng, 2011), and semantic cognition
(A. Saxe, McClelland, & Ganguli, 2013).

Audience

This workshop aims to bring together a diverse set of re-
searchers that span the disciplinary spectrum of cognitive sci-
ence, from artificial intelligence, machine learning, and neu-
ral networks, to cognitive psychology and neuroscience. Be-
cause of their domain-general nature, deep learning methods
have been applied or may be applicable to modeling natu-
ral language processing, auditory perception, visual number
sense, semantic cognition, and beyond. In light of this, we
expect the workshop to be of broad interest to the cognitive
science community and estimate around 75 participants.

Presenters

The following speakers have confirmed their ability to
participate.

Merav Ahissar

Edmond and Lily Safra Center for Brain Sciences
Department of Psychology

Hebrew University of Jerusalem

Yoshua Bengio
Department of Computer Science and Operations Research
University of Montreal

Gary Cottrell
Department of Computer Science and Engineering
University of California, San Diego

David Cox

Departments of Molecular and Cellular Biology and Com-
puter Science

Harvard University

Chris Eliasmith

Canada Research Chair in Theoretical Neuroscience
Departments of Philosophy and Systems Design Engineering
University of Waterloo

Surya Ganguli
Department of Applied Physics
Stanford University

Jay McClelland

Department of Psychology
Stanford University

Tomaso Poggio

Department of Brain and Cognitive Sciences
McGovern Institute for Brain Research
Computer Science & Artificial Intelligence Lab
Massachusetts Institute of Technology

Josh Tenenbaum
Department of Brain and Cognitive Sciences
Massachusetts Institute of Technology
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