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Ground state energy and magnetization curve of a frustrated
magnetic system from real-time evolution on a digital quantum

processor

Aaron Szasz, Ed Younis, and Wibe Albert de Jong

Applied Mathematics and Computational Research Division, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA

Models of interacting many-body quantum
systems that may realize new exotic phases of
matter, notably quantum spin liquids, are chal-
lenging to study using even state-of-the-art clas-
sical methods such as tensor network simula-
tions. Quantum computing provides a promis-
ing route for overcoming these difficulties to find
ground states, dynamics, and more. In this pa-
per, we argue that recently developed hybrid
quantum-classical algorithms based on real-time
evolution are promising methods for solving a
particularly important model in the search for
spin liquids, the antiferromagnetic Heisenberg
model on the two-dimensional kagome lattice.
‘We show how to construct efficient quantum cir-
cuits to implement time evolution for the model
and to evaluate key observables on the quantum
computer, and we argue that the method has fa-
vorable scaling with increasing system size. We
then restrict to a 12-spin star plaquette from
the kagome lattice and a related 8-spin sys-
tem, and we give an empirical demonstration on
these small systems that the hybrid algorithms
can efficiently find the ground state energy and
the magnetization curve. For these demonstra-
tions, we use four levels of approximation: exact
state vectors, exact state vectors with statisti-
cal noise from sampling, noisy classical emula-
tors, and (for the 8-spin system only) real quan-
tum hardware, specifically the Quantinuum H1-
1 processor; for the noisy simulations and hard-
ware demonstration, we also employ error miti-
gation strategies based on the symmetries of the
Hamiltonian. Our results strongly suggest that
these hybrid algorithms present a promising di-
rection for studying quantum spin liquids and
more generally for resolving important unsolved
problems in condensed matter theory and be-
yond.

Aaron Szasz: aszasz@google.com

1 Introduction:

Quantum spin liquids, insulating phases of matter with
no magnetic order down to zero temperature and with
long-range entanglement [1-3], have been the focus of
intense computational effort over the past 50 years.
The first theoretical proposal of a spin liquid came
from Anderson in 1973, when he suggested that the
true ground state of the antiferromagnetic Heisenberg
model on a triangular lattice could be just such a
state [4]. Although the true ground state of that model
has since been shown to be magnetically ordered [5, 6],
the current community consensus is that related mod-
els, including the triangular lattice Heisenberg model
with both first- and second-neighbor interactions [7—
11], the triangular lattice Hubbard model [12-20], and
the kagome lattice Heisenberg model [21-29], do have
spin liquid ground states; on the other hand, the pre-
cise nature of these spin liquid states remains in dis-
pute. Other important problems in condensed matter
physics, notably the mechanism for high-temperature
superconductivity [30], have likewise not been conclu-
sively resolved despite extensive study.

This remaining uncertainty is due to the limits of each
of our classical computational methods for studying
ground states: exact diagonalization is limited to small
systems sizes, quantum Monte Carlo suffers from the
sign problem for frustrated models, tensor networks are
limited to low-to-medium entanglement and thus strug-
gle with gapless ground states, and variational Monte
Carlo methods are biased by the choice of ansatz. In
principle, a ground state search on a quantum computer
could avoid all of these pitfalls: a quantum algorithm
could scale polynomially in the number of lattice sites,
would not suffer from the sign problem, would have no
limitation on allowable entanglement, and could be un-
biased.

However, many proposed quantum algorithms such as
quantum phase estimation [31-33] require very deep cir-
cuits or many qubits and are thus not suitable for near-
term intermediate-scale quantum (NISQ) devices [34].
On the other hand, the most commonly discussed NISQ-
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friendly method for ground state search, the variational
quantum eigensolver (VQE) [35-37], may not realize a
quantum advantage over classical algorithms. In the
VQE approach, a parameterized quantum circuit pre-
pares a state on the quantum device, and the parame-
ters are optimized classically to find the parameters giv-
ing the lowest energy for the chosen circuit ansatz. Un-
fortunately, VQE suffers from the barren plateau prob-
lem [38-41]. Namely, for parameterized circuits that are
sufficiently expressive to capture the true ground state
of a complex quantum system, the classical parameter
optimization has exponential cost due to exponentially
small gradients of the variational energy with respect
to the circuit ansatz parameters. Proposed strategies
for getting around the barren plateau problem have
thus far proven unsuccessful in general. For example,
a circuit ansatz inspired by the Hamiltonian of interest
might need many fewer parameters to approximately
describe the ground state, and hence would be easier
to optimize [42]; however, this approach only avoids
barren plateaus for certain problems [43], and also an
efficiently optimizable ansatz may be efficient to emu-
late classically [44]. Another hope would be to avoid
barren plateaus by initializing the optimization with a
state sufficiently close to the ground state; however, this
“warm start” strategy requires increasingly good initial
states with increasing system size [45]. Thus it remains
unclear whether VQE can achieve quantum advantage
for many problems of interest.

Our goal in this paper is to investigate a different
class of hybrid quantum-classical algorithms, one based
on real-time evolution and Krylov subspaces [46-52].
We demonstrate (a) that they have a potential advan-
tage over existing classical algorithms and (b) that they
could be practical on NISQ devices. In the algorithms
we consider, we use a quantum computer to compute
matrix elements (g|e~"7t|1)q) for different values of the
time delay ¢, where |¢)) is a state that ideally has a sig-
nificant overlap with the true ground state. These over-
lap matrix elements are then classically post-processed
to estimate the ground state energy. We specifically
consider two such algorithms, unitary variational quan-
tum phase estimation (UVQPE) [47, 50] and observable
dynamic mode decomposition (ODMD) [51]. In each al-
gorithm, the classical post-processing step is given by a
small linear algebra problem: a generalized eigenvalue
problem for UVQPE and a linear least squares problem
for ODMD. Both algorithms can be made noise-resilient
by a simple regularization of the linear algebra problem,
making them suitable for noisy quantum devices before
the advent of full fault-tolerance.

The particular model we use for our study is the
aforementioned Heisenberg model on the kagome lattice
shown in Fig. 1(a). The current consensus in the com-

(a) (b)

ot

Figure 1: (a) The kagome lattice, on which antiferromagnetic
interactions between particles are believed to lead to exotic
phases of matter such as quantum spin liquids. (b) A 12-spin
star plaquette taken from the kagome lattice, which we use for a
practical demonstration of hybrid algorithms. (c) An analogous
8-spin plaquette, also studied in the present work. Spins are
numbered for later reference.

munity is that the ground state of the model is indeed a
spin liquid, but there is debate as to the precise nature
of the state. The leading candidate for the ground state
is a Dirac spin liquid [24, 25, 27], which has no gap in
the energy spectrum above the ground state, while other
candidate ground states do have an energy gap [21-23].
Thus the nature of the ground state could be largely set-
tled just by finding conclusively whether the low-energy
spectrum is gapped or gapless. The model is also one
of the hardest to study classically, as can be clearly
seen in a recent survey paper [53]. Because the ques-
tion of gaplessness only involves examining low-lying
energy eigenvalues, an apparently simple task that is
nevertheless very difficult classically, the kagome lat-
tice Heisenberg model is an ideal problem to study via
quantum computer. Indeed, VQE has also been demon-
strated for studying this model [54-56] on clusters of up
to 24 spins, finding accurate ground state energy with a
classical emulator and moderately accurate energy with
quantum hardware. However, due to the barren plateau
problem discussed above, VQE will likely not scale well
to system sizes large enough to answer the unresolved
questions about the ground state of this classically chal-
lenging model.

We show how UVQPE and ODMD can be applied to
find the ground state energy of the full 2D kagome lat-
tice Heisenberg model with a lower computational cost
compared with purely classical approaches. However, to
reduce noise to a manageable level and to gain access to
classical benchmarks, for a practical demonstration us-
ing quantum hardware or a classical emulator we need
a smaller system. We thus opt for a proof-of-principle
demonstration on a single 12-spin star plaquette of the
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kagome lattice and an analogous smaller star plaquette
with 8 spins, shown in Fig. 1(b) and (c), respectively.
For both plaquettes, we run UVQPE and ODMD us-
ing an exact classical emulator both with and without
statistical noise from measurement sampling. For the
8-spin plaquette, we also use a noisy classical emulator
and the Quantinuum H1-1 processor. In all cases, both
algorithms converge rapidly to the true ground state
energy.

In addition to ground state energy, another inter-
esting property of candidate spin liquid models is the
magnetization curve. As an external magnetic field is
applied and progressively strengthened, the zero-field
spin liquid state can break down, giving rise to increas-
ing magnetization and ultimately leading to a fully-
polarized state. However, frustrated materials often
demonstrate a series of “plateaus” in the spectrum,
where a particular state with fixed magnetization is
stable across a range of applied field strengths. These
plateaus can also correspond to quantum spin liquids,
or to a variety of interesting magnetic phases. Making
use of the spin-symmetry of the Heisenberg model, we
also use UVQPE and ODMD to find the magnetization
curve for the 8- and 12-spin star plaquettes with a com-
putational cost only polynomially higher than that of
finding just the ground state energy.

We emphasize that the search for quantum spin lig-
uids is far from the only condensed matter application of
UVQPE, ODMD, and related algorithms. However, we
select the kagome lattice Heisenberg model as our test
case for several key reasons. First, the problem is one of
the most challenging for classical computational meth-
ods, so a quantum algorithm that can make progress
here would likely be useful for many other important
problems. Second, the symmetries of the model, such
as spin conservation, allow us to test algorithmic sim-
plifications and error mitigation strategies that depend
on those symmetries. Finally, the ground state of the
model is itself an important unsolved problem, hence
even a new algorithm specific to this problem would be
important.

The organization of the rest of the paper is as follows.
In Section 2 we introduce the hybrid quantum-classical
algorithms in some detail, including a discussion of the
“mirror circuit” approach to computing state overlaps.
In Section 3 we discuss the application of the methods
to the Heisenberg model on the full 2D kagome lattice.
We focus on how to efficiently compute the expectation
values (1ole *Ht1py) on a quantum computer, includ-
ing a model-specific discussion of an efficient symmetry-
respecting implementation of the time evolution oper-
ator and a discussion of symmetry-based error mitiga-
tion. We also argue that the hybrid algorithms scale
well with increasing system size and are thus a promis-

ing approach to solving this challenging model. In Sec-
tion 4 we discuss the restriction of the model to the
smaller star plaquettes, including how that restriction
allows us to dramatically shorten the time-evolution cir-
cuits for use on quantum hardware. In Section 5, we
show detailed results for the ground state energy from
running UVQPE and ODMD on the star plaquettes,
both with classical emulators and on hardware. In Sec-
tion 6, we likewise present results for the magnetization
curve. Finally, we conclude in Section 7.

2 Hybrid algorithms based on real-time
evolution

We use two hybrid quantum-classical algorithms to ob-
tain ground state energies from real-time evolution on a
quantum computer, UVQPE [47] and ODMD [51]. For
both algorithms, the quantum computer (or classical
emulator) is used to find expectation values of the time
evolution operator U = e~*H* in some initial state |1q)
for a range of times t. The expectation values are then
used to construct either a generalized eigenvalue prob-
lem or a linear least squares problem, which is solved
classically to obtain an approximate ground state en-
ergy and a representation of the corresponding eigen-
state.

We provide practical introductions to UVQPE and
ODMD in 2.1 and 2.2, respectively. We also provide,
in 2.3, a thorough guide to using the mirror circuit ap-
proach [57] to measure expectation values of the time
evolution operator, of the form (tg|e™"¢|¢)y). In this
section we focus on the general methods and postpone
problem-specific details, such as how to find circuits to
implement U or to prepare |1), to Sec. 3 below.

2.1 Unitary variational quantum phase estima-
tion

The ground state of a Hamiltonian is far from generic.
For example, in one dimension, the ground state of a
gapped Hamiltonian has area law entanglement [58, 59],
compared with volume law entanglement for typical
states. Thus we might expect the ground state to have
a high overlap with states that are relatively simple
to prepare on a quantum computer. With this insight
in mind, one promising approach to estimating ground
state energy is to (a) find a set of states that can be fea-
sibly generated on a quantum computer and which may
have large overlap with the ground state, and (b) find
the lowest energy of a state in the subspace spanned by
those states by solving a generalized eigenvalue prob-
lem.
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and time-evolved versions of the state:

o), e A ), e 2 HA ), e BHA o), o (1)

for some fixed time interval At. The lowest energy
within the subspace spanned by these states is the
smallest eigenvalue of the generalized eigenvalue prob-

Variational quantum phase estimation (VQPE) [47] is
a specific case of this approach, using a Krylov subspace
in which the basis states are given by some initial state
[tho) that has significant overlap with the ground state

lem
<H> <e—iHAtH> <e—2iHAtH> L. 1 <e—iHAt> <e—2iHAt>
<eiHAtH> <H> <67iHAtH> <6iHAt> 1 <efz‘HAt>
(€2 H AL (e2IHALy (il ALy 1 oAV (2)

<eiHAtH> <H> vV =

where all expectation values are measured in the initial state 1)) and we can truncate the basis (1) at any number
of states that we choose. Note that the matrices have a Toeplitz structure, with all entries on each diagonal being
equal. The energy estimate progressively improves as the number of basis states, i.e. the number of time evolution
steps, increases.

A slight variant on this approach is to instead look for eigenvalues of the time evolution operator U = e
some fixed T'. If T is small enough, so that the spectrum of H T is bounded by an interval of size less than 27, then
the eigenvalues of H can be unambiguously determined from the eigenvalues of U. In the special case that T' = At,
the same time step size used in generating the basis states, we get a significant improvement in the efficiency of the
algorithm. The generalized eigenvalue problem becomes

—iHT for

<efiHAt <672iHAt 673iHAt
1 <€7iHAt> 672iHAt
<eiHAt> 1 <€—iHAt> . vV =

We can then generate the matrices on both the left-
hand side and the right-hand side just by measuring
the expectation values

(hole 2 |ehg), (thole™ 2HA ), - - (4)

whereas in the original formulation we also needed
to compute Hamiltonian matrix elements such as
(1po|e " HTA H|1ho). This reduces the number of measure-
ments that need to be performed on the quantum com-
puter by at least a factor of two, and most likely by more
since H is in general non-unitary and thus requires mul-
tiple circuits to compute each expectation value. This
modified version of the algorithm is called unitary vari-
ational quantum phase estimation, or UVQPE.

Note that, as remarked above, the eigenvalues of H
can be unambiguously inferred from the eigenvalues of
U only if the spectrum of H x At is limited to an interval
of size 27. As a result, in order to use UVQPE we must
pick a time step size At that is inversely proportional
to the spectral range of H. See Sec. IIIB of Ref. [51] for
details.

Both variants of the method, VQPE and UVQPE,
are susceptible to noise because the overlap matrix on

1 <67iHAt <672iHAt
eiHAt 1 <67iHAt> ~
(2HALy  (giHAL 1 N DA'S (3)

the right-hand side tends to have a very large condi-
tion number. This can be mitigated by performing a
singular value decomposition of the overlap matrix and
discarding all singular values below some threshold; in
practice, we find good results when discarding singular
values up to roughly 10x the noise level. After applying
the singular value thresholding, UVQPE becomes rela-
tively noise-resilient, as shown in Ref. [51], while VQPE
remains highly susceptible to noise.

In addition to extracting the ground state energy, we
also gain access to the corresponding eigenvector. The
eigenvector for the lowest eigenvalue of the generalized
eigenvalue problem describes a linear combination of
the original basis states, known as a Ritz vector, that
approximates the ground state of the original Hamilto-
nian. We will make use of this capability below to un-
derstand the convergence of the algorithm in the case
of the Heisenberg model on the star plaquettes.

2.2 QObservable dynamic mode decomposition

While UVQPE with singular value thresholding of the
overlap matrix is reasonably noise-resilient, the robust-
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ness of classically post-processing the expectation values
in Eq. 4 to get the ground state energy can potentially
be improved by replacing the generalized eigenvalue
problem by a linear least squares problem. This ap-
proach is exemplified by a recently developed algorithm,
observable dynamic mode decomposition (ODMD). [51]

ODMD is based on the classical dynamic mode de-
composition (DMD) method, where linear least squares
is used to find a linearization of the time-evolution op-
erator for classical state vectors. In ODMD, we replace
the classical state vectors by “observable vectors” of the
form

(<e—miHAt> (e~ (mH+1)iH AL (e~ (m+d=1)iH At )T

()

<e—iHAt <e—2iHAt e—3z‘HAt
e~ 2HAG e~ 3HAL e—4HAL
<e—3iHAt> <e—4iHAt> <e—5iHAt> . =A

Note that in ODMD the matrices have a Hankel struc-
ture, with the entries on each anti-diagonal being equal.
We then classically diagonalize A, which is a small and
well-conditioned matrix, and the most negative eigen-
value phase is an approximation to the ground state
energy. Like in VQPE or UVQPE, ODMD also gives
access to the ground state as a linear combination of the
basis states of Eq. (1), as shown in Ref. [51] Sec. 3C.

Here too we can make the solution more robust to
noise by performing singular value thresholding on the
matrix on the right-hand side. When using this thresh-
olding approach, ODMD is slightly more resilient to sta-
tistical error/shot noise than is UVQPE. [51]

2.3 Mirror circuits for e ¥ expectation values

Expectation values like O = (tp|e " *|¢)y) that are
used as input for the classical post-processing portion of
UVQPE and ODMD are commonly computed using the
Hadamard test [60]. However, this approach can be pro-
hibitively expensive because it involves controlled time
evolution that replaces single-qubit gates by two-qubit
ones and two-qubit gates by three-qubit ones. ! Espe-
cially in the near-term, we want to reduce circuit depth
as much as possible, so a better solution is needed, one
that allows for lower gate depth.

Fortunately, there is precisely just such a method
for computing matrix elements on a quantum com-

!The multi-qubit gates can be avoided for certain nice mod-
els [61], but will be required in general.

consisting of expectation values of d successive powers
of e ™At We then look for a matrix A that approxi-
mately advances each observable vector to the next time
step,

( <67(m+1)iHAt> <67(m+2)iHAt> . <67(m+d)iHAt> )T )

(6)
We can find the best linearization A across many time
steps by solving the linear least square problem

1 <e—iHAt> <e—2iHAt
(emiHALY  (o=2iHALY  (o=3iHAL
(e~ 2IHALY  (o=BIHAL) (o—4iHAL) . |. (7)

puter [57, 62]. The first key insight is that we can view
the state |¢g) as Up|0) for some state preparation uni-
tary Up, where |0) = [0)®¥ is the all-0 state. Note that
finding a circuit implementing Uy is problem-specific;
we outline the construction for the example case of the
Heisenberg model in Sec. 3.3 and Sec. 4.3 below. Then
the expectation value becomes

O = (ole ™ t|ypg) = (0| Ufe U [0),  (8)

which we view as an inner product between the state
on the left of the large vertical line, |0), and the state
on the right,

0(t)) = Uge ' 1gl0). (9)

Then the matrix element O = (0]0(¢)) is just the co-
efficient of the all-0 basis state when the state |0(¢))
is written in the standard basis. Thus if we measure
many copies of |0(¢)) in the standard basis, we can ap-
proximate |O|? as the fraction of measured bit strings
that are all zeros. Following Ref. [57], we refer to this
sampled probability as F.

So far we have only found |O| and not the full ex-
pectation value O including phase, so we have not yet
demonstrated a viable replacement for the Hadamard
test. One solution is proposed in [57], making use of a
reference state |Ref) that is easy to prepare, is orthogo-
nal to |[¢p), and is an eigenstate of H with known eigen-
value E'. In other words, |Ref) must be an eigenstate of
H whose energy can be derived classically. For the types
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of challenging problems where a quantum algorithm is
needed to find the ground state, this type of classically
solvable eigenstate can typically be found only by mak-
ing use of symmetries of the particular Hamiltonian of
interest; we give a concrete example for the Heisenberg
model in Sec. 3 below. For now, we assume such a
reference state exists. Then we can find a circuit that
prepares

Ugl0) = (I¢o) + |Ref)) /v/2. (10)

Using this circuit, we prepare the state
0r(8)) = Uke™'UR|0) (11)

and measure in the standard basis. The observed proba-
bility that the measurement returns the all-0 bit string,
which we call F5, approaches a theoretical value of

Fy = |((to] + (Refl)e ™ (|vo) + [Ref))|?/4  (12)
= (r? 4+ 1+ 2rcos(0 + Egxt))/4

where 7 and 6 are defined by O = re®?.

Ref [57] stops here, with access to |O| and the cosine
of the phase (6 + Ert). However, there is still an ambi-
guity of the phase, § <+ —(6 + 2E,t). To resolve this,
we also want access to the sine of the phase, which we
can find with

|(=i(vo| + (Refl)e™ " (|voo) + [Ref))?/4  (13)
=(r? + 1+ 2rsin(0 + Egt) /4.

This quantity is approximated by Fj3, the probability of
measuring the all-0 bit string in the state

0i(1)) = Uke™"'U|0) (14)
where Ug; prepares the superposition
Upil0) = (ilto) + |Ref)) /v2 (15)

with an extra phase of 7/2 between [t¢y) and the refer-
ence state.

To summarize, Fy, Fy, and F3 are given by the mea-
sured probability of the all-0 state in the three states
[0(t)), |Or(t)), and |Og(t)) as given in Egs. (9), (11),
and (14), respectively. From these three measured
quantities we can get the overlap according to

O =re? = |2F, 4+ 2iF; — (Fy + 1) - <Z; )} e Ert,
(16)

It turns out, however, that we can slightly improve this
result. Here the magnitude of O, r = |O|, is computed
from the combined results of three circuits, for Fy, Fb,
and F3. In general the error from convolving the proba-
bility distributions for three independent quantities will

be larger than for any of the individual distributions,
suggesting that we could do better by computing the
magnitude from F; alone, r = v/F}, while keeping the
angle from (16).

Indeed, using F} alone for the magnitude is already
beneficial even if we consider just shot noise from sam-
pling an otherwise noiseless simulation, as we show in
Appendix A. A further benefit is that the hardware
noise for the Fj circuit will be slightly lower than for
F» and F3, both because (a) the circuit is shorter since
it does not involve the superposition with a reference
state and (b) we can apply symmetry-based error mit-
igation that is much simpler than in the presence of a
reference state (see Sec. 4.4).

Another question one could ask is, if we have a fixed
measurement budget, i.e. a fixed total number of shots
to be distributed between F}, F5, and F3, how should
we distribute the shots among the three circuits? As we
show in Appendix A, the optimal choice for a noiseless
simulation is to use approximately the same number
of shots for each of the three circuits, even when we
only use Fy to determine |O]. The reduced hardware
noise for F; suggests that in practice we might want
to allocate slightly more shots to that circuit. Hence
in the experimental demonstration reported in Sec. 5
below, we divide our shots among the three circuits as
40% to F} and 30% each to F5 and F3.

3 Application to the kagome lattice
Heisenberg model

In this section, we first precisely define the Heisenberg
model and discuss useful symmetries of the model. We
then show how the expectation values (1|e~*7¢|1)) can
be efficiently computed for this model using the mirror
circuit approach. Specifically, we provide an efficient
quantum circuit implementation of the time evolution
operator e~ *#t, We also show how to choose a good
initial state |¢p) that should have reasonable overlap
with the ground state while being easy to prepare on
a quantum computer, and we furthermore show how to
efficiently find a circuit to prepare the superposition of
|1ho) with a reference state. We then derive bounds on
the spectrum of the Hamiltonian in order to determine
the maximum allowed value of the time step size At
for use in UVQPE [Eq. (3)] and ODMD [Eq. (7)]. Fi-
nally, we argue that UVQPE and ODMD should scale
well with increasing system size and thus are promising
methods for finding the true ground state of the kagome
lattice Heisenberg model.
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3.1 The Heisenberg model

We consider the antiferromagnetic Heisenberg model,
H=JY S;-S;—h> 5 (17)
(ig) i

where (ij) indicates nearest-neighbor pairs of sites on
the kagome lattice, illustrated by the bonds between
sites drawn in Fig. 1(a). S is the spin-1/2 operator
o/2 = (0%,0Y,0%)/2, J > 0 is the antiferromagnetic
coupling strength, and h is the strength of an external
magnetic field. Note that with this definition of S, we
are effectively setting / to 1, and we will use those units
throughout the paper.

The Heisenberg Hamiltonian conserves total S%,
[H,>,57] = 0. This symmetry will be essential to
our implementation of UVQPE and ODMD. Most im-
portantly, each eigenstate of H lies within a subspace
with fixed total spin (.5), with several important conse-
quences. First, if an initial state |¢)p) has a well-defined
total S%, any time-evolved state e~ *H¢|¢g) will also live
in the same spin sector; consequently, since the ground
state found by UVQPE and ODMD is in the span of
the basis states (1), it will also be in the same fixed
spin sector. We can thus use the hybrid algorithms to
independently find the ground state energy within each
spin sector. Since these subspaces are smaller than the
full Hilbert space, it is easier to pick a good initial state
with a high overlap with the ground state, and the al-
gorithms should converge more quickly. Furthermore,
in the important special case where there is no external
field, h = 0, we need only consider a single spin sector,
with total S% = 0, since Lieb’s theorem [63] guarantees
that the ground state of an antiferromagnetic model will
have total spin 0.

Second, the division of H eigenstates into orthogonal
subspaces with fixed total spin enables the mirror circuit
approach to measuring expectation values, state over-
laps, and other observables on a quantum computer. As
explained in Sec. 2.3 above, the mirror circuit method
requires a reference state |Ref) that is guaranteed to be
orthogonal to the state |1)p) in which expectation values
are calculated, and that is furthermore an eigenstate of
the Hamiltonian with known energy so that its time
evolution is given by a simple known exponential. In
the case of the Heisenberg model, we can use a fully
polarized state, with all spins up or all spins down, as
the reference. Each of these states is the only one in
its symmetry sector, and hence must be an eigenstate
of H and orthogonal to all states with different total
S%. Furthermore, the energy is easy to calculate an-
alytically as simply the expectation value of H in a
product state. On the kagome lattice, the energy of
the fully polarized state with all spins pointing up is

—(J/2)Nvonds — (h/2) Ngpins, where Nionds is the num-
ber of nearest-neighbor pairs on the lattice and Ngpins
the total number of spins.

Finally, the conservation of total S* during time evo-
lution allows for simple approaches to error mitigation
when using quantum hardware or a noisy emulator [64—
66]. First, if an initial state |¢p) has a known total
S%, the states after time evolution should remain in the
same symmetry sector, and thus measured bit strings
not consistent with that symmetry sector can be thrown
out. The use of state preparation circuits such as Uy
which takes |0) to |1g) complicates this logic, since Uy
in general does not conserve S*. Fortunately, some bit
strings can still be shown to be invalid even after apply-
ing Uy, hence some errors can be detected and thrown
out in post-processing. A less obvious consequence is
that the magnitude of errors can be reduced by stochas-
tically inserting single-qubit rotations that affect states
in the wrong symmetry sector but not those in the cor-
rect symmetry sector, a method that was introduced in
Ref. [66]. We provide further details on the error mitiga-
tion strategies after restricting to small spin plaquettes
for our empirical demonstration; see Sec. 4 below.

In addition to the spin symmetry, the kagome lat-
tice Heisenberg model also has spatial symmetries. The
lattice, as shown in Fig. 1(a), is evidently symmetric
under both horizontal and vertical reflections and un-
der rotations by 7/3, 27/3, and 7 (i.e. Cg, C3, and
(5 rotations, respectively) depending on the center of
the rotation. In principle these symmetries could also
be used for error mitigation. Because exact time evolu-
tion of a spatially symmetric state would preserve the
symmetry, the true probabilities of certain symmetry-
related bit strings should be equal. Differences between
the measured probabilities of such symmetry-related bit
strings can be assumed to be due either to errors or to
taking a finite number of samples, and either way the
symmetry can be restored in classical post-processing
at minimal cost. We do not use this error mitigation
strategy in the practical demonstrations reported be-
low because our mirror circuit method only requires the
probability of the all-0 bit string, which transforms to
itself under any spatial symmetry. However, we expect
spatial symmetry-based error mitigation to play an im-
portant role in quantum studies of the kagome lattice
that take other approaches.

3.2 Efficient circuits approximating e~

To exactly implement the time evolution operator U =
e "Ht with a quantum circuit, we would first need to
know the unitary U classically, which in general already
requires solving for the spectrum of H, what we wanted
to find in the first place. Even if we could somehow
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find U without solving H, we would still have to solve
the unitary synthesis problem to find a circuit that im-
plements it, which also scales exponentially in system
size.

In lieu of such an exact method, we take the stan-
dard approach of approximating the time evolution us-
ing a Suzuki-Trotter decomposition [67, 68]. We divide
the terms of the Hamiltonian into groups, H = ). H;,
where the an time evolution of each H; can be found
exactly classically. In the lowest-order decomposition,
the overall time evolution is approximated as

e—zHT — [H e—zHiT/nz

i

m

+0 (T?/m). (18)

Note that error per time step of size T'/m scales as
(T'/m)?, and the overall error T%/m is the total, as-
suming (T/m)? is small. As the discretization in time
becomes very fine, m — oo, the error term scaling as
T?/m goes to 0 and the Trotterized time evolution be-
comes exact.

For the Heisenberg model, a common choice is what
we call a bond-by-bond Suzuki-Trotter decomposition.
Each individual S-S term can be exponentiated classi-
cally, and in fact a simple quantum circuit with 3 CNOT
operators can be found analytically for the operator
exp(—if#S - S) for any value of §. Any two of these ex-
ponentiated operators commute with each other if they
act on disjoint pairs of sites, and thus if each H; consists
of S-S interactions on a collection of non-overlapping
bonds, its exponential can easily be found classically
and implemented as a quantum circuit. On the kagome
lattice, the bonds can be organized into four disjoint
groups, H; through Hy, as shown in Fig. 1 of Ref. [69].
Another example is shown in Fig. 2. Note that because
each vertex of the kagome lattice is connected to four
edges, a bond-by-bond Trotter approach with three or
fewer groups is not possible. If A is nonzero, a fifth step
is needed, which includes all the on-site S* terms.

This naive implementation of Trotter evolution for
the kagome lattice Heisenberg model is valid and the
corresponding quantum circuits are easy to generate,
but it has some drawbacks. Notably, bond-by-bond
Trotter evolution breaks all the spatial symmetries of
the lattice, hence the symmetry or lack thereof in mea-
sured bit string counts can no longer be used to eval-
uate the reliability of a quantum computation or to
perform symmetry-based error detection. Even more
importantly, the total number of two-qubit gates re-
quired for each Trotter step can actually be reduced.
For each time step, the bond-by-bond approach uses 3
CNOTs per bond, assuming the quantum hardware al-
lows for gates to be applied between each pair of spins
(i.e., qubits) connected by a bond. We will now show

Figure 2: Bond-by-bond Trotter decomposition for the kagome
lattice Heisenberg model. The interactions are divided into
four groups of non-overlapping bonds, indicated by thick solid
lines, thick dashed lines, thin solid lines, and thin dashed lines.
Note that the resulting Floquet operator for the Trotterized
time evolution has a doubled unit cell indicated by the red
parallelogram, containing 6 sites while the original model’s unit
cell has just 3. This decomposition also breaks mirror and
rotation symmetries of the lattice.

an alternative approach that both preserves more of the
spatial symmetries of the lattice and reduces the CNOT
count to 8/3 CNOTs per bond, a more than 10% reduc-
tion.

In the alternative “triangle-by-triangle” Suzuki-
Trotter decomposition, instead of exponentiating indi-
vidual S - S interactions, we group together the three
bonds around each triangle in the lattice to form a
three-qubit operator Ha. We can still compute Upn =
e "WHa analytically to get a three-qubit unitary, and
then we can numerically solve the unitary synthesis
problem to find a circuit that implements Uxn. We can
then divide the full Hamiltonian into two sets of non-
overlapping triangles: H; containing all the up-pointing
triangles and Hs containing all the down-pointing ones.
The two groups of terms are illustrated in Fig. 3.

Carrying out the numerical synthesis for Ua using the
Berkeley Quantum Synthesis Toolkit (BQSKit) [70], we
find that for any 6, it can be implemented using just 8
CNOTs, compared with 9 in total (3 per bond) when
separately exponentiating the three spin-spin interac-
tions. ? The structure of the 8 CNOT circuit is shown
in Fig. 4.

Evidently, the triangle-by-triangle Trotter evolution
is both more efficient than the naive bond-by-bond ap-
proach, using 8/9 the number of CNOTS, and respects
more of the spatial symmetries of the underlying lat-
tice and Hamiltonian. For this reason, we will use
the triangle-by-triangle approach in our experimental
demonstration on the star plaquettes. More gener-

2While we do not have an analytical proof that an 8 CNOT
circuit exactly implements the unitary for any 6, we numerically
find that 8 CNOTs are sufficient to reproduce the unitary at any
level of precision.
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H,: “up-pointing triangles” H,: “down-pointing triangles”
Figure 3: Triangle-by-triangle Trotter decomposition. The
spin-spin interactions are organized into groups of three corre-
sponding to triangles in the kagome lattice. The triangles are
then grouped into up-pointing triangles (left panel) and down-
pointing triangles (right). Efficient quantum circuits can be
found classically for the exponential of H; and the exponential
of Hy. This Trotter decomposition preserves some symmetries
of the underlying Hamiltonian, including one mirror symmetry
and a C5 rotation. As in the bond-by-bond decomposition, the
unit cell is enlarged from 3 spins to 6.

ally, this approach to Trotterization, replacing bond-
by-bond exponentiation with exponentiation of slightly
larger groupings of qubits, should be beneficial for
any lattice composed of small corner-sharing polygons,
which are called bisimplex lattices [71].

We briefly note that the triangle-by-triangle approach
remains efficient even when the connectivity among the
qubits is restricted. For example, if the three qubits
making up a triangle have only linear connectivity, the
exact three-qubit time evolution can be still be imple-
mented with just 12 CNOTs. In comparison, the bond-
by-bond decomposition requires 15 CNOTs to imple-
ment all three separate spin-spin interactions: 9 for the
interactions themselves, and 6 for SWAP gates. Thus
the relative advantage of the triangle-by-triangle ap-
proach is maintained.

3.3 State preparation: how to choose and effi-
ciently prepare a good initial state

Our next goal is first to choose a good initial state |¢)
that is likely to have high overlap with the ground state
while being easy to prepare on quantum hardware; for
concreteness, we focus on the case of h = 0. We will
then show how to use the recently developed method
of multi-state synthesis [72] to easily find circuits that
implement the macroscopic superposition of |1g) with
the fully-polarized reference state.

3.3.1 Choosing and preparing the initial state

To find a good initial state that is likely to have high
overlap with the ground state, we first consider once

again the symmetries of the Hamiltonian. As discussed
in Sec. 3.1 above, H conserves total S*. We will now
specialize to the most-studied case, with h = 0, in which
case H actually conserves not just S* but also the total
spin S. Then Lieb’s theorem guarantees that the initial
state has the minimal possible total spin, which assum-
ing an even number of sites in total will be 0 [63], so a
good initial state should also be in this spin sector.

While restricting to S = 0 is a relatively strong con-
straint, the remaining Hilbert space still grows expo-
nentially in the total number of spins; specifically, for a
2n-spin Heisenberg model, the dimension of the S = 0
eigenspace is (2n)!/(n!(n + 1)!) [73] ~ 227 /n3/2. 3 Fur-
thermore, generic eigenstates of the total spin operator
with small spin are highly entangled, and hence hard to
prepare on a quantum computer [74].

Fortunately, there are some very simple, low-
entangled states within the S = 0 space. Namely, a
singlet dimer on two spins has total spin zero, and thus
a tensor product of dimers does as well. So any cover-
ing of singlet dimers will be in the correct spin sector.
A dimer covering is also easy to prepare on a quan-
tum computer, since there is only entanglement between
pairs of spins, and a singlet can be prepared with just
one CNOT operator together with a few single-qubit
rotations.

In fact, the dimer covering idea is even more promis-
ing once we consider the specifics of the Hamiltonian.
Dimer coverings are known to be the ground states of
some apparently frustrated models [75-77]. Further-
more, superpositions of dimer coverings, or resonating
valence bond (RVB) states, are a type of spin liquid
and have been proposed as the ground states of many
frustrated models [4, 78, 79].

To understand why dimer coverings are promising on
the triangular lattice, the starting point is the same
triangle-by-triangle decomposition of the Hamiltonian
that we used for our efficient implementation of Trot-
terized time evolution: we write H = ), Ha, where
for each triangle in the lattice Ha includes the three
S - S interactions on the edges of the triangle. In the
case we are considering, h = 0, Ha has just two en-
ergy eigenvalues, namely +3J/2, each with multiplicity
four. The ground state subspace corresponding to the
eigenvalue —3J/2 is spanned by the states

B A By
A A A

9In comparison, the size of the S* = 0 eigenspace is (2n)!/2n!,
larger by a factor of n + 1.

(19)
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Figure 4. Template for a quantum circuit implementing the exact time evolution for the Heisenberg Hamiltonian on one triangle
of the kagome lattice. The empty boxes indicate single-qubit rotations; some are fully arbitrary while others are simpler, for
example of the form HR.(¢) where H is the Hadamard gate. The dashed vertical lines are included to clarify the structure of
the circuit—the CNOT layouts of the first and second halves are the same. Note that the operator implemented by the circuit
is symmetric with respect to permutations of the three qubits, so there are various equivalent templates. We use this particular
qubit ordering in order to allow for a slightly increased degree of parallelism in applying gates when we consider just a single star

plaquette, as discussed in Sec. 4.

where each ellipse denotes a pair of spins in the singlet
state |S) = (|01) — |10))/+/2. Note that this basis for
the ground subspace is overcomplete: in each row, one
of the states can be written as a linear combination of
the other two.

Then for any state |1) on the full kagome lattice,

(WIHY) => (W[Halp) = > =3J/2,  (20)
A

A

giving a lower bound on the ground state energy. If
there was a singlet dimer covering of the kagome lattice
such that each triangle had a dimer along one edge 4,
the state would saturate the lower bound, and thus
would necessarily be an exact ground state of the model.
Given the previously highlighted difficulty of solving the
model, it should come as no surprise that no such dimer
covering exists.

Nevertheless, we can find dimer coverings for which a
large majority of the triangles do have a dimer on one
edge, and these coverings are excellent candidates for
the initial state |1)g). Two such coverings are shown in
Fig. 5. In each, “defect” triangles with no dimer are
shaded in red. A minimum density of defects is set by
the fact that it is impossible to have two adjacent star
plaquettes both with no defects. The dimer covering in
the right panel of Fig. 5 is one of many that achieves
this minimum.

Finally, we comment on how such a singlet dimer
covering would be prepared on a quantum computer.
Fortunately, this task is quite easy, since each dimer
involves just two spins and thus all the dimers can be
prepared from the state |00) in parallel, using a simple

4More formally, the reduced density matrix of the state on
each triangle should lie within the span of the states listed in
Eq. 19.

A\ (&

7,.! ¥
> ///‘\=>‘\\\ "A\\ 7l
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Figure 5: Possible dimer coverings of the kagome lattice. (a)
One simple covering has an enlarged 12-spin unit cell, as indi-
cated by the dashed red lines. The triangles shaded blue have
a dimer along one edge and hence the lowest possible local
energy. “Defect” triangles with no dimer are located at the
corners of the super-unit cell and are shaded in red. There are
two defect triangles for six triangles with a dimer. (b) With
a less regular pattern for the dimer covering, the density of
defects (shaded in red and also marked with a red star) can
be reduced, hence further reducing the energy of the state and
presumably achieving a higher overlap with the true ground
state. There must be at least one defect triangle for every two
hexagon loops in the kagome lattice, and the pattern shown
here achieves that minimum, so is a strong candidate for the
initial state.
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circuit with a single CNOT gate:

(21)

o X|—

Since this circuit is applied on each pair of qubits, the
total CNOT count for the state preparation circuit for
a system size with n total spins is n/2.

3.3.2 Preparing the superposition with the reference
state

A remaining challenge is the preparation of the superpo-
sition of a dimer covering |¢o) with the reference state
|Ref) for measuring the phase of observables in the mir-
ror circuit approach. Recall from Sec. 3.1 that for the
reference state we use the fully polarized state with all
spins up, |Ref) = |0), since it is the unique state in its
S# symmetry sector and hence orthogonal to [¢g) and
an eigenstate of H with known energy. Focusing on the
circuit for the quantity Fs, our goal is to prepare a state
of the form (10), specifically

|0) + [(|01) — |10))/v/2)®"/?
V2

where n is the number of qubits, an equal weight su-
perposition of the all-0 state with a tensor product of
dimers.

We perform the state preparation in two easy steps.
First, we prepare the Greenberger—-Horne—Zeilinger
(GHZ) state, (|0) + |1))/v/2, where |1) = [1)®" is the
all-1 state. With linear qubit connectivity, this state
preparation can be achieved with (n — 1) sequential
CNOT gates following one Hadamard gate, as shown
here with four qubits.

(22)

0 o

0 DH ~0000) + |1111)

}03 & - V2 29)
0 &

With a two-dimensional connectivity grid, the CNOT
gates can be parallelized into O(y/n) layers; with all-to-
all connectivity, parallelization can be further improved
to give O(log(n)) layers. If we also make use of measure-
ment and feed-forward, the GHZ state can be prepared
in constant depth, though still requiring O(n) CNOT
gates. [80]

In the second step, we apply a circuit that converts
the GHZ state from Eq. 23 to the desired superposi-
tion (22). In general, finding a circuit that maps one
state to another is exponentially hard in the number of
qubits. However, in this case, even though both states

involve long-ranged entanglement, the transformation
between the two can be accomplished entirely by local
transformations on pairs of qubits. Specifically, we need
to find a two-qubit circuit that solves the “multi-state
mapping” problem

|00) — |00) (24)
[11) = (|01) — [10))/V2

with the images of |01) and |10) unconstrained. When
the resulting circuit is applied, in the GHZ state, to
each pair of qubits that should be in a singlet dimer in
[to), the result is precisely the state (10). The multi-
state mapping problem (24) can be easily solved using
BQSKit [70, 72|, giving the circuit

Ry (5) Ry (F) —
— Ry (%) D R, (%) D R, (g) I
(25)
which implements the transformation
1
VE 12 26)

1/v2 —1/2

1

Note that because we did not constrain the images of
|01) and |10) under the transformation, there are other
valid circuits for the desired state preparation that will
map these two states differently.

Finally, to produce the slightly different superposition
state (15), we can just add a single qubit rotation be-
tween the GHZ preparation and the application of the
local transformation circuits (25). Specifically, acting
with the gate Rz(—7/2) on any one qubit will trans-
form the GHZ state as

0) +11) | a0 +il1)

V2 V2o

and then acting with (25) will give the desired superpo-
sition up to an irrelevant global phase.

In total, preparing the reference superposition states
requires (n — 1) CNOT operators to generate the GHZ
state and n CNOTSs to perform the transformation of
[1) to |¢g), for a relatively low total CNOT count of
2n — 1.

(27)

3.4 Bounds on Hamiltonian spectrum

As noted in Sec. 2.1 above, in order to infer the eigen-
values of H from the eigenvalues of the time evolution
operator Ua; = e *HA% we need the spectrum of HAt
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to lie within an interval of size 2w. Thus to determine
the maximum allowed size of At, we must derive bounds
on the spectrum of the Hamiltonian.

With h = 0, we have already demonstrated that
the ground state energy is bounded from below by
(=3J/2)Na where Na is the number of triangles in
the lattice. To bound the maximum energy, we can
consider a single bond, with Hamiltonian JS - S. This
operator has eigenvalues —3J/2 and J/2 (x3), so the
maximum energy for the whole system is bounded from
above by J/2 times the number of bonds, which is 3Na.
This maximum energy is achieved by the fully polarized
states with all spins up or all spins down. Thus we con-
clude that for h =0, |H|2 = (3J/2)Na.

If we turn on an external field (without loss of gen-
erality we take h > 0), the highest energy state will
be the fully polarized state with spins pointing against
the applied field, with total energy (3J/2)Na + (h/2)n
with n the total number of spins. A lower bound on the
energy is —(3J/2)Na — (h/2)n. To prove this, we use
the triangle inequality:

| Eo| = |minyyy (V[ H|4)]| (28a
< max|y [(Y|H|¢)] (28b

)
)
< Jmax‘<ZS . S>‘ +hmax)<ZSZ>‘ (28¢)
)

< (3J/2)Na + (h/2)n. (28d

In the final line, we used the bound on the A = 0 Hamil-
tonian from the previous paragraph and the fact that
the maximal [(S#)| on any given site is 1/2, for the |0)
and |1) states.

Finally, we conclude that |H|z = (3J/2)Na+(h/2)n,
so we require At < 27/(3JNa + hn).

3.5 Favorable scaling with system size

Finally, we argue that ground state search for the
kagome lattice Heisenberg model using UVQPE or
ODMD has reasonably good scaling in system size.
Good scaling is essential because very large systems
are needed in order to definitively address the question
of whether the low-lying energy spectrum is gapped or
gapless. For a model which is gapless on the infinite
two-dimensional plane, on a finite system with linear
size L there will still be a gap of size scaling with 1/L.
Thus simulations on a finite size system will always ob-
serve a gap, and without considering the scaling of the
gap size with L it will not be possible to distinguish
a gap due to finite size from a gap that will persist as
L — oo. Indeed, the largest exact classical simulation
of this model considers clusters of up to 48 spins [28], or
L =~ 7, which is still too small to determine whether the
observed gap is fundamental or a finite size effect. For a

definitive answer, we will likely need to simulate much
larger systems with hundreds or thousands of spins. °

We begin by estimating the total cost of measuring
an expectation value (¢g|le™" 7T |3p) using the mirror
circuit approach. This involves three circuits, for mea-
suring Fy, Fy, and F3, and each of those requires two
copies of its respective state preparation circuit and an
implementation of the time evolution e *77. As estab-
lished above, for an n-spin system, the state preparation
for F} requires n/2 CNOT gates, while for F; and Fj3
it requires ~ 2n CNOTs. A single Trotter step using
the triangle-by-triangle approach requires 8 CNOTs per
triangle, and there are on average 3/2 spins per triangle
on the infinite 2D lattice, so in total the Trotter step
requires ~ (16/3)n CNOTSs. Thus with m Trotter steps
in total to implement e*#7 the total CNOT counts
are approximately

Fy: [14(16/3)m] xn
FQ, F3 : [4+ (16/3)m] XN

(29a)
(29b)

The corresponding Trotter error scales as T?2/m, but
also scales with the commutator of H; and Hs, the two
pieces of the Hamiltonian containg all the up-pointing
triangles and all the down-pointing triangles, respec-
tively. But the commutator of H; and Hs can be writ-
ten as a sum over all the individual commutators of one
up-pointing triangle with one down-pointing triangle.
Of these O(n?) commutators, most are 0 because the
triangles do not overlap; the number of nonzero com-
mutators is (3/2) times the number of triangles, which
is propostional to n, and all are equal. This gives a total
Trotter error scaling as n x T2?/m. Then to achieve a
fixed small Trotter error, the number of Trotter steps m
should scale as nT2. ¢ In short, the total CNOT count
for the circuits for measuring (1ole = 7|1)) with fixed
error should scale with n?7?2.

How small does the fixed error need to be? As shown
for ODMD in App. A of Ref. [51], the singular value
threshold used to filter out noise, which needs to be
larger than the magnitude of the noise to be effective,
must be smaller than the overlap between the chosen
initial state |¢o) and the true ground state. In other

50f course, this reasoning assumes that we have access only
to energies and not to the corresponding eigenstates. Other sig-
natures, including momentum of low-lying excitations, can help
identify particular spin liquid phases even on somewhat smaller
systems. [2, 11, 27] Nevertheless, at least hundreds of spins will
still be required.

6The dependence on T2 rather than T is somewhat unintuitive,
since we typically fix a Trotter step size, so the number of Trotter
steps scales linearly with the total evolution time. However, in
that case the error accumulates over time, and here we require
that the total Trotter error be approximately independent of the
evolution time.

Accepted in {Yuantum 2025-03-26, click title to verify. Published under CC-BY 4.0. 12



words, if [19) = \/Po|GS) + /T — po|¢), then the Trot-
ter error must be smaller than pg. This gives a re-
quired CNOT count of at least n*T?py 1 We will return
shortly to the question of estimating pg for reasonable
choices of the initial state.

The next question is how many shots are required
to get good estimates for Fy, F5, and F3. As shown
in Ref. [51], both UVQPE and ODMD are robust to a
large degree of shot noise, which was modeled in that
paper as Gaussian noise drawn from a distribution with
fixed width independent of the size of the expectation
value. However, we must still be able to resolve the
scale of typical expectation values relative well. If we
assume a worst case scenario that the overlap of |¢g)
with the true ground state is small, pg < 1, then typi-
cal magnitudes of expectation values are approximately
po because e 77T will impart effectively random phases
on the components of |¢) that will cancel out on av-
erage. Then the magnitude of Fy is approximately p3.
Since shot noise for M samples scales as approximately
1/ VM, we need a number of shots that scales as Do 4,

The dependence on py of both the required number
of Trotter steps and the number of shots suggests that
the algorithm will still fundamentally have an exponen-
tial scaling in system size. In particular, if the initial
state |1o) is made by tiling some translation-invariant
unit cell as in Fig. 5(a), there is a fixed overlap per unit
cell of [ipg) with the true ground state, hence the to-
tal overlap is exponentially small in the number of unit
cells. If the overlap per unit cell is p and each unit cell
has N, spins, then the exponential cost py ! will be pro-
portional to p~"/Nu = (p_l/N")n. Fortunately, if the
unit cell is large and if p is relatively close to 1, then
p~V/Nu <« 2, so the hybrid algorithms will still have
a significant exponential speedup compared with exact
classical methods. Additionally, we find when we em-
pirically consider small systems that the requirements
on initial state overlap and number of shots are not too
stringent. As we show in Sec. 5 below, for an 8-spin
system with an initial overlap of 0.286, only around
1000 shots are required for UVQPE and ODMD to both
rapidly converge to the correct ground state energy.

The last important question is how many time steps
are needed for convergence. For UVQPE, the required
number of time steps to achieve a specified level of error
is given by Eq. (27) of Ref. [50]. We assume a very
small size for the energy gap above the ground state,
since otherwise the question of gaplessness of the model
could be resolved without going to large system sizes.
In that case, solving for the number of time steps j in
the aforementioned equation gives

j >log((Exy_1— Ep) sin2(E)/c082(E)e)/2log(gl,z)-

(30)
Here En_; is the maximal eigenvalue of the Hamilto-

nian, Ey the minimal eigenvalue, cos?(Z) = py, € is the
desired level of error in the ground state energy, and
€12 =1+3(AE x At)/2m. AFE is the energy gap above
the ground state.

To find the scaling with system size, n, we examine
each quantity in the expression. The full width of the
energy spectrum, EFny_1 — FEy, scales with n because
energy is an extensive quantity. pg is exponentially
small in n, though likely with a base close to 1, as ex-
plained above; we can therefore ignore sin?(Z). Assum-
ing we want a fixed level of error as we increase system
size, the error ¢ is independent of n and can thus also
be ignored in the thermodynamic limit. Furthermore,
log(&1,2) ~ AE x At. This gives

j ~nlog(n)/(AE x At). (31)

Finally, we consider the system-size dependence of AF
and At. AF is the energy gap above the ground state,
which as a worst-case scenario in the case of the gapless
spectrum would go as the inverse of the linear size of
the system, or n=/2. At is the time step size from
Eq. (1), which as discussed in Sec. 2.1 needs to scale
as the inverse of the spectral range of the Hamiltonian
to avoid aliasing when extracting the eigenvalues of H
from eigenvalues of e~*4%: thus At is proportional to
1/n. The result is that the required number of time
steps scales as

j ~n°?log(n). (32)

Note that if we required only that energy error per spin
was constant when scaling up, rather than total error,
so that € ~ n, this would result in a slightly more
favorable scaling of n°/2 without the additional log(n).

Now recall that the cost, measured in number
of CNOT gates, of finding one matrix element
{(Pole™* T |4hg) to sufficient accuracy using Trotter evo-
lution scaled as py °n?T2. To find the total cost across
all time steps, we can sum 72 up to the number of steps,

which we estimate as n®/2:
/2 5
C= Z(At x 5)% ~ At? (n5/2) ~nt/2, (33)
s=1

Thus in total the cost of running UVQPE to find the
ground state energy, in terms of CNOT gates, will scale
as roughly n'5/ Zpy ®. The longest individual circuits will
have on the order of py 'n?T? ~ py'n?(At)? (n5/2)2 ~
p51n5 CNOT gates.

We can do the same type of analysis for ODMD.
Starting from Egs. (23) and (24) of Ref. [51] and again
assuming that gap size AF = E; — Ej is small, we find
that the required number of time steps scales as

d~ (AE x At)~! ~ n?/2, (34)
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This gives a total CNOT cost of n?/ Zpo ® and longest
individual circuits with O(py 'n?) CNOT gates.

We conclude the discussion of scaling with some im-
portant notes. (1) As mentioned in footnote 6, we have
assumed that we need the same level of error in all
expectation values. Possibly UVQPE and/or ODMD
would still work even if the error increases in subsequent
time steps, in which case the circuit depth would need
to scale only with T rather than 72. This would signif-
icantly reduce the practical cost of the algorithms. (2)
The potentially greatest contribution to the cost of the
algorithms comes from the overlap between the initial
state and the true ground state, pg. We argued that
for a lattice model where both states are translation-
invariant, po is necessarily exponential in system size.
We emphasize that other systems, such as molecules,
where neither the ground state nor the initial state are
translation invariant, may not be subject to the same
exponential scaling. (3) Our analysis here was based
on a first-order Trotter decomposition. A second-order
Trotter decomposition [67] would result in a Trotter er-
ror scaling as nT°/m?, which would result in a lower
number of Trotter steps needed and hence a smaller
number of CNOT gates. Other higher-order Trotter ex-
pansions might also reduce the resource requirements.

4 Restriction to star plaquettes

We now turn to a practical demonstration of the hy-
brid algorithms on small spin systems closely related to
the full 2D kagome lattice model. We consider a single
12-spin star plaquette of the kagome lattice, shown in
Fig. 1(b), as well as an analogous 8-spin system shown in
Fig. 1(c), which can be viewed as one plaquette from the
square kagome, or shuriken, lattice [81]. In each case,
the Hamiltonian is the same as in Eq. (17) with spin-
spin interactions of strength J between nearest neigh-
bors and an applied field of strength h, just restricted
to the smaller system.

In this section, we highlight important features of
these smaller systems, including classically solvable ex-
act ground states and a resulting technique for approx-
imating the time evolution with shorter circuits. We
also discuss some nuts-and-bolts details for an empiri-
cal demonstration with classical emulators and on quan-
tum hardware, namely initial states and details of our
symmetry-based error mitigation strategies. The actual
results for ground state energy can be found in Sec. 5
and for the magnetization curve in Sec. 6.

4.1 Exact ground states when h =0

Recall from Sec. 3.3, where we discussed the choice of
initial state for the full two-dimensional lattice, that we

showed two key facts: (1) When h = 0, the Heisenberg
Hamiltonian on a single 3-spin triangle has a 4-fold de-
generate ground subspace spanned by the states shown
in (19), which have two spins in a singlet dimer and the
last spin free. (2) As shown in Eq. (20), a lower bound
for the ground state energy is given by —3J/2 x Na,
where N is the number of triangles in the system.

We then concluded that a covering of the kagome
lattice by nearest-neighbor singlet dimers would achieve
the minimal energy —3.J/2 on each triangle with a dimer
along one edge, and hence would saturate the bound on
the total energy and thus would necessarily be an exact
ground state of the full system. While no such dimer
covering exists for the full 2D lattice, it is possible on
both star plaquettes. The resulting exact ground states
of the star plaquette Heisenberg models (with A = 0)
are the “pinwheel” states

(35)

12 spins 8 spins

and their mirror images. Note that the two mirror im-
age pinwheel states for each plaquette are linearly in-
dependent but not orthogonal. 7 This exact solvability
of the h = 0 Heisenberg model on the star plaquettes is
discussed further in Refs. [82, 83].

The exact solvability means that, although the
kagome lattice has a very high degree of geometric frus-
tration, the Heisenberg model on the star plaquettes
is technically “frustration-free;” a Hamiltonian H is
called frustration-free if it can be written as a sum of
local terms H = ) Hj, such that the ground state of
H is simultaneously a lowest-energy eigenstate of each
H;. [84] The most obvious cases, such as Kitaev’s toric
code model, clearly allow simultaneous diagonalization
of all local terms because all the terms in the Hamilto-
nian commute. The present example is less obvious be-
cause the terms in H do not commute and furthermore
the terms in the Hamiltonian as written in Eq. (17)
do not all have a simultaneous ground state—rather,
the frustration-free nature of the model only becomes
apparent once the individual spin-spin interactions are
grouped into triangles.

7Although we only explicitly discuss the 8- and 12-spin star
plaquettes, in principle we could make larger loops of n corner-
sharing triangles. Analogous pinwheel states are exact ground
states for any n.
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4.2 Trotterized time evolution

Just as for the full 2D kagome lattice, there are multiple
choices for how to implement the time evolution opera-
tor e *H? for the star plaquettes. One option, since the
systems are small enough to diagonalize exactly, would
be to find the 2" x 2™ unitary for e “*#*, then to perform
unitary synthesis to find a circuit that implements the
time evolution exactly up to some level of numerical
precision. However, this approach has both practical
and fundamental issues. On the practial side, “bottom-
up” numerical synthesis is an exponentially expensive
classical computation [85] while “top-down” matrix de-
composition approaches produce extremely long circuits
that are not practical on near-term devices [86, 87]. On
the fundamental side, we would like to use a method
such that our empirical approach at least in principle is
scalable to the full 2D system.

We thus again consider possible Suzuki-Trotter de-
compositions. As in 2D, one option is a bond-by-bond
decomposition, with bonds divided into four groups as
shown here for the 8-spin plaquette: even-numbered
bonds along the outside of the plaqutte, odd-numbered
outer bonds, even-numbered inner bonds, and odd-
numbered inner bonds.

/ N\ A “

Outer even Outer odd Inner even Inner odd

(36)
This decomposition is slightly better than the analogous
one shown in Fig. 2 for the 2D lattice, since this decom-
position still preserves one important spatial symmetry,
namely the Cj rotation for the 8-spin plaquette and Cyg
rotation for the 12-spin plaquette.

The triangle-by-triangle decomposition is also a pos-
sibility. As shown below, as in 2D we have a decom-
position H = H; + H,, but here H; corresponds to
even-numbered triangles around the plaquette [left col-
umn in (37)] and Hs to odd-numbered triangles [right
column).

VAN '“
s VA
A./;\A. v .
met - D

The triangle-by-triangle approach maintains its most
important advantage over the bond-by-bond approach,

namely the reduction in CNOT count from 9 to 8
per triangle. Furthermore, the triangle-by-triangle ap-
proach has two additional advantages specific to the
star plaquettes, one minor and one which is important
to the success of our demonstration on real quantum
hardware.

The minor advantage comes from partial paralleliza-
tion of Trotter steps to slightly reduce run time and
thus noise. Consider three successive triangles around
the edge of the plaquette. During one Trotter step, we
first apply the circuit from Fig. 4 on the first and third
triangles, then on the second:

D
A\
D
A\
D
Ay
D
Ay

D
A\
D
A\
[
A\
fan)
A\

D
A\
D
A\
[
A\
fan)
%

o
A\
.
A\
.
A\
o
Ay

N D
L €
MDD
U\

fan)
A\
fan

D
U

Ay

ad
AN )

(38)
For visual clarity we have not drawn the single-qubit
rotations and have grouped the gates belonging to each
copy of the circuit from Fig. 4. Evidently, the two pieces
of the Trotter step can be made to overlap, resulting in
a 1/8 reduction in the number of layers in the circuit.
More importantly, the triangle-by-triangle approach
actually incurs exactly 0 error when time-evolving the
pinwheel ground states, no matter the size of the Trotter
time step. This remarkable property follows from the
frustration-free nature of the Hamiltonian. To see this,
consider one Trotter step of size ¢, given by the operator

Ft — e_iHlte_iH2t7 (39)

where H7 acts on the even triangles and Hs on the odd
triangles, as in (37). Then, since the exact ground state
of H is also an eigenstate of the local Hamiltonians Ha
acting on each triangle of the star plaquette, it is also
an eigenstate of both H; and Hs, each with eigenvalue
—3(J/2)Na /2. The ground state is thus an eigenstate
of F with eigenvalue e~#*=3(//2)Na "exactly the same
as its eigenvalue under the full time evolution U, =
e~ *Ht Intuitively, even though e *Hite—iHzt £ o—iHt
they are equal specifically when acting on the ground
state because Hy and Hs each act on the state just as
scalar multiplication. (Note, however, that the ground
state of H is not an exact eigenstate of noisy approxi-
mations to H; and Hs, hence on a real quantum device
some Trotter error will remain.)

The lack of Trotter error for the ground state sug-
gests a means of testing out UVQPE and ODMD on
the frustration-free star plaquettes with shorter circuit
depth than is required when trying to minimize Trot-
ter error by taking many small Trotter steps, hence
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with much lower noise when running on present-day and
near-term quantum devices. Considering UVQPE in
particular, since we know that for any time step size At,
Ua: and Fa; have the same eigenvalue for the ground
state we want to find, we can solve a generalized eigen-
value problem for the eigenvalues of the operator Fa;
rather than Uay.

Then recall from Sec. 2.1 that we must choose At
such that the spectrum of HA¢ lies in an interval of
size 27 in order to unambiguously find eigenvalues of
H from eigenvalues of Ups. Let us further assume that
the eigenvalues of HAt specifically lie in the interval
(—m, ), and let the minimal and maximal values be
EyAt and En_1At. Then by the triangle inequality,
the phases of the eigenvalues of Fa; will also lie in
[-En_1At,—EgAt]. As a result, the ground state of
H is guaranteed to still have the most positive phase
for Fa; and thus will be found by the UVQPE variant
where we look for eigenstates of Fay.

We can likewise generate the subspace used for the
generalized eigenvalue problem by evolving the initial
state |1o) with F' rather than U:

N FmAtW)O> _ e—iHlmAte—ngmAt|,¢]0>.

Using this basis and solving for the ground state using
F| the (4, k) element of the overlap matrix on the right-
hand side of Eq. (3) would then become

<efiH(k7j)At> _ <eiHjAt67inAt> (41)

— <eiH2jAteiH1 (j—k)Ate—iHQkAt>

Likewise, the (j, k) element of the time-evolution oper-

(Far)  (Faae) (Fzae)
1 (Fat)  (Faae)

<F—At> 1 <FAt> v

with all expectation values again taken in an initial state
|10). This restores the Toeplitz structure and hence the
efficiency of the method in terms of the number of cir-
cuits to be run, and it limits every expectation value
to a short circuit with a constant depth corresponding
to a single Trotter step, thus bringing hardware noise
down to a manageable level. On the other hand, this
generalized eigenvalue problem no longer clearly repre-
sents energy minimization within a subspace, and we
must reconsider why the method should work at all.

First, it is at least plausible that the approach could

ator matrix on the left-hand side becomes

<e—iH(1+k—j)At> — <eiHjAte—the—inAt> (42)

— <F]TAtFAtFkAt>-

Effectively, each matrix element requires at most three
Trotter steps, substantially limiting the circuit depth
while still producing a linear algebra problem that is,
at least in theory, guaranteed to give the correct ground
state energy.

We emphasize that this method, solving the general-
ized eigenvalue problem for Fay, is primarily useful in
the special case that we already know the ground state.
Note, however, that for small enough At, Fay; and Uay
only differ by an error of order At?, so even for real
unsolved problems such as the full 2D kagome lattice
Heisenberg model, it could potentially provide a good
approximation to the eigenvalues.

Even in the specialized setting of a frustration-free
Hamiltonian, this approach still has some drawbacks.
First, we lose the Toeplitz structure of the matrices,
since letting j — 7+ 1, k — k+ 1 in Eq. (42) changes
the value of the matrix element. Then unlike in UVQPE
as presented in Sec. 2.1, we can no longer measure only
the expectation values from the top row of the matrix,
significantly increasing the number of different circuits
that must be run. Second, even for the 8-spin plaque-
tte, there are still 48 CNOT gates per Trotter step, so
even three steps may lead to a high degree of noise on
present-day quantum devices.

To make hardware demonstrations feasible we make
a further approximation: we simply replace all occur-
rences of et in Eq. (3) by a single Trotter step F(t),
giving the generalized eigenvalue problem

1 (Fae)  (Faae)
<F—At> 1 <FA1‘>
<F_2At> <F—At> 1 - AV (43)

give the correct ground state energy because, if the ini-
tial state |1p) is chosen to be the exact ground state,
then the matrix on the left-hand side is exact a scalar
multiple e~*#0A* times the matrix on the right, giv-
ing the correct eigenvalue A\. For a more general ini-
tial state with an overlap with the true ground state,
we should consider how UVQPE works; as shown in
Ref. [50], with successively larger matrices the linear
combinations of basis states allow phase cancellation
of the coefficients of excited states, ultimately isolat-
ing the true ground state. This process still occurs for
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Figure 6: Circuit to prepare initial states for generating the
subspace bases for UVQPE and ODMD. We show the circuit
for the 8-spin plaquette; there is an analogous state for the
12-spin case. The state at the dashed line is the pinwheel of
(35), and the CZ gates to the right add entanglement between
dimers.

the generalized eigenvalue problem in Eq. (43). In fact,
the effective increased phase randomness due to Trotter
error actually makes the non-ground state components
cancel out even faster, giving rapid convergence.

4.3 Initial states

For the full 2D kagome lattice, we argued in Sec. 3.3 that
dimer coverings that come as close as possible to having
one dimer along an edge of each triangle are good initial
states, likely having significant overlap with the ground
state. Applying the same logic on the star plaquettes
gives the pinwheel states of (35), which as discussed
above are in fact exact ground states.

Since our goal is to use the star plaquettes as test
cases for the hybrid algorithms, we need to pick dif-
ferent initial states that are close to, but not equal to,
these known ground states. One solution would be to
use a different dimer covering, where dimers connect
spins that are not adjacent. However, we would like to
use an initial state that is cheap to prepare on any quan-
tum hardware with connectivity similar to that of the
model itself. Our solution is to take the known dimer
pinwheel ground state, then apply controlled-Z gates
clockwise on the outer bonds that do not currently fea-
ture a dimer, as shown in Fig. 6. The total overlap of
this state with the ground state subspace is 0.286 for
the 8-spin star and just 0.001 for the 12-spin star.

As noted in Sec. 3.5, the algorithms require the noise
level to be below the initial state overlap, so the latter
initial state would require on the order of 10° shots per
expectation value even if the only noise comes from sam-
pling. We therefore also use a state where every other
CZ operator is omitted. The resulting state has an over-

lap of 0.016 with the ground state subspace. Schemati-
cally, the two initial states look like

(44)

Overlap 0.001 Overlap 0.016

where the thick lines indicate the locations of CZ op-
erators applied to the pinwheel state. In Sec. 5.1, we
use the two initial states with their dramatically differ-
ent overlaps with the ground state to explore in more
depth how the algorithms depend on the quality of the
initial state.

Note that applying the layer of CZ gates takes us
out of the spin-0 sector, but we do remain in the S* =
0 sector. If we were aiming to find the ground state
energy of an unsolved model, an initial state that is
less than fully symmetric would be a bad choice. In
this case it simply makes the computational task more
challenging and hence actually makes for a better test
of the algorithms.

We can also consider good initial states for other S*
sectors, which will be relevant for finding the overall
ground state when we turn on the magnetic field, h, and
hence for finding the magnetization curve. To find ini-
tial states that have reasonable overlap with the ground
state in each S* symmetry sector, we use a partial dimer
covering, leaving enough free spins to reach the S* value
for the sector. We illustrate our initial states for the 8-
and 12-spin stars and give their overlaps with the true
ground states of their respective S* sectors in Fig. 7.

4.4  Error mitigation details

Implementations of quantum algorithms on near-term
devices benefit from error mitigation strategies to re-
duce noise. Standard methods include zero noise ex-
trapolation [88-93], especially via Richardson extrapo-
lation [94], dynamical decoupling [95, 96], and proba-
bilistic error cancellation [89, 93]. In addition to these
problem-agnostic methods, for Hamiltonian simulation
we can use the symmetries of the Hamiltonian to re-
duce and detect errors [64—66]. As noted in Sec. 3.1, we
use two error mitigation strategies based on the con-
servation of total S%: detection of bit strings inconsis-
tent with conservation of S* during time evolution and
twirling with single-qubit gates to average away leakage
into incorrect symmetry sectors.

S* error detection: First, we use symmetry-based
error detection. When h = 0, our initial state |1o) con-
sisting of CZ operators applied to the pinwheel state
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Figure 7: Initial states for the 8- and 12-spin plaquettes in different symmetry sectors with S* > 0. For larger S, the states are
chosen to be similar to the pinwheel states of Eq. (35) while being in the correct S* sector and reasonably spatially symmetric.
The circled dimers are in a spin singlet state, while the remaining spins are in the state |1). The number under each state gives
the overlap with the true ground state in that symmetry sector, or if there are multiple degenerate ground states, the total of the

overlap with the ground subspace.

(35) has total S* = 0. The triangle-by-triangle Trot-
terized time evolution conserves S?, so if measured bit
strings after time evolution have a different total SZ,
they can be safely discarded.

However, we have overlooked a significant complica-
tion. Recalling the mirror circuit method from Sec. 2.3,
we sample bit strings not from the state e~*7¢|¢)y) but
rather from |0(t)) = Ule~"Ht{/;|0) when measuring F}
and the analogous states [Eqs. (11) and (14)] when mea-
suring F5 and F3. Focusing first on the state for Fi, we
note that the state-preparation circuit implementing Uy
explicitly does not conserve S?, since it must convert
from the all-0 state, which is in the S* = L sector, to
a state in the S* = 0 sector. Thus although the time
evolved state e~*tJ;|0) should be in the S* = 0 sec-
tor, allowing for error detection, the state |0(t)) that we
actually measure will not be.

Fortunately, we can overcome this by careful scrutiny
of the implementation of U, given in Eq. (21). On each
two-qubit dimer, U, implements the transformation

0 1 01

1 1 0 10

V2|l -1 0 10 (45)
0 -1 0 1

Then when we apply Ug to a state that lies entirely in
the S* = 0 sector, we will map each pair of spins with
labels (7,7 + 1) by the Hermitian conjugate of (45).
Looking at the rows of the matrix, we see that a pair of
spins in the state |00) will map to a linear combination
of |01) and |11), as will spins in the state |11). On the
other hand, a state of the form |01) or |10) will map to
a linear combination of |00) and |10).

But if we are correctly in the S* = 0 sector, each ba-
sis state with weight in e~*'U/,|0) will have an equal
number of Os and 1s, and thus when the state is divided
into pairs of spins, the number of pairs in the |00) state
will be equal to the number of pairs in the |11) state.
Thus the total number of pairs in either the state |00)
or the state |11) will be even. Thus, after applying UJ ,
any measured bit string in the state |0(¢)) that has an
odd total number of spin pairs in the states |01) and |11)
corresponds to a symmetry sector error, and that mea-
surement can be discarded. On any star plaquette with
4n spins, this condition eliminates exactly half of the
possible bit strings as invalid measurement outcomes.

Other related approaches could further limit the num-
ber of valid bitstrings, thus allowing more errors to be
detected and the corresponding shots discarded. For
example &, Uy could be divided into a layer of X gates
acting on some qubits to transform |0) into a product
state in the target S* sector, followed by local entan-
gling gates that transform |01), rather than |00), into
a singlet dimer. The layer of X gates could be skipped
when applying Ug , with bit-flips done in classical post-
processing of measured bistrings. Then F} would be the
probability to measure the product state from after the
initial layer of X gates, rather than the all-0 state. In
this case, only the n choose n/2 bitstrings with % =0
would be valid, and any other measured bitstring would
be discarded.

This approach to error detection scales well with sys-
tem size and with error rate. For an m-qubit system,
checking each measured bit string has cost linear in n,
so the total cost is nM where M is the number of shots;

8As suggested by one of the anonymous referees.
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there is negligible overhead compared with the exist-
ing cost of classically recording measurement outcomes.
Unlike other error detection schemes, this method also
does not rely on adding ancillas or extra CNOT gates.
The method will also scale well with decreasing error
rates as quantum hardware improves: the number of
shots discarded will go to 0. Thus although this method
is based on “post-selection,” in principle it incurs no
overhead whatsoever in quantum resources.

We can perform a similar analysis for the circuits for
F5 and F3 to find a condition to filter out invalid mea-
surements on the states |[0r(t)) and |0g;(¢)). However,
the analysis of how basis states propagate through the
GHZ preparation circuit is sufficiently complicated that
we do not make use of filtering for F» and F3. Empir-
ically, it remains true that around half of the possible
bit strings are not valid measurement outcomes if the
symmetry sector is conserved during time evolution.

S*-preserving twirling: Our second symmetry-
based mitigation method is a form of twirling, or ran-
domized compiling, introduced in Ref. [66]. We use the
fact that a well-chosen layer of single-qubit R, rotation
gates can leave desired symmetry sectors invariant while
adding a phase to others, so that in averaging over var-
ious runs, the erroneous symmetry sector components
will cancel out.

To be concrete, suppose we have a product state of
2n spins where half are in the state |0) and half are in
the state [1). Then if we apply R,(0)®?" to the state,
where

ro=(5 Jl) (16)

and importantly 6 is the same for each qubit, the net
phase acquired will be exactly zero. The same will be
true for any superposition of such product states, i.e.
any state, not just a product state, with S* = 0. On
the other hand, a state with total spin of S* = 2, with
n + 1 qubits in the state |0) and n — 1 in the state |1},
would acquire an overall phase of 26.

Now let’s suppose we have a superposition of states
with % = 0 and S* = 2, a|0) + b|2). If we run half our
shots with an R, layer inserted with § = /2, our final
measurement outcomes will be effectively sampled from
the density matrix

p =5 (al0) + [2))(a* (0] + b*2)
+ 5 (al0) ~b2))(a" (0] — b (2)
=1aP?10) (0] + 2[2)(2] (47)

Thus if the state was supposed to be in the S* = 0
sector, but there was a small leakage of order € into

the S% = 2 sector due to hardware noise, this twirling
procedure, which costs only an inconsequential layer of
1-qubit gates, reduces the contribution from the erro-
neous symmetry sector to be of order e2. Note that,
although a direct measurement of p either with or with-
out twirling would give symmetry sector S* = 0 with
probability |a|?, when the measurements come after the
further unitary operations such as inverted state prepa-
ration circuits, the linear-in-e off-diagonal elements of
the density matrix that are present without twirling
would have an effect on the final measurements.

This twirling method works even when we take the
superposition with a reference state for measuring F5
and F3. In that case, the state during time evolution
should be a superposition of S* = 0 and S* = L, so as
long as we choose 6 to be an integer multiple of 27/L,
both symmetry sectors will be unaffected. On the other
hand, the most likely leakage will be to % = +2, L —2,
and we can choose § = 7/2 so that state components
in all of these symmetry sectors will acquire a relative
negative sign. We can thus cancel out some errors by
running each of our circuits half the time with a layer
of R,(m/2) gates after the Trotter evolution and half
without.

5 Ground state energy results

Finally, we present our results from running both
UVQPE and ODMD on the star plaquettes to find the
ground state energy, focusing only on the case h = 0.
Following Lieb’s theorem [63], we therefore consider
only the S* = 0 symmetry sector. We show results
using exact classical state vector simulation both with
and without shot noise due to taking a finite number of
measurements to determine Fy, Fb, and Fj for each ex-
pectation value. These simulations use the exact time
evolution operator e ~*H*. For the 8-spin plaquette, we
also show results using both a noisy classical emulator
and real quantum hardware, namely the Quantinuum
H1-1 processor; these simulations use the single Trot-
ter step approximation discussed in Sec. 4.2 where Uy is
replaced by F;.

5.1 Exact classical simulation results

For both the 8-spin and 12-spin star plaquettes, we
use an initial state |¢g) given by the pinwheel state
(35) augmented by a layer of CZ gates as described
in Sec. 4.3. For the 8-spin plaquette we use four CZ
gates as illustrated in Fig. 6; the overlap of this state
with the ground state subspace is 0.286. For the 12-
spin plaquette we consider two different initial states of
this type, shown in Eq. (44); their respective overlaps
with the ground state subspace are 0.001 and 0.016. We
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Figure 8: Convergence of UVQPE and ODMD estimate of the ground state energy with the number of time steps/Krylov basis
states used for the 8-spin star plaquette. Time evolution and computation of expectation values are numerically exact, with no
error or shot noise. The initial state is the pinwheel plus a layer of CZ operators, as shown in Fig. 6. Even though the simulations
are exact, we use noise filtering with three levels of singular value threshold, because we need to invert nearly singular matrices so
even noise at the level of machine precision can be problematic, and because we want to understand the effect of the filtering on
convergence. We see that in the noiseless case, more aggressive noise filtering (larger ¢) leads to slower convergence.
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Figure 9: We perform the same numerical experiment as in Fig. 8, but for the 12-spin plaquette using six-CZ initial state from the
left of Eq. (44), which has just a 0.1% overlap with the ground subspace. As a result of this low overlap, both algorithms initially
converge towards a low-lying excited state instead of to the ground state. With small 4, both algorithms eventually escape the
local minimum and find the ground state energy; with agressive noise filtering using § = 0.1, the algorithms never converge to the

ground state.
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Figure 10: A closer examination of the energy convergence
for the 12-spin plaquette with the six-CZ initial state, using
UVQPE with § = 107°. The upper panel shows the energy es-
timate as a function of the number of time steps/basis states,
similar to the UVQPE data from Fig. 9, rightmost panel; en-
ergy error is measured in units of J/2. In the lower panel, we
show the convergence of |7g), the UVQPE approximation to
the ground state, by finding its overlap with each eigenstate
of H. We plot the overlaps for the five eigenstates that con-
tribute most to the approximation to the ground state across
the simulation. On the right we show where the energies of
those eigenstates fall on the spectrum of H; the five states
include the ground state and several low-lying excited states.
Evidently, in the first 10 or so time steps, UVQPE converges
towards the excited state marked with a green square. With
this small §, the algorithm escapes the local minimum and con-
verges to the true ground state; with § = 0.1 as on the left of
Fig. 9, the algorithm gets stuck at the excited state.

then compute the expectation values of Eq. (4) in two
ways: (1) direct computation of the expectation value
via matrix multiplication and (2) exactly generating the
states |0(¢)), |0r(¢)), and |0g;(t)) from Egs. (9), (11),
and (14), respectively, then sampling from the states
and using Eq. (16) to find the expectation values.

We process the expectation values using both
UVQPE and ODMD, truncating small singular values
from the matrices on the right-hand side of Eq. (3) and
Eq. (7), respectively. Specifically, we truncate all sin-
gular values below a threshold that is a factor ¢ times
the largest singular value of the matrix; empirically, we
need to truncate singular values up to around 10x the
noise level on the individual matrix elements in order
for the algorithms to converge correctly.

For the time step size in the simulations, At, we re-
call from Sec. 3.4 that for h = 0 the Hamiltonian spec-
trum is bounded by |H|2 = (3J/2)Na, thus requiring
At < 27/(3JNa). The 8- and 12-spin plaquettes have
Na = 4 and 6, respectively. We choose a relatively con-
servative value of At/(J/2) = 0.1, satisfying the bound
for both plaquettes. The resulting (unitless) time-step
operator is Ua; = exp (—i x 0.1 o - o).

The results of the simulations are summarized in a
series of figures, as follows:

e In Fig. 8, we show the convergence of the ground
state energy for both UVQPE and ODMD for
the 8-spin plaquette, with expectation values com-
puted exactly. We specifically plot, on a log scale,
the error in the energy estimate as a function of
time step, or in other words of the number of
Krylov states in the basis (1). Although the expec-
tation values are accurate to machine precision, the
linear algebra problems in Eqgs. (3) and (7) are ill-
conditioned, so some noise filtering is still needed;
we use three singular value thresholds, § = 107!,
1073, and 107°. In this case, because the simula-
tion is noiseless so not much singular value filtering
is needed, both algorithms converge faster when §
is smaller.

e In Fig. 9, we show the same calculation but for
the 12-spin plaquette, using the initial state with
six CZ operators as shown on the left of Eq. (44),
which has an overlap of only 1073 with the true
ground states. When the level of noise filtering §
is greater in magnitude than the initial state over-
lap, the algorithm converges to a low-lying excited
state instead of to the ground state—essentially,
the contribution of the ground state to the initial
state gets filtered out. When § is comparable to or
smaller than the overlap, as in the middle panel,
both algorithms plateau at the energy of the low-
lying excited state before eventually converging.

e In Fig. 10, we focus on UVQPE (with § = 107%) to
demonstrate that the plateau in energy does indeed
correspond to finding a low-lying excited state. Re-
call from Sec. 2.1 that UVQPE gives an approxi-
mation to the ground state eigenvector, |¥p), in the
form of a linear combination of the basis states (1).
For the small star plaquettes, we can explicitly gen-
erate the basis states and thus the specified linear
combination, and we can find the overlap of |7g)
with the true ground state and other eigenvectors of
the Hamiltonian. In the figure, we show the conver-
gence of energy in the upper panel and the decom-
position of the corresponding ground state approx-
imation into Hamiltonian eigenstates in the lower
panel. After around 10 time steps, the UVQPE
approximation has a very high overlap with the
excited state marked with a green square. With
a small value of §, the algorithm eventually finds
the true ground state, marked with a yellow circle,
but with a larger § it converges to the excited state
instead.

e In Fig. 11, we show the same calculations as in
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Figure 11: We perform the same numerical experiment on the 12-spin plaquette as in Fig. 9, but using the three-CZ initial state
from the right of Eq. (44). This state has a much larger overlap with the ground subspace, 0.016 rather than 0.001. As a result,
both algorithms converge to the ground state even when § is large.
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Figure 12: We perform the noisy version of the numerical experiment on the 8-spin plaquette from Fig. 8. Each expectation
value from Eq. (4) is computed by sampling the states (9), (11), and (14) to find Fi, Fs, and F3; We use 10% shots in total per
expectation value, distributed among Fi, F», and F3. We perform the sampling 100 times at each time step, and we show here
the mean energy estimate from UVQPE and ODMD across the 100 shot noise realizations. Error bars show the standard deviation
across noise realizations. A larger ¢ is needed to filter out the noise so that the algorithms can converge.
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Figure 13: For each singular value threshold for the numerical experiment on the 8-spin plaquette (Fig. 12), we consider a single
noise realization and show the convergence of energy and eigenvector in UVQPE in the style of Fig. 10. By looking at a single
noise realization, we clearly see that when the singular value threshold is too low relative to the noise level, in this case § = 1072,
the algorithm fails to converge at all. In contrast, convergence occurs quickly for a sufficiently large noise threshold, and occurs
after a long energy plateau in the case of intermediate noise filtering.
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Fig. 9, but using the initial state with three CZ
operators as shown on the right of Eq. (44), which
has a higher overlap with the ground state, around
0.016. In this case, the energy converges for all
three levels of noise filtering, just as for the 8-
spin plaquette. (We also show the convergence of
the eigenvector for this initial state, analogous to
Fig. 10, in the upper left panel of Fig. 21.)

e In Fig. 12, we show the convergence of the energy
for both UVQPE and ODMD for the 8-spin pla-
quette with shot noise taken into account. We use
1000 shots in total for each expectation value, dis-
tributed with 40% to the circuit for F; and 30%
each to the circuits for F» and F5. We run the sam-
pling 100 times at each time step, and we view the
nth experiment, across all time steps, as one noise
realization. For each noise realization we compute
all the expectation values and then the UVQPE
and ODMD energy estimates as a function of time
step. In the figure, the plotted value of the energy
at each time step is the mean of the energies at
that time step across all noise realizations, and the
corresponding error bar is the standard deviation,
indicating the range of energy estimates consistent
with this level of shot noise. We use three singular
value thresholds, 6 = 10~*, 107%/2, and 10~2. The
largest d is above the scale of the shot noise, and
both algorithms converge. The smallest ¢ is below
the noise level, so the energy estimates do not con-
verge. With an intermediate level of noise filtering,
the energy starts to converge after a long plateau.

One question looking at the right panel of Fig. 12
is whether the algorithms fail to converge at all,
or instead converge to some excited state rather
than the ground state. The apparent convergence
of the energy to a fixed value above that of the
ground state is in fact a result of averaging over
high-energy states and over 100 noise realizations.
To show this, in Fig. 13 we plot the convergence
in UVQPE of both energy and eigenvector, in the
style of Fig. 10, for one representative shot noise re-
alization for each of the three singular value thresh-
olds. The convergence is clear for § = 10~!. For
the too-small value § = 1072, the estimated eigen-
vector continues to have large components of mul-
tiple high-energy eigenstates even at long times. In
the case of intermediate J, the estimated eigenvec-
tor fluctuates for a significant time before suddenly
converging. (In some cases the convergence occurs
through a series of such jumps after long plateaus
in the energy estimate.) Thus the appearance in
Fig. 12 of a long plateau followed by slow conver-
gence apparently represents an average over many

trajectories in which the sudden convergence ap-
pears at different numbers of Krylov steps used.

e In Fig. 14, we show the same calculations but for
the 12-spin plaquette. We use the higher-overlap
initial state with three CZ operators; however, be-
cause the overlap is still smaller than for the the
8-spin plaquette, we use 10* total shots per expec-
tation value to reduce the noise level. The energy
converges with 6 = 0.1. However, it converges to
a low-lying excited state for 6 = 0.3, which is too
large relative to the initial overlap, and it fails to
converge at all for § = 0.01, which is too small
relative to the shot noise.

To summarize, we find that both algorithms rapidly
converge to the ground state energy even in the presence
of (normally distributed) statistical noise, so long as we
use a noise-filtering technique to regularize the linear
algebra problems of Egs. (3) and (7).

The appropriate level of noise filtering is a balanc-
ing act: if the threshold is below the true noise level
(e.g. Fig. 12, right panel), the noise has too strong an
effect and the algorithm doesn’t converge; on the other
hand, if the threshold is larger than the overlap between
the initial state and the ground state (e.g. Fig. 9, left
panel), the desired signal is also filtered out and the
algorithm may converge to a low-lying excited state in-
stead of to the ground state. However, as long as the
initial state overlap is larger than the noise level, there
will be a filtering threshold that allows both UVQPE
and ODMD to converge.

5.2 Noisy emulator and hardware results

Finally, we turn to a demonstration of UVQPE and
ODMD on a real quantum device, namely the Quantin-
uum H1-1 processor. We also use the corresponding
noisy classical emulator provided by Quantinuum. By
running on real hardware and on a noisy emulator, we
show that the algorithm is robust not only to shot noise,
as demonstrated above, but also to a variety of other co-
herent and incoherent noise sources such as state prepa-
ration and measurement errors, amplitude damping,
and dephasing .

9The quantity extracted from each circuit in our algorithms is
just the probability of |0) in each of the states [0(t)), [05(t)), and
|0 R, (t)). These probabilities are affected by dephasing, which can
be converted into bit flip errors both during time evolution and
when applying the inverse state preparation unitaries Ug, U;;,
and U};i. Note that dephasing that occurs near the end of the
circuit will not impact the final measurement, so in some cases
dephasing will be less impactful than other noise sources. On
the other hand, dephasing just before a layer of R, gates used
for twirling will not be reduced, so such errors could be more
problematic than expected despite error mitigation.
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Figure 14: We perform the noisy version of the numerical experiment on the 12-spin plaquette from Fig. 11, using the same
approach as in Fig. 12 with 10* shots per expectation value. We observe convergence for a range of § around 0.1—large enough
to filter out the shot noise, but small enough not to filter out the signal from the overlap between the initial state and the ground

state.

As we saw in Fig. 14 above, for the 12-spin plaquette
there is only a narrow range of noise-filtering thresh-
olds ¢ that give robust convergence, even when we use
10* shots with no other source of noise. Given the high
per-shot cost on the Quantinuum device, we therefore
perform the hardware demonstration only on the 8-spin
plaquette, where we can use 103 shots per expectation
value. We use the initial state from Sec. 4.3 and a time
step size of 0.1(.J/2), the same as in the classical simu-
lations reported in Fig. 12.

Unlike the noiseless simulations, where we computed
the states (9), (11), and (14) exactly, here we are lim-
ited by (real or emulated) hardware noise to shorter
circuits and thus make the U; — F} approximation dis-
cussed in Sec. 4.2, so that our longest circuits have at
most 78 CNOT gates. For running on the Quantinuum
hardware and emulator, we transpile our circuit to the
correct gate set using BQSKit [70, 97].

Using this approximation, we compute the expec-
tation values (Fpa¢) up to 20 time steps using the
noisy classical emulator, which as we show in Fig. 15
is enough to converge the ground state energy to an ac-
curacy of 1072(J/2). We run on hardware for five of
the time steps, with spacing 2At = 0.2(.J/2) through
10At = 1.0(J/2). Because the spacing 2At is still
small enough to satisfy the bound At < 27/(3JNa), we
can also estimate the ground state energy purely from
the hardware results, with an accuracy of 1071(J/2) as
shown in Fig. 16.

For both the noisy emulator and the hardware imple-
mentation, we use a total of 10% shots per expectation
value: 400 for F; and 300 each for F; and F5. With the
classical emulator, we also run half as many shots (200
for Fy, 150 each for F; and F3) with a layer of Ry gates
inserted as described in Sec. 4.4; replacing (a randomly
selected) half of the original measurements with the Rz-
inserted, or “twirled” measurements slightly reduces the
error in the expectation values as shown in Fig. 17. We
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Figure 15: Convergence of energy estimate from UVQPE and
ODMD for the 8-spin plaquette using expectation values mea-
sured with a noisy emulator that approximates the behavior of
the Quantinuum quantum processor. Color corresponds to the
algorithm used. Convex points (circle, square) show the results
when no error mitigation is applied, while non-convex points
(x, +) show the results with two forms of symmetry-based er-
ror mitigation: symmetry sector post-selection and symmetry-
based twirling. The effects of error mitigation are small, likely
because shot noise is the dominant noise source (see Fig. 17).
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Figure 16: Convergence of energy estimate from UVQPE and
ODMD for the 8-spin plaquette using expectation values mea-
sured on the Quantinuum H1-1 processor, i.e. on quantum
hardware. Even when measuring just five expectation values
of the form (Fja¢), we can obtain the correct ground state
energy up to an error on the order of 107 (J/2). As shown in
Fig. 17, with the number of shots used in these experiments,
expectation values computed on hardware are statistically in-
distinguishable from those computed using the noisy emulator,
so with more time steps the energy would further converge as
in Fig. 15.

also show, for both noisy emulator and hardware, the
effect of symmetry sector-based post selection.

Figs. 15 and 16 show the energy estimates both with
and without the symmetry-based error mitigation. The
effect on the convergence appears to be minimal, which
we attribute to the fact that shot noise is actually the
dominant noise source. This can be seen in Fig. 17
where, alongside the actual error in expectation values
from noisy emulator and hardware, we also show an
estimate of shot noise given 1000 total shots per time
step. In particular, for each time step we run an exact
classical simulation (including the U — F' approxima-
tion) 100 times, and we take the standard deviation
among the 100 experiments as the approximate shot
noise. The large shot noise explains why, for some ex-
pectation values, the error mitigation strategies actually
increase rather than decrease the error.

For the longer circuits and greater number of shots
that would be needed to study a much larger two-
dimensional system, we expect that the relative impor-
tance of noise channels like amplitude damping and de-
phasing would increase. In the noise filtering step of
classical post-processing, in order to allow for a singular
value threshold § that is simultaneously larger than the
error in the matrix elements and smaller than the over-
lap of the initial state with the ground state, an early
fault-tolerant quantum computer might be needed to re-
duce such noise channels to manageable levels. A thor-

ough investigation of the relative importance of each
type of error would require much larger systems and
many more shots, and thus is beyond the scope of the
current paper.

6 Magnetization curve results

As previously noted, for an antiferromagnetic model
such as the Heisenberg model considered in this paper,
when there is no magnetic field (h = 0) Lieb’s theo-
rem [63] guarantees that the ground state will be in the
S% = 0 sector. In other words, there is no net magnetic
moment. On the other hand, if the field A is much larger
than the interaction strength J, the ground state will
be the fully polarized state with all spins pointing along
the direction of the field, giving the maximum possible
magnetization. At intermediate field strengths, there
will be some tendency for spins to align with field, giv-
ing rise to the magnetization curve: the mean of (5%)
over all spins, measured in the ground state, as a func-
tion of the applied field h.

For the kagome lattice Heisenberg model, the mag-
netization curve is believed to have a series of plateaus,
where the magnetization remains constant as the ap-
plied field increases [98-105]. The plateaus correspond
to various phases of matter that are stable to small
changes in the applied field. Most plateaus likely corre-
spond to partial magnetic ordering, but some could be
new exotic spin liquids different from the one expected
at h = 0. Quantum computers may help to conclu-
sively determine the nature of these plateau states, and
finding the magnetization curve itself is the first step.

Fortunately, for a Hamiltonian that conserves S%,
such as the Heisenberg model, we can find the mag-
netization curve simply by computing the h = 0 ground
state energy within each S* symmetry sector. The rea-
son is that the field term in H is exactly the conserved
quantity, total S%. Therefore every eigenstate at h = 0
is also an eigenstate at finite h, with its change in en-
ergy just given by —h Y S*. In particular, the ener-
gies of all states in a given symmetry sector change in
the same way as h is increased, so for each sector the
h = 0 ground state remains the lowest in energy for any
h. Furthermore, the energy eigenvalues themselves are
easily computed from the i = 0 eigenvalues.

We show this computation of the magnetization curve
using the exact eigenvalue spectra of the 8- and 12-spin
plaquettes in Figs. 18 and 19, respectively. In each fig-
ure, the lines in the upper panel show how the energy
of the ground state within each spin sector evolves with
increasing h. At each crossover point, where a new
spin sector becomes the ground state, the magnetiza-
tion jumps, giving the magnetization curve shown in
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one for green, and two for yellow. For comparison, a classical estimate of the shot noise is shown as a dashed gray line. Shot noise

appears in this case to be the dominant noise source.

the lower panel.

Here we used the exact eigenvalues to illustrate the
approach to finding the magnetization curve. However,
our goal is to show that this calculation is also feasible
using UVQPE and /or ODMD. Once we have the ground
state energy in each S* symmetry sector at h = 0,
the computation of the magnetization curve is identi-
cal to the exact calculation above. We therefore simply
demonstrate finding the ground state energy in all sym-
metry sectors using UVQPE.

In Fig. 20, in the upper half of each panel, we show the
convergence of ground state energy for the four distinct
non-trivial S* symmetry sector of the 8-spin plaquette.
We use the initial states discussed in Sec. 4.3; each panel
is labeled by the overlap between the initial state |¢g)
and the ground state(s) |vg). We run UVQPE using
exact classical simulation, with no Trotter error or shot
noise, and we use a singular value threshold of § = 1076.
All symmetry sectors converge to the true ground state
energy with high precision within 20 steps.

Also recall from Sec. 2.1 that UVQPE gives an ap-
proximation to the ground state eigenvector, |7g), in
the form of a linear combination of the basis states (1).
For the small 8- and 12-spin plaquettes, we can explic-
itly generate the basis states and thus the specified lin-
ear combination, and we can find the overlap of |7g)
with the true ground state and other eigenvectors of the
Hamiltonian. To help understand the convergence of
the ground state energy from UVQPE, we also show in
Fig. 20, in the lower half of each panel, the convergence
of the approximate ground state eigenvector. Specifi-
cally, we plot the overlap of five eigenvectors of H with
|00), observing how the overlap with the true ground
state |vg) grows as the number of time steps/Krylov ba-
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Figure 18: Demonstration of how to derive the magnetization
curve from h = 0 ground state energies, illustrated using the
8-spin plaquette. Top: Each color corresponds to one S* sym-
metry sector: the solid line indicates the ground state within
that sector, and the shaded region shows the full range of eigen-
values for the sector. The energies simply vary linearly in h
starting with h = 0 on the left. The ground state switches
from one magnetization sector to the next when the ground
state lines cross at the locations indicated by dashed vertical
lines. Bottom: We find the magnetization curve by plotting the
magnetization of the symmetry sector with the lowest-energy
ground state for each h. The value jumps at the crossing points
because there are only a few possible values of magnetization,
but the curve could be continuous for an infinite 2D system.
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Figure 19: Same as Fig. 18 but for the 12-spin plaquette.

sis vectors increases, while the overlaps with the other
eigenvectors decrease.

To gain additional insight into the relationship be-
tween the convergence of the approximations to the en-
ergy and to the eigenvector, it is helpful to consider
worse initial states that have a much lower overlap with
the true ground state. As we show for the S* = 1 and
S% = 2 symmetry sectors in App. B, the algorithm will
often converge towards a low-lying excited state first,
leading to a plateau in the energy convergence, before
ultimately reaching a good approximation to the ground
state.

We also test out UVQPE for finding the ground state
in each S% sector, and hence the magnetization curve,
for the 12-spin plaquette, with results shown in Fig. 21.
As in the 8-spin case, the UVQPE simulations are car-
ried out using exact time evolution and with no shot
noise, using initial states from Sec. 4.3. Note that for
5% = 0 we use the initial state with three CZ operators,
from the left of Eq. (44). Here the convergence behavior,
which we can understand by looking at the eigenvector
convergence in the lower half of each panel, shows some
interesting features. In the S* = 0 sector, the eigenvec-
tor initially has a significant component of an excited
state, though less prominently than in the case of the
six-CZ initial state as shown in Fig. 10 above. Although
it looks like weight remains in two different eigenstates
in the long-time limit, those are actually two orthogonal
states both within the ground state subspace. Interest-
ingly, convergence is slower for S = 1 even though the
initial state overlap is much larger, which occurs be-
cause the initial state |ip) has similarly high overlap
with several low-lying excited states.

The most important takeaway message, however, is
that for both plaquettes and in all symmetry sectors,
UVQPE eventually converges to the correct ground
state energy. As a result, the algorithm (likewise,
ODMD) can be used to compute magnetization curves
effectively following the prescription from Figs. 18 and
19.

7 Discussion

In this paper, we have proposed that hybrid quantum-
classical algorithms based on real-time evolution pro-
vide a promising route to resolving open problems in
frustrated magnetism and quantum spin liquid physics,
including on the challenging kagome lattice Heisenberg
model. We focused particularly on two recent algo-
rithms, UVQPE [47] and ODMD [51], that use a series
of expectation values of the time evolution operator,
(Yole " typg) for t = At, 2At, ---, to find an approx-
imation to the ground state energy and give access to
the ground state itself as a superposition of the states
e~ A% yy). The expectation values are measured on
a quantum computer and are post-processed classically
via a small generalized eigenvalue or linear least squares
problem to find the ground state.

We have made three main contributions. First, we
provided a compact and practical summary of UVQPE
and ODMD in Sec. 2. We also give a detailed descrip-
tion of the mirror circuit method [57] for computing ex-
pectation values and wave function overlaps on a quan-
tum computer. We show how to resolve a phase ambi-
guity in previous versions of the mirror circuit method,
and we perform a careful numerical analysis of how to
distribute a measurement budget among the various re-
quired quantum circuits.

Second, we outlined a detailed approach to running
UVQPE and ODMD on the 2D kagome lattice Heisen-
berg model. We specifically highlighted the uses of
S% spin symmetry, namely to enable the mirror circuit
method, to reduce the effective Hilbert space size, and
to perform error mitigation. We then described an effi-
cient “triangle-by-triangle” implementation of Trotter-
ized time evolution, and we showed how to choose and
prepare a good initial state [¢)g) in which to calculate
the expectation values (g|le”#*|¢)y). Finally, we ar-
gued that the cost of the algorithms does not scale too
quickly with system size: the scaling is exponential due
to translation invariance of the ground state, but the
exponential has a very small base.

Third, we provided an empirical demonstration of
UVQPE and ODMD applied to a single 12-spin star
plaquette of the kagome lattice and an analogous 8-spin
plaquette. Remarkably, these apparently frustrated
small systems are actually “frustration-free” with an
exact classically solvable ground state. We make use of
this exact solvability to design good initial states and
reduce the required circuit depth for Trotter evolution.
For the 8-spin plaquette this allows a compact and effi-
cient simulation on both quantum hardware, namely the
Quantinuum H1-1 processor, and a corresponding noisy
classical emulator. We find that even in the presence of
both shot noise and (real or emulated) hardware noise,
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Figure 20: Convergence of ground state energy and corresponding approximation to the ground state eigenvector in the different spin
sectors of the 8-spin star plaquette. Each panel corresponds to one S* symmetry sector, and is also labeled with the overlap between
the initial state |10) and the true ground state in that sector, |vg). We measure the convergence of the UVQPE approximation to
the ground state by finding its overlap with each eigenstate of H, and we plot the overlaps for the five eigenstates that contribute
most to the approximation to the ground state across the simulation. The energies of those eigenstates are shown at the right of
each panel along with the full spectrum in the corresponding S* symmetry sector. Energy error is measured in units of J/2.
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Figure 21: Here we show the same analysis as in Fig. 20, but for the 12-spin plaquette. Note that convergence is slower both when
the initial overlap is smaller and when the initial state has significant overlap with several eigenstates that all have relatively low
energy.
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both algorithms converge rapidly to the true ground
state energy.

Although the latter two points are specific to one
model, UVQPE and ODMD are effective in a wide va-
riety of systems. Even in models with fewer symmetries
to exploit, the basic algorithms of UVQPE and ODMD
are still effective, for example by using the Hadamard
test to find matrix elements, rather than using the mir-
ror circuit approach.

Conclusively determining the true ground state of the
kagome lattice Heisenberg model and other models of
frustrated magnetism will require more qubits than are
available in present-day quantum processors, as well as
lower noise levels. However, we have shown, with theo-
retical analysis of 2D systems and practical demonstra-
tions on small systems, that hybrid algorithms based
on real-time evolution such as UVQPE and ODMD are
strong candidates for solving these important problems
in condensed matter and materials physics. Even before
the advent of fully fault-tolerant error-corrected quan-
tum computers, these algorithms may allow for new
physical insights that have not been possible via classi-
cal computation.
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A Shot noise distribution for overlap
from mirror circuits

As noted in the main text, Sec. 2.3, when computing ex-
pectation values using the mirror circuit method, there
are two important choices we need to make. First, with
a fixed measurement budget, we must decide how to al-
locate shots between the three circuits for measuring Fj,
Fy, and F3. Second, we can choose whether to compute
the magnitude of the expectation value using Eq. 16 or
instead to use v/F}.

We empirically investigate both of these questions us-
ing the expecatation values (1o|e ~#|4pq) for the 8-spin
plaquette with the S* = 0 initial state from Sec. 4.3,
with 10 different times ¢. For each time, we compute
the states from which F, F5, and F3 are sampled. We
then run 100 experiments for each ¢, where in each one
we sample from these states m times to measure the
three quantities and hence compute the overlap, O,,.
We estimate the typical error due to shot noise as the
standard deviation of the error in the overlap, |O —O,,|,
over all experiments and all ¢ for a given number of shots
m. (Note that O and O,, are complex, and this error
takes into account the errors in both magnitude and
phase.) We use m = 102, 10, and 10*.

As we show in Fig. 22, the most accurate results for
the expectation values are found when the number of
shots devoted to Fy, Fy, and F3 are roughly equal. This
is true regardless of which method is used to compute
|O|. Furthermore, we find that the typical error is sub-
stantially lower when computing |O| as /F} rather than
with Eq. (16), which is reasonable since a convolution
of probability distributions has a larger variance than
the constituent distributions.

B UVQPE ground state eigenvector
convergence with bad initial states

In Sec. 6, we saw that the convergence of ground state
energy from UVQPE can be understood via the conver-
gence of the approximation to the corresponding eigen-
vector. For the 8-spin plaquette, where the initial state
in each S% symmetry sector had a high overlap with the
true ground state, both the energy and corresponding
approximate eigenvector converged quickly. In contrast,
on the 12-spin plaquette we observed more complex be-
havior, especially when the initial state had larger over-
lap with low-lying excited states than with the ground
state. Here we show similar behavior on the smaller 8-
spin plaquette, in the S* = 1 and S* = 2 sectors, by
using initial states whose overlaps with the true ground
states of those symmetry sectors are just 3% and 0.3%,
respectively. We observe that the energy first decreases
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Figure 23: Here we show the same analysis as in Fig. 20, but with initial states for the 8-spin plaquette that have much lower
overlap with the ground states of their respective symmetry sectors. Convergence takes longer because UVQPE first populates
multiple low-lying states, after which the energy estimate plateaus while weight shifts from low excited states to the ground state.
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as UVQPE populates multiple low-lying states, plateaus
for some time, then ultimately decreases again as the
weight shifts towards only the overall ground state. If a
larger threshold § is used, the convergence takes much
longer; for S = 2 with 6 = 0.1, UVQPE converges to
the first excited state rather than to the ground state.
Since a cutoff § of this magnitude is needed in a noisy
simulation, a very small overlap of less than a percent
may be insufficient for UVQPE to be used in practice.
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