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Abstract

Essays on Demand for Solar Electricity among Rural Consumers in Sub-Saharan Africa

by

Megan E Lang

Doctor of Philosophy in Agricultural and Resource Economics

University of California, Berkeley

Professor Jeremy Magruder, Chair

Electricity is widely considered to be critical for economic growth, but recent literature
provides mixed evidence on the welfare implications of rural electrification in developing
countries. Understanding the welfare impacts of electrification requires detailed knowledge
about the determinants of consumer demand for electricity in rural, low-income settings. My
dissertation uses a combination of field experiments and natural experiments to contribute to
current knowledge of consumer demand for electricity and explore the associated implications
for consumer welfare.

I employ a unique product to address current limitations in the literature: pay as you
go (PAYGo) solar. PAYGo solar is explicitly designed to lower barriers to electrification
for rural, low-income households. It does so my requiring down payments which are small
relative to the cost of purchasing a solar home system outright or being connected to the
grid, and by allowing for flexibility in ongoing payments to use the system. In each chapter of
my dissertation, I partner with a PAYGo solar company operating throughout sub-Saharan
African to study a distinct aspect of consumer demand for solar electricity.

The first chapter of my dissertation studies consumer responses to randomly offered
bulk discounts and monthly rewards for electricity purchases in Rwanda and Kenya. Both
types of incentives potentially alter the average and marginal price that consumers pay for
solar electricity. I find that most consumers do not respond to either type of incentive.
While this could suggest that demand for electricity is inelastic on the intensive margin,
I provide suggestive evidence that uncertainty over the future marginal utility of solar as
well as liquidity constraints may also play important roles in explaining consumer non-
responsiveness to price.

In the second chapter of my dissertation, I use a second field experiment with solar
customers in Rwanda to formally explore the role of liquidity constraints and transaction
costs in shaping demand for solar electricity. The key observation underlying this chapter
is that PAYGo solar contracts render electricity access a strictly perishable good, or a good
that cannot be stored. I show that transaction costs for perishable goods create welfare loss.
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The loss comes from the trade-off between transaction costs and the waste that occurs when
perishable goods expire, a trade-off that is compounded by liquidity constraints.

I explore the trade-off between waste and transaction costs through a field experiment
where I randomly offer 2,000 current solar customers a line of credit for solar access time. The
line of credit both alleviates liquidity constraints and lowers transaction costs. Consumers
who previously bought in bulk respond by eliminating wasteful consumption, reducing de-
mand by up to 6.4%. Those who are the most likely to be liquidity constrained increase
demand by 88%. My results illustrate that transaction costs for perishable goods distort
willingness to pay in opposite directions for different subsets of consumers. I estimate con-
sumer surplus from electricity under the less distorted conditions of my experiment. My
estimates indicate a stronger cost-benefit proposition for universal electrification than others
in the literature, but indicate that marginal households’ willingness to pay still falls below
current cost-covering levels.

In the final chapter, I turn to the aspect of demand for electricity that I could not address
with either of the field experiments in the first two chapters: the initial decision to adopt
electricity. I specifically ask how much electrification choices depend on the expected price
of electricity on the intensive margin. I use the phased rollout of a subsidy for PAYGo solar
electricity in Togo to measure impacts on electrification. The subsidy reduces the intensive
margin price of electricity by 18–42%, with the largest discounts going to consumers choosing
the smallest systems. The subsidy increases the adoption of small systems by 85%–135%
under different specifications, implying relatively high elasticities of 2.02–3.25. Increases
in adoption of medium and large systems range from 23% to 63%, implying elasticities
between 1.33 and 3.54. I compare welfare estimates from the subsidy in Togo to my work
on the intensive margin of PAYGo in Rwanda in chapter two. Discrepancies between the
two studies point to limitations of revealed preference measures for durable goods: both
intensive and extensive margin demand may be shaped by a variety of non-price factors that
fail to accurately measure welfare. I conclude by offering directions for future research on
the economics of rural electrification.
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Chapter 1

Demand for Electricity on the
Intensive Margin in Rwanda and
Kenya

1.1 Introduction

Although electricity is widely considered to be critical for economic growth, recent literature
provides mixed evidence on the welfare impacts of electrification in low income countries.
Studies including Dinkleman 2011, Lipscomb, Mobarak, and Barham 2013, and Khandker,
Samad, et al. 2014 find substantial benefits from electrification, but Grimm, Lenz, et al. 2020,
Lee, Miguel, and Wolfram 2020, and others find that electrification at best has no impact
on welfare and, at worst, is actually welfare reducing given its costs. Low or no welfare
benefits from electrification are consistent with highly elastic demand for electricity, which
is what Lee, Miguel, and Wolfram 2020 find in Kenya and what Grimm, Lenz, et al. 2020
find in Rwanda. However, limited welfare benefits from electrification are also consistent
with credit constrained consumers, poor reliability in the supply of electricity, and spillovers
due to theft of electricity. Such factors confound straightforward estimation of the impact
of electrification on welfare.

In contrast, the literature on consumer demand for electricity in developed countries
typically finds that demand for electricity is price inelastic (see Deryugina, MacKay, and
Reif 2019, for example). If the same elasticities were to translate to low income settings, it
would suggest that welfare gains from electrification could be large. While Ito 2014 argues
that insensitivity to price in the U.S. is at least partially due to consumer inattention, it is
intuitively appealing to consider electricity a necessity good for consumers in high income
countries.

I study consumer demand for electricity in a developing country setting using a product
that enables me to avoid many confounding factors present in other studies: pay as you go
(PAYGo) solar. With PAYGo solar, consumers make a small down payment on a solar home
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system, then “pay as they go” by purchasing system access time. The PAYGo contract ties
repayment for the solar home system to use of the solar home system, leveraging remote
lockout technology to enforce a contract between the consumer and the solar firm.

Solar home systems are highly reliable, so supply side reliability is not a concern in my
setting. Since PAYGo contracts are designed to allow consumers to pay off the solar home
system over time, credit constraints are substantially lower on the adoption margin in my
setting than in other settings where households must independently finance a solar home
system or a connection to the grid. Furthermore, electrical appliances are bundled with the
solar home system, so consumers face lower credit constraints both in terms of adopting
electricity access and financing the capital purchases necessary to benefit from electricity.
Remote lockout as well as the credible threat of system repossession enable the solar company
to enforce payments, largely preventing theft. Finally, consumers in my setting spend 10-
15% of their household budget on electricity (Zollman et al. 2017), and they must pre-pay
for electricity. Both of these factors make consumer inattention unlikely in my setting.

I leverage this setting to explore factors that shape consumer demand for electricity
along the intensive margin among poor, rural consumers in Kenya and Rwanda. This paper
addresses two primary questions. First, how do PAYGo solar consumers respond to incentives
that alter the average and marginal price that they pay for electricity, and what is the price
elasticity implied by consumer responses to these incentives? Second, to what extent are
market frictions and the structure of the PAYGo contract potentially muting consumer
responsiveness to the incentives? I also provide limited evidence on behavioral biases that
could be driving my experimental results. Finally, I discuss implications for the provision of
PAYGo solar specifically and electricity more generally, then conclude with future directions
for research.

1.2 Literature Review

Much of the literature on electrification in developing countries to date has focused on the
extensive margin. These papers fall into two methodological classes, which are not necessarily
mutually exclusive. The first class estimates welfare changes due to electrification using
impact evaluation-style designs. The second evaluates welfare changes from electrification
by studying demand curves.

Impact evaluation-style designs evaluate potential welfare benefits of electrification by
estimating the reduced form impact of electrification on a range of outcomes that proxy for
welfare. For instance, Burlig and Preonas 2016 estimate reduced form medium-run impacts
of electrification using a regression discontinuity design and find that electrification has
no effect on income and other measures of economic development, suggesting that welfare
impacts from electrification may be low.

Evidence from impact evaluation-style studies is somewhat mixed. Grimm, Lenz, et al.
2020 and Lenz, Anciet Munyehirwe, and Sievert 2017 both find some positive impacts in
Rwanda in the form of reduced energy expenditures, health improvements, and reduced use
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of dry cell batteries, but Bensch, Kluve, and Peters 2011 find no positive impacts on income or
energy expenditures. In Tanzania, Chaplin et al. 2017 find mixed impacts, with electrification
increasing income generating activities and per capita consumption but having negative
impacts on health. Conversely, Lipscomb, Mobarak, and Barham 2013 and Dinkleman 2011
both find that electrification leads to improvements in economic development in Brazil and
South Africa, respectively. Walle et al. 2017 and Khandker, Samad, et al. 2014 both find
positive impacts of electrification on consumption and income in India, in contrast to what
Burlig and Preonas 2016 estimate. Khandker, Barnes, and Samad 2009 also document
increases in income as a result of electrification in Bangladesh.

The primary limitation of impact evaluation-style measurements is that impacts of elec-
trification may be difficult to capture using proxies like income or consumption, particularly
in the short run. Qualitative evidence from Zollman et al. 2017 suggests that consumer
utility increases substantially as a result of purchasing a solar home system, but that the
changes are due to difficult to measure improvements in quality of life. For example, solar
home systems provide outdoor lighting that enhances security. Reduced crime as a result of
electrification is likely difficult to capture using proxies for welfare, particularly in the short
term, but the benefits for consumers in terms of increased safety and reduced stress could
be large as they accumulate over time.

Demand curve-based estimates of welfare avoid some of the problems with using proxies
for welfare. By directly estimating willingness to pay for electricity, they remain agnostic
about the source of welfare and instead rely on revealed preferences.

Evidence from demand curve-based estimates of welfare suggests that welfare benefits
from electrification are low. Lee, Miguel, and Wolfram 2020 find that welfare benefits of
electrification are actually negative in Kenya due to highly elastic demand and high con-
nection costs. Similarly, Grimm, Lenz, et al. 2020 find that willingness to pay for solar in
Rwanda is substantially below cost-covering levels. In Tanzania, Chaplin et al. 2017 find that
consumers respond to reductions in the cost of connecting, though not enough to increase
adoption to desired levels.

Examining the demand curve on the adoption margin may not accurately measure welfare
benefits of electrification for two reasons. First, if consumers have incomplete or inaccurate
information about the benefits of adopting electricity, then their adoption decision will not
reflect their true willingness to pay for electricity given complete information. In settings
where electrification rates are low, it is plausible that consumers do not have complete
information when making their adoption decision. Second, as Lee, Miguel, and Wolfram 2020
point out, consumers may be credit constrained. The demand curve for credit constrained
consumers may appear more elastic than the demand curve when credit is available.

In addition to these concerns, both methodologies for estimating welfare impacts are
often confounded by poor supply-side reliability. If electricity is not reliable, benefits of
electrification will be low and willingness to pay for electricity will reflect the uncertainty in
supply.

I estimate welfare from electricity using price changes on the intensive margin, thereby
contributing to the literature by focusing on a post-adoption margin. The drawback of
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studying the intensive margin is that my results are estimated on a self-selected sample of
consumers who have already adopted solar, limiting generalizability. However, the structure
of the contracts with the solar company I partner with are such that the solar company
implicitly extends credit to consumers, thereby at least partially alleviating credit constraints
on the adoption margin. By focusing on the intensive margin, I can rule out inaccurate and
incomplete information about the benefits of electricity, which may shape demand on the
extensive margin. Finally, reliability of solar home systems in my setting is high, so I can
rule out poor reliability as a potential confound.

There has been relatively little work on the intensive margin of electricity consumption
in low income countries. Notably, K. Jack and Smith 2015 show that consumers in lower
quartiles of the property value distribution in South Africa purchase more electricity when
tariffs reset to low rates, suggesting that consumers may be sensitive to price on the intensive
margin. Furthermore, K. Jack and Smith 2020 find that pre-paying for electricity reduces
electricity consumption by 14%. They attribute the reduction in part to marginal price
sensitivity, providing additional evidence that the intensive margin of electricity is price
elastic for consumers in low income countries.

1.3 Background: Pay as You Go Solar

Consumers who choose to adopt a solar home system from the solar company I partner with
purchase both the system and all of the appliances to be used with the system, with the
exception of mobile phones.1 Consumers make a small down payment to have the system
installed, and the total value of the system and their appliances plus a fee is then converted
into a daily price for solar access, to be paid off over a period of roughly three years.

The smallest solar home systems include solar panels, a battery to store power generated
during daylight hours, three light bulbs, and the consumer’s choice of an additional light
bulb, a rechargeable portable light, or a rechargeable radio. Consumers can choose to have
additional appliances for a higher price, including a television or a smart phone. Therefore,
the solar home systems I study are primarily used for the purpose of household consumption
rather than income generation.

Once a household has a solar home system installed, the consumer prepays for electricity
access. The consumer adds money to their solar account using mobile money. The deposit
purchases a certain number of days of solar access, depending on the daily price the consumer
opted into based on the number of appliances they selected.

Importantly, system access time runs down continuously, regardless of system use. There-
fore, a consumer who purchases three days of solar access on Wednesday will be able to use
their system on Wednesday, Thursday, and Friday. They cannot opt to turn their system
off on Friday and save the third day for later use. Furthermore, consumers cannot transfer

1Mobile phones can be charged using the solar home system, but the phone itself is not included in the
package the consumer purchases from the solar company.
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money out of their solar account (no refunds), and they cannot transfer solar credit to other
solar consumers (e.g., there is no secondary market for solar).

If a consumer runs out of solar credit, their system is remotely switched off until they make
another payment. After prolonged periods of non-payment, the solar company repossesses
the solar home system, including all appliances, to be refurbished and redeployed to a new
customer.

On average in both Rwanda and Kenya, consumers use fifty watt hours (wH) on days
when they have purchased access to their solar home systems.2 In Rwanda, the median
purchase size among the sample of consumers in my experiment is seven days of solar while
in Kenya the median purchase size is five days of solar.

1.4 Experimental Design

The solar company offered two types of incentives to randomly selected customers for 7–8
months in 2018–2019. The first type of incentive was a bulk discount: buy x weeks at once
to receive y days free. The second type of incentive was a monthly bonus: buy x weeks over
the course of a month to receive y days free.

The primary goal of both types of incentives was to alter the average and marginal
prices consumers faced for solar. In addition, the bulk discount required consumers to forgo
more liquidity than the monthly reward, as consumers could make multiple small purchases
to work up to the monthly reward but had to make a large purchase to earn the bulk
discount. Therefore, comparing responses to the two types of incentives provides a way to
understand the importance of liquidity in driving consumer behavior. I also induced second-
order variation in the price of solar and the liquidity required to qualify for incentives by
cross-randomizing x and y within each incentive type. x was either four or five weeks. Within
the four week group, consumers either received one or two bonus days when they qualified,
and within the five week group consumers received either 3 or 4 days. Consumers were offered
a schedule of incentives, with incentives increasing in the number of weeks purchased. Figure
1.1 shows the full schedule of incentives for each of the cross-randomized groups. In practice,
few consumers qualify for anything above the minimum number of bonus days in a given
incentive schedule.

One concern about the treatments is that the structure of the incentives may simply
provide consumers with information about how to remain in good standing with the solar
company. For consumers experiencing uncertainty regarding the risk of repossession, the
incentives may change behavior not because they lower the effective price of solar but because
they provide additional information about how to be a “good customer”. To address such
concerns, the solar company also agreed to implement a simple information treatment. In the
information treatment, consumers received a phone call from the solar company informing

2Appliances used with the solar home system are designed to be highly efficient, so consumer benefit from
fifty wH more than would be expected were they using equivalent appliances that had not been optimized
for use with the solar home system.
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Figure 1.1: Full Cross-Randomized Schedule of Incentives

them how many days a month they needed to purchase to be considered a “good customer”.
I compare responses to the information treatment to responses to both types of incentives to
determine whether it appears that information is driving any estimated treatment effects.

In total, 800 consumers were offered the bulk discount and 800 consumers were offered the
monthly reward in both Rwanda and Kenya. Thus, each cross-randomization cell contained
200 consumers. 400 consumers received the information treatment. Currently, I use a control
group of 5200 consumers in Rwanda and 3800 consumers in Kenya, though these can be
expanded further to increase power. I stratify the sample based on a consumers’ utilization
rate at the start of the experiment. The utilization rate is the number of days a consumer has
had access to their solar home system out of the total number of days they could have had
access to their solar home system. I stratify based on five bins: 65% and below, 65%-75%,
75%-85%, 85%-95%, and above 95%.

A representative from the solar company’s call center called each consumer who had been
selected for one of the incentives or the information treatment in the two weeks prior to the
start of the experiment. Once the experiment started, consumers in the incentive treatment
groups received weekly SMS messages with detailed reminders about the full schedule of
incentives.

The experiment ran from July, 2018 through February, 2019 in Rwanda and from August,
2018 through February, 2019 in Kenya. In both locations, the experimental period covered
the end of a harvest season, a full lean season, and a planting season.
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1.5 Results

I present all results separately for Kenya and Rwanda due to differences in mobile money
penetration, which is substantially higher in Kenya than it is in Rwanda.3 High mobile
money penetration renders mobile money substantially more liquid, as it can be used in
nearly the same manner as cash. By contrast, when mobile money penetration is low,
mobile money can only be used for a limited range of transactions. Given that there are fees
to withdraw money from a mobile money account, low penetration has direct implications
for how much money consumers choose to hold in their mobile money wallet. This in turn
shapes the transaction costs consumers face when they pay for solar, thereby potentially
altering consumer responses to the incentives being offered in the experiment.

My basic specification to estimate reduced form treatment effects takes the following
form:

MonthlyPurchasesit = α + β1INFOit + β2BULKit + β3MRit + γi + γt + εit. (1.1)

MonthlyPurchasesit is the number of days purchased by consumer i in month t. INFOit,
BULKit, and MRit are dummy variables for whether consumer i was in the information
treatment, the bulk discount, or the monthly reward treatment groups, respectively, in month
t. γi is a consumer fixed effect and γt is a month fixed effect. Throughout, I use a four month
pre-period for Rwanda and a five month pre-period for Kenya. I cluster all standard errors
at the unit of randomization, the individual consumer.

Table 1.1 shows treatment effects pooled across all cross-randomized sub-treatments as
well as aggregated across all layers of stratification. In Rwanda, I can say with 95% confidence
that bulk discounts increased monthly purchases by more than 4.12% and that monthly
rewards increased monthly purchases by more than 4.56%. In Kenya, I can say with 95%
confidence that bulk discounts increased monthly purchases by more than 1.30% and that
monthly rewards increased purchases by more than 2.34%. I can also reject that either
incentive had an effect that was statistically different from the information treatment in
both countries at the 5% significance level.

One concern with pooling all results is that consumers in different parts of the utiliza-
tion distribution may respond differently to the incentives. For instance, a consumer who
typically purchases only fifteen days in a month will have to increase monthly purchases by
substantially more than a consumer who usually purchases twenty-five days a month to qual-
ify for an incentive. My sample stratification allows me to test for this type of heterogeneity.

Figures 1.2 and 1.3 show heterogeneous treatment effects in Rwanda and Kenya, respec-
tively. The black dots in each figure represent the mean monthly purchases of the control
group for a given utilization bin over the course of the experiment.

3See Rwanda - Data at a Glance n.d. and Kenya - Data at a Glance n.d. Financial inclusion insights
estimates that only 23% of adults in Rwanda have a mobile money account, while 72% of adults in Kenya
have a mobile money account. Furthermore, they find that mobile money users in Kenya are highly likely
to use an advanced function, whereas the most common use of mobile money in Rwanda is paying salaries.
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Figure 1.2: Heterogeneous Treatment Effects in Rwanda

Figure 1.3: Heterogeneous Treatment Effects in Kenya
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Table 1.1: Pooled Treatment Effects

Dependent variable:

Treatment Effect (Days Bought in a Month)
Rwanda Kenya

(1) (2)

Information 0.350 0.502
(0.560) (0.527)

Bulk Purchase -0.095 -0.398
(0.404) (0.329)

Monthly Reward -0.003 -0.196
(0.395) (0.326)

Consumer Fixed Effects Yes Yes
Month Fixed Effects Yes Yes

Control Mean 16.9 18.9
Observations 81,489 54,848
Adjusted R2 0.134 0.213

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Standard errors clustered at the level of the consumer.

Figure 1.2 shows that consumers in the top utilization bin are responding to both types
of incentives in Rwanda, although I cannot reject that the incentives have a different ef-
fect than the information treatment due to a noisy estimate on the information treatment.
Both treatment effects represent approximately a seven percent increase over control group
purchases. Throughout the rest of the utilization distribution, incentives did not have any
significant effects. Notably, the information treatment increased purchases of consumers
in the lowest utilization bin by over twenty-five percent - a massive effect for a one-time
treatment. Unfortunately, I’m unable to shed further light on the effect of the information
treatment among low-utilization consumers given limited statistical power.

Figure 1.3 shows analogous effects for Kenya. In Kenya, neither incentive nor the infor-
mation treatment had any significant, positive effect on monthly purchases. In fact, both
types of incentives significantly reduced purchases by consumers in the 85%-95% utilization
bin by around six to seven percent, although again I cannot rule out that the effects are the
same as the information treatment.
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Taken together, my reduced form treatment effects show that most consumers in both
Rwanda and Kenya did not respond to the price incentives offered during the experiment. In
the remainder of the paper, I consider a range of possible explanations for these null effects.
First, I provide two different estimates of the price elasticities implied by my experimen-
tal results. Then, I consider non-price factors that are also consistent with the estimated
treatment effects.

1.6 Implications for Elasticity

One explanation for my estimated treatment effects is that the consumers in my sample are
not sensitive to the price of electricity on the intensive margin. This would be consistent
with estimates of the price elasticity of electricity in the U.S., but would differ from what K.
Jack and Smith 2020 find in South Africa. However, since the experiment does not induce
straightforward variation in prices, it is not obvious what elasticities are actually implied by
my reduced form results. In this section, I build a simple model that reflects that structure
of the incentives and the PAYGo contract, then use the exogenous variation induced by the
experiment to estimate the parameters of the model. I supplement this with more informal
estimates of the price elasticity of solar.

A Model of Demand for Solar

The treatments induce exogenous variation in the number of bonus days offered to consumers
at various purchasing thresholds. I am interested in estimating the price elasticity of solar.
Therefore, I need to develop a system of equations to link exogenous variation in bonus days
offered to the price elasticity of solar.

To fix ideas, let D be the number of days of solar that a consumer actually purchases
in a month, while B is the number of bonus days that the consumer earns. The potential
size of B, should the consumer qualify for bonus days, is determined exogenously by the
experimental design. Since I expect the size of the bonus to affect consumer behavior, it
follows that D is a function of B which I will denote D(B).

The choice of whether or not to qualify for bonus days is endogenous, creating a typical
selection into treatment scenario. I can address this using two stage least squares. My first
stage is

Bit = α + δTreatmentit + γi + γt + µit. (1.2)

That is, I first estimate the number of bonus days actually earned by consumer i in month t
as a function of the treatment group that the consumer was exogenously assigned to in that
month. I use δ̂ to predict B̂, then I estimate

Dit = ρ+ βB̂ + γi + γt + εit. (1.3)
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β̂ is the change in the number of days purchased resulting from increasing the number of
bonus days earned by one. Put otherwise,

β =
dD(B)

dB
.

To estimate the price elasticity of solar, I need to transform dD(B)
dB

into dQ(B)
dP (B)

. To see why
Q and P are both functions of B, consider that

Q(B) = D(B) +B (1.4)

is the total days of solar that a consumer receives in a month. P is the average price that
the consumer pays for Q days of solar in a month. I normalize the daily rate a consumer
pays to one, then write the effective price as

P (B) =
D(B)

D(B) +B
. (1.5)

Intuitively, a consumer pays for D(B) days and receives D(B) days plus any bonus days that
the purchase earns. Therefore, the effective price is the price paid by the consumer divided
by the total quantity received by the consumer.

From here, it is straightforward to see that

dQ(B)

dP (B)
=

dQ(B)
dB

dP (B)
dB

.

I take the derivative of equations (1.4) and (1.5) to get

dQ(B)

dB
=
dD(B)

dB
+ 1 (1.6)

and
dP (B)

dB
=

dD(B)
dB

B −D(B)

(D(B) +B)2
. (1.7)

I have an estimate of dD(B)
dB

from equations (1.2) and (1.3). Therefore, I simply plug in
my estimate to get a point estimate of the price elasticity of solar at various values of B,
and corresponding values of D(B).

Elasticity Results

Table 1.2 shows the 2SLS and OLS estimates of dD(B)
dB

for Rwanda and Kenya. The first
point of note is that the first stage F-statistic is borderline in Rwanda, and weak in Kenya.
Therefore, I will proceed to transform these point estimates into elasticities for Rwanda, but
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Table 1.2: dD/dB using 2SLS and OLS in Rwanda and Kenya

Dependent variable:

2SLS (RW) OLS (RW) 2SLS (KE) OLS (KE)

(1) (2) (3) (4)

dD(B)
dB

4.220∗∗ 7.067∗∗∗ 7.442∗∗∗ 6.771∗∗∗

(1.657) (0.525) (1.889) (0.916)

Consumer Fixed Effects Y Y Y Y
Month Fixed Effects Y Y Y Y

First Stage F-statistic 9.1646 NA 5.9949 NA
Control Mean 17.13 17.13 18.91 18.91
Observations 82,936 82,936 54,514 54,514

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Standard errors clustered at the level of the consumer.

not for Kenya since so few customers earned bonus days there that I do not have a credible
first stage.

In Rwanda, I get an estimate of 4.220 for dD(B)
dB

, with a 95% confidence interval of
[0.97,7.47]. When I plug this into my model of consumer demand, it translates into an
elasticity of -5.22 to -10.36 for values of B ranging from zero to four.4 These are highly
elastic values for the price elasticity of solar, which initially appears to contradict the null
reduced form treatment effects. However, using 2SLS necessarily estimates the second stage
off those consumers who actually respond by earning bonus days in the first stage. Therefore,
I interpret my results as an estimate of the elasticity for those consumers who responded to
the incentive, not as the average elasticity among all consumers in the experiment.

To provide a contrast with the estimated elasticities, I also do back of the envelope
calculation that uses the average monthly discount among all cross-randomized treatment
groups, then calculates the maximum elasticity using the pooled treatment effects in table
1.1. This calculation implies that the price elasticity of demand in Rwanda is at least between
-0.59 and -0.54 in Rwanda. In Kenya, the same calculation yields a price elasticity between
-0.3 and -0.17.5

The difference between the elasticity I compute using my model and 2SLS and what I find

4Bootstrapped standard errors are forthcoming.
5I calculate these rough elasticities by dividing the maximum average treatment effects (the highest

treatment effects included in the 95% confidence interval) based on Table 1.1 for the bulk discount and the
reliability incentive by the average price discount induced by the incentives. The average price discount for
qualifying for the minimum incentive in each quarter of figure 1.1 is 7.68%.
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using back of the envelope calculations with reduced form treatment effects suggests that
there may be substantial heterogeneity in consumers’ price elasticity of solar. I examine this
possibility by repeating the back of the envelope calculations with the heterogeneous treat-
ment effects that I estimate. In Rwanda, these range from elasticities of zero to elasticities
of -2.76. In Kenya, they range from zero to -1.84. These elasticities cover a wide range of
consumer responses, and further suggest that there may be a large degree of heterogeneity
in the price elasticity of solar among different consumers.

1.7 Evidence on Consumer Demand and

Contract/Market Frictions

While the estimated treatment effects could be due to inelastic demand for electricity among
a large subset of consumers, there are features of the incentives, the PAYGo contracts, and
the market environment that could also contribute to consumer non-responsiveness. Below, I
describe these non-price features of PAYGo contracts, consider how they may affect consumer
responses to the offered incentives, and provide suggestive evidence on their importance in
explaining the estimated treatment effects.

Intertemporal Substitution

PAYGo contracts may enable consumers who cannot afford solar access all of the time to
substitute electricity consumption intertemporally. For instance, a consumer may choose to
allow their account balance to run down to zero and leave their system off for one or two
days to save money. This could be a particularly effective strategy for consumers who have
a number of rechargeable appliances, as they could charge all appliances the day before their
system is shut off, use the appliances until the charge runs out, and only then purchase
additional system access time.

Recall that one feature of the PAYGo contract is continuous rundown of system access
time. If a consumer purchases ten days of access, they must use that access time for the
next ten days. Therefore, if a consumer engages in intertemporal substitution, purchasing
additional days of access time to qualify for an incentive may not be an attractive option, as
the discounts induced by the incentives could be less than the money saved by periodically
forgoing access altogether.

To assess the importance of intertemporal substitution in explaining my estimated treat-
ment effects, I leverage system use data for the universe of solar consumers who are customers
of my partner company in Rwanda and Kenya. In the use data, I observe the number of
watt hours (wH) actually generated and used by each consumer’s system every day. I com-
bine this with payment data and customer covariates to better understand the prevalence of
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intertemporal substitution using the following specification:

wHit = α + β1Purchaseit + β2SwitchOnit + β3(Purchaseit ×Rechargei)+
β4(SwitchOnit ×Rechargei) + γi + γt + εit. (1.8)

Here wHit is the number of watt hours consumed by consumer i on day t. Purchaseit is a
dummy variable equal to one when consumer i has purchased additional system access time
on day t when their system was already switched on. For clarity, I will refer to such purchases
as continuation purchases. SwitchOnit is a dummy variable equal to one when consumer
i has purchased additional system access time on day t that results in their system being
switched on after being switched off. Rechargei is a dummy equal to one if consumer i owns
rechargeable appliances. γi and γt are consumer and day fixed effects, respectively.

If consumers are engaging in intertemporal substitution, I expect that β2 > 0: consumers
increase electricity consumption more when their systems get switched back on than on days
when they make a purchase that simply maintains system access. Furthermore, I expect that
β4 > 0 and β4 > β2: consumers with rechargeable appliances increase electricity consumption
more when their systems get switched back on than consumers who do not have rechargeable
appliances.

It is also possible that intertemporal substitution is reflected not as a spike in use on
the day following a system being switched back on, but on the day prior to a system being
switched off. Therefore, I estimate an analogous specification for days prior to being switched
off compared to all other days that a consumer’s system is turned on:

wHit = α + µ1PriorOffit + µ2PriorOffit ×Rechargei + γi + γt + εit. (1.9)

PriorOffit is a dummy equal to one if consumer i’s system was switched off on day t + 1.
The intuition and hypotheses for this specification are similar to those for equation (1.8). If
consumers are engaging in intertemporal substitution, I expect that µ1 > 0 and µ2 > 0.

Figures 1.4 and 1.5 show the estimated differences in electricity consumption for equations
(1.8) and (1.9) in Rwanda and Kenya. In Rwanda, I find that consumption is significantly
higher on days when systems are switched back on relative to all other days when consumers
have system access but did not make a purchase. However, I cannot reject that the difference
is the same as the difference on days when a consumer makes a continuation purchase. I
do find that consumers with rechargeable appliances consume significantly more electricity
on the day prior to being switched off relative to all non-purchase days of system access,
while the difference is negative for consumers without rechargeable appliances. While the
signs of these estimates suggest that consumers are engaging in intertemporal substitution,
the magnitudes are small: in Rwanda, they comprise only around 1.6% of mean electricity
consumption for consumers with rechargeable appliances.

In Kenya, I find that consumers actually consume less on days when they are switched
back on relative to days when they make continuation purchases. As in Rwanda, I also
observe that consumers with rechargeable appliances consume significantly more electricity
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Figure 1.4: Evidence on Intertemporal Substitution in Rwanda

on the day prior to being shut off relative to all other days that they have access to their solar
home system; however, the effect is again small at only around 1% of mean consumption.
Taken together this evidence suggests that intertemporal substitution is likely not driving
consumer non-responsiveness to incentives.

Uncertainty Regarding the Future Marginal Utility of Electricity

Another consequence of continuous rundown is that consumers may be unwilling to purchase
system access time very far in advance if they experience uncertainty about their future
marginal utility of solar. For instance, a consumer who may be away from home will want
to wait to purchase system access time until she knows whether she will actually be at home
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Figure 1.5: Evidence on Intertemporal Substitution in Kenya

to use it. More generally, there may be days when it is easier for consumers to forgo system
access. This uncertainty about the future marginal utility of electricity will make incentives
unappealing, as they require purchasing more system access time in advance than consumers
otherwise would.

Figure 1.6 shows a time series of system use for two sample consumers in Rwanda during
October, 2018, with randomly selected consumers represented in the background to provide
a sense of the cross-sectional variation in use. As figure 1.6 shows, consumers with similar
mean usage may have substantially different variance in their use. This is the variation that I
leverage to better understand the importance of uncertainty over the future marginal utility
of consumption.
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Figure 1.6: Low Versus High Variance Consumer - Rwanda

I estimate a linear probability model on consumers who were offered a monthly reward:

Qualifyit = α + β1StDev(Usei) + β2Ratei + β3Treatmentit + β4InframarPurit+
5∑
j=1

ηj(StDev(Usei)×Binj) + εit. (1.10)

Qualifyit is a dummy equal to one if consumer i qualifies for an incentive in month t.
StDev(Usei) is the standard deviation in use for consumer i, on days when consumer i
has access to their solar home system. Ratei is the daily rate paid by consumer i, and
simply controls for the amount of cash required for consumer i to purchase an additional
day of solar access. Treatmentit is the cross-randomized treatment group that consumer i
is in during month t, which controls for both the qualifying threshold and the size of the
incentive. InframarPurit is the total number of days purchased by consumer i in month t
prior to their final, or marginal, purchase for the month. Finally, Binj is a dummy indicating
whether consumer i is in a given bin of inframarginal purchases.

The intuition behind equation (1.10) is that I compare consumers in the same treatment
group facing the same marginal purchase at the end of a month, then test to see whether
consumers with a higher variance in their electricity consumption are less likely to make a
large enough purchase to qualify for a monthly reward than consumers with a lower variance
in their electricity consumption.

Figures 1.7 and 1.8 show the estimated results for five marginal purchase bins. In both
Rwanda and Kenya, consumers who have purchased twenty days or less prior to their final
purchase of the month are less likely to qualify for an incentive if they have a higher variance
in their use. In Rwanda, a one standard deviation increase in a consumer’s standard deviation
in electricity use is associated with a 17.4% reduction in the probability of qualifying for an
incentive, and in Kenya is associated with a 14.75% reduction in the probability of qualifying
for consumers in the fifteen to twenty day bin.
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Figure 1.7: Evidence on Uncertainty in Rwanda

Figure 1.8: Evidence on Uncertainty in Kenya
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In both countries, consumers with more than twenty-five days in inframarginal purchases
are more likely to qualify for the incentives if they have a higher variance. In Rwanda,
a one standard deviation increase in the standard deviation for consumers in this bin is
associated with a 24.37% increase in the probability of qualifying for an incentive, and in
Kenya is associated with a 8.26% increase, although in Kenya the estimate is not significantly
different from zero.

Although variance in electricity consumption is not necessarily equivalent to uncertainty
over the future marginal utility of solar, this evidence suggests that uncertainty may play a
substantial role in explaining consumer non-responsiveness at the lower end of the utilization
distribution. Interestingly, consumers with higher inframarginal purchases seem to be more
likely to qualify for incentives when they face more uncertainty over their use, potentially
reflecting a higher overall marginal utility of solar for these consumers.

Liquidity Constraints and Transaction Costs

Another possible explanation for consumer non-responsiveness is that the liquidity consumers
have to forgo to qualify for an incentive is too high, even for the monthly reward. While
I cannot provide any direct evidence on this mechanism, survey evidence suggests that
consumers in Rwanda value liquidity highly.

In a survey of solar customers in Rwanda who had taken part in the experiment, I asked
a series of three questions aimed at getting a sense of the transaction costs consumers incur
to purchase solar: how long it takes to reach the nearest mobile money agent, how many
times the consumer visited a mobile money agent to pay for solar of the last five times they
paid for solar, and whether the consumer would know how to pay for solar if they did not
visit a mobile money agent.

Figure 1.9 shows the distribution of time to the nearest mobile money agent. While
many consumers can reach a mobile money agent in under an hour, a substantial share face
travel times of one or more hours to reach the nearest agent. Figure 1.10 shows that a
large majority of consumers have visited a mobile money agent to pay every single time they
have purchased solar, of their last five purchases. Notably, this is true both for consumers
who reported that they would know how to make a solar payment on their own if they had
sufficient funds in their mobile money wallet and those that reported that they did not know
how to make mobile money payments on their own.6 This suggests that most consumers
are not visiting mobile money agents to pay for solar due to poor understanding of mobile
money. Finally, figure 1.11 shows that there is very little correlation between the distance
to the nearest mobile money agent and the frequency with which a consumer visits a mobile
money agent to pay for solar rather than paying on their own.

To summarize, this survey evidence suggests that consumers may face high transaction
costs to pay for solar in the form of travel time to the nearest mobile money agent. Fur-

6Consumers who report that they do not know how to make mobile money payments on their own but
who did not visit a mobile money agent each of the last five visits likely received assistance from a neighbor
or family member.
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Figure 1.9: Distribution: Time to Reach Nearest Mobile Money Agent in Rwanda

Figure 1.10: Percentage of Last Five Solar Purchases Made with MM Agent, Rwanda
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Figure 1.11: Correlation between Distance to and Use of MM Agent to Pay for Solar, Rwanda

thermore, it appears that consumers are choosing to repeatedly incur those high transaction
costs rather than making larger solar purchases or simply holding mobile money in their wal-
lets. This is true regardless of the size of the transaction cost (as shown in figure 1.11) and
regardless of the consumer’s proficiency with mobile money (as shown in figure 1.10). The
median purchase size for consumers in my survey sample is seven days of solar. Therefore,
consumers may be incurring high transaction costs on a weekly basis rather than forgoing
liquidity. I take the survey responses as suggestive evidence that consumers may be liquidity
constrained, potentially explaining consumer non-responsiveness to incentives.

Importantly, I only have survey evidence from Rwanda. As stated earlier, mobile money
penetration is substantially higher in Kenya. High mobile money penetration effectively
makes mobile money more liquid, reducing the risk of converting cash to mobile money and
thereby reducing the transaction costs required to make a solar purchase. While I cannot
speak directly to the importance of liquidity constraints in Kenya, these differences in the
institutional setting suggest that liquidity constraints may play a smaller role there relative
to Rwanda.

1.8 Evidence on Behavioral Responses to Incentives

While market frictions may partially explain consumer non-responsiveness, it is also possible
that behavioral biases impeded changes to consumer behavior. I consider two behavioral
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Figure 1.12: Evidence on Salience of Incentives, Rwanda

biases. First, an initial phone call and weekly SMS reminders about the incentives may not
have been sufficient to make the incentives salient for consumers. Second, estimated null
results for the monthly reward could be explained by high cognitive costs. To qualify for the
monthly reward, consumers needed to track their purchases over the course of a month. If
consumers struggled to do so, or were simply guessing about how many days they needed to
purchase at the end of a month to qualify, responses may have been muted.

Salience

In Rwanda, I asked consumers whether they recalled being offered a promotion by the
solar company at any point between May 2018 and the survey date, which was just after
the incentives ended at the end of February. Figure 1.12 plots the proportion of treated
consumers who recall being offered a promotion among consumers in the 95% and above
utilization bin, where I estimate positive and significant treatment effects, and in all other
utilization bins where I estimate null treatment effects. Salience is low among all sampled
consumers, though it is significantly lower among consumers in utilization bins below 95%
than it is for consumers in the 95% and above utilization bin.

Higher recall among consumers in the 95% and above utilization bin suggests that salience
may be closely tied to actual use of the incentives. To further investigate this possibility,
I plot the proportion of consumers who recall being offered a promotion as a function of
the last month in which they actually qualified for an incentive. In figure 1.13, I see that
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Figure 1.13: Further Evidence on Salience of Incentives, Rwanda

consumers who qualified for an incentive in February, the final month of the experiment,
are substantially more likely to recall being offered a promotion relative to consumers who
last qualified for an incentive earlier in the experiment. This provides further evidence that
use of incentives may be closely tied to their salience, as consumers who earned bonus days
earlier in the experiment forgot about the incentive by the time of the phone survey.

In summary, it does appear that salience of the incentives was low in spite of weekly
SMS reminders. However, it is not clear whether low salience is the cause of estimated
null treatment effects or whether consumers who found it difficult to qualify for incentives
simply ignored reminders about them, engaging in some form of rational inattention. Survey
evidence suggests that consumers who were more likely to use the incentives were also the
most likely to remember them, but again the direction of causality between recall and use is
unclear.

Cognitive Costs

To evaluate the importance of cognitive costs, I plot the proportion of consumers qualifying
for an incentive as a function of the effective discount they would have received had they
made a large enough purchase in their final transaction of the month to qualify for an
incentive. While consumers with low inframarginal purchases are unlikely to make a large
enough purchase to qualify, I would expect that close to 100% of consumers facing 50%
discounts or above should qualify. However, if consumers struggle to correctly track the
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Figure 1.14: Evidence on Cognitive Costs, Rwanda

number of days they have purchased in a month, they may mistakenly purchase too little to
qualify.

Figures 1.14 and 1.15 show the relationship between the effective discount and the pro-
portion of consumers qualifying for the monthly reward in Rwanda and Kenya, respectively.
The plots are fairly similar, and both show that around 90-95% of consumers facing a dis-
count of 50% or more at the time of their marginal purchase do qualify for the incentive.
Thus, it seems unlikely that cognitive costs explain the estimated null effects for the monthly
reward, though the evidence on this channel is weak at best.

1.9 Discussion

My results suggest that consumers may be heterogeneous in their price elasticity of solar,
and that non-price factors may play a critical role in shaping consumer demand for electricity
in low-income countries. How electricity is provided and the market context in which con-
sumers operate have significant implications for demand. The growing popularity of PAYGo
contracts and pre-paid electricity meters on the grid is largely a response to market frictions
and contractual challenges. Pre-paid electricity reduces enforcement costs in settings where
institutions are weak, makes price more transparent and salient to low-income consumers,
and prevents consumers from over-consuming electricity and failing to pay their bills (K.
Jack and Smith 2020).
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Figure 1.15: Evidence on Cognitive Costs, Kenya

Although PAYGo contracts overcome many of the challenges of electricity provision in
low income settings, my results show that they may still be sub-optimal depending on the
institutional context. High transaction costs coupled with liquidity constraints may dampen
demand in settings where mobile money penetration is not sufficiently high. In addition to
liquidity constraints, consumers may incur high transaction costs due to uncertainty over
the future marginal utility of solar, or uncertainty over future cash flows. Importantly, the
heterogeneity I observe in the price elasticity of solar may simply be another manifestation
of liquidity constraints or uncertainty over the future marginal utility of solar.

It is clear that these market frictions and contractual features are sub-optimal for con-
sumers, but it is unclear whether they are also sub-optimal for firms. For instance, firms
could offer consumers the option to save days of solar rather than mandating continuous
rundown of system access time. This would give consumers complete control over the timing
of their electricity consumption, and could result in a reduction in overall demand. How-
ever, it also reduces the risk of waste for consumers, which could increase overall demand.
Similarly, firms could allow consumers to overdraft their solar accounts, borrowing system
access time from the firm and repaying it later. This increases the risk of overconsumption
if consumers are present biased, but it could increase demand without increasing the default
rate by effectively lowering transaction costs for consumers.

My results also speak to potential interlinkages between the policy objectives of elec-
trification and financial inclusion. In a setting where mobile money is nearly as liquid as
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cash, credit constraints and uncertainty over the future marginal utility of solar are the only
non-price factors that may explain my estimated treatment effects. Therefore, increasing
mobile money penetration could be critical to increasing consumer demand for electricity as
well as driving financial inclusion.

1.10 Conclusion

I study incentives that change the average and marginal price of electricity for solar con-
sumers in Rwanda and Kenya to better understand the factors shaping consumer demand
for electricity in low income settings. I find that most solar consumers in Rwanda and
Kenya do not respond to bulk discounts or monthly rewards that effectively alter the aver-
age and marginal price of electricity, but that there is substantial heterogeneity in consumer
responses. However, I find that uncertainty over the future marginal utility of solar as well
as liquidity constraints could at least partially explain the estimated null treatment effects
from incentives.

I identify two key directions for future research. First, my estimates of elasticities are
limited. My I cannot estimate an elasticity using 2SLS for Kenya due to a weak first stage,
and my first stage in Rwanda is borderline at best. The back of the envelope calculations I
perform come from price changes that were associated with incentives rather than changes in
the price of each day of solar. Given the limitations of estimating welfare based on demand
on the extensive margin, we require more credible estimates of the price elasticity of demand
for electricity in these settings on the intensive margin. Government subsidies for electricity
use or simple price experiments would yield the required variation to obtain more accurate
estimates of the price elasticity of demand.

Second, I can present at best suggestive evidence that liquidity constraints, transaction
costs, and uncertainty over the future marginal utility of solar are dampening consumer
demand for electricity. Ideally, variation in liquidity constraints or the removal of continuous
rundown would enable a better understanding of the relative importance of these non-price
factors in different contexts.
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Chapter 2

Consuming Perishable Goods in the
Presence of Transaction Costs and
Liquidity Constraints

2.1 Introduction

When goods are perishable, buying in small quantities ensures that nothing goes to waste.
Transaction costs for perishable goods create a trade-off. Buying in bulk incurs few trans-
action costs but generates waste when the perishable good expires. Buying small amounts
minimizes waste but imposes a heavy burden of transaction costs. Liquidity constraints
compound the problem: consumers with little liquidity get pushed toward frequent, small
purchases and the associated high burden of transaction costs even when buying in bulk
would be otherwise optimal. In both cases, observed willingness to pay yields an inaccurate
measure of consumer surplus: consumers buying in bulk would be willing to pay a higher
price for a lower quantity in the absence of transaction costs, and consumers buying in small
increments would be willing to buy more at the going price.

I study the relationship between waste, liquidity, and transaction costs using a random-
ized control trial (RCT) with pay as you go (PAYGo) solar in rural Rwanda. PAYGo solar
is an ideal good to study because it is strictly non-storable and involves substantial trans-
action costs for rural consumers. Consumers of PAYGo solar make a small down payment
to have a solar home system installed. Then they “pay as they go” to use the electricity it
generates by purchasing access time with mobile money. Consumers face transaction costs
in the form of time: the average consumer in my sample travels fifty minutes, one way, to
reach the nearest mobile money agent to buy access time. Once bought, access time runs
down continuously. A consumer cannot save it for later once they buy it. PAYGo solar
starkly illustrates the trade-off between waste and transaction costs, but rural consumers
face similar trade-offs whenever they buy perishable food or prepay for stocks of goods like
airtime, metered electricity, or mobile money. Such goods often involve transaction costs
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and can store poorly if inattentive consumers run through stocks faster than intended.
I randomly offer a short-term line of credit for PAYGo access time to 2,000 current solar

customers in rural Rwanda. The line of credit may relax short-term liquidity constraints
or provide credit at a lower price. It also directly lowers transaction costs for consumers
who use it, since consumers call the solar company to borrow rather than traveling to a
mobile money agent.1 I stratify my sample based on pre-experimental demand, which is
correlated with consumers’ propensity to buy in bulk and their self-reported access to credit.
Stratification ensures that I am well powered to estimate heterogeneous treatment effects.

I generate predictions about the outcomes of the experiment by incorporating PAYGo
access time with transaction costs into Deaton’s (1991) buffer stock model. I assume that the
utility consumers gain from solar access is stochastic. This assumption is what leads to waste
in the model: when consumers buy in bulk, they may end up having access to electricity on
a day when they gain little to no utility from it. The model makes two sets of contrasting
predictions about how consumers with limited versus ample access to liquidity will react to
the offer of credit. First, lowering transaction costs increases demand for access time for
consumers with limited liquidity who are not buying in bulk because it effectively lowers the
price. Second, guaranteed access to credit increases demand for these consumers regardless
of whether they actually borrow by reducing the precautionary savings motive. Consumers
with guaranteed access to credit do not need to save as much to smooth consumption. By
contrast, consumers with ample liquidity will buy in bulk when transaction costs are high,
even though it generates waste.2 It follows that reducing transaction costs using the line
of credit may reduce demand among these consumers by allowing them to eliminate waste.
Importantly, these reductions in demand will be the largest among consumers with the
highest variance in the utility they gain from electricity: consumers with a high variance in
utility benefit the most from more precisely targeting their consumption.

My estimated treatment effects are consistent with the four predictions from my model.
First, consumers with low demand prior to the experiment, who buy in the smallest in-
crements and report having little access to credit, dramatically increase demand by 88%.
Second, I perform a bounding exercise to show that this 88% increase cannot be driven
solely by consumers who actually use the line of credit, indicating that the effect is not only
the result of lowering transaction costs. Guaranteed access to credit changes behavior among
consumers who self-report having the least access to credit, consistent with the reduced pre-
cautionary savings motive in my model. Third, consumers who buy in bulk prior to the
experiment reduce the quantity of access time they buy by up to 6.4%: lowering transaction
costs appears to allow consumers to better target their consumption. Finally, treatment
effects are decreasing in the pre-experimental variance in electricity used on purchased days,
which is my proxy for the variance in the utility gained from electricity access. Consumers
with the most variability in electricity use reduce their demand the most when I lower trans-

1Note that the line of credit may indirectly lower transaction costs for liquidity constrained consumers
by allowing them to buy in bulk.

2I assume that consumers do not have a preference for waste minimization and that there are no variable
transport costs associated with buying in bulk.
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action costs. Put otherwise, the largest reductions in demand occur among consumers who
can benefit the most from better targeting their electricity purchases.

Although the empirical results are consistent with my theoretical framework, I do not
directly observe the liquidity constraints and transaction costs facing individual consumers
throughout the course of my experiment. I consider an alternative underlying mechanism
that may generate the same results. If pre-experimental demand is positively correlated
with present focus, also sometimes called present bias, then the negative treatment effects I
estimate could be the result of high-demand consumers borrowing then procrastinating on
repayment. In other words, the line of credit could be causing some consumers to borrow,
delay repayment, and ultimately buy less electricity than they would under a strictly prepaid
regime. Present focus is an important alternative to consider because if it is driving my
results, offering the line of credit may not be welfare enhancing for consumers.

I present three pieces of evidence that rule out present focus. First, I show results from
a separate experiment where I randomly offer consumers a bulk discount and a monthly
reward for solar purchases. Both incentives offer equivalent average price reductions, but
the bulk discount requires consumers to incur large costs in the present for benefits far into
the future relative to the monthly reward. It follows that present focused consumers should
respond more to the monthly reward. I cannot reject that the increase in demand is the
same for both incentives, suggesting that consumers are not present focused. Second, I
show that consumers across the distribution of pre-experimental demand are equally likely
to choose a voluntarily lower borrowing limit when offered the line of credit. Equal take-
up of a commitment device suggests that there is no correlation between pre-experimental
demand and the proportion of sophisticated present focused consumers. Third, I present
survey results showing that the vast majority of consumers across the distribution of pre-
experimental demand overestimate their use of the line of credit. Naive, present focused
consumers should underestimate borrowing. All three results indicate that present focus is
not highly correlated with pre-experimental demand, and thus does not drive my results.

Consumer responses to the line of credit suggest that transaction costs and liquidity
constraints limit consumer welfare from solar. However, offering the line of credit is not
profitable for the solar firm. The reductions in demand that result from offering credit
occur among the firm’s most profitable customers. These consumers represent a much larger
proportion of the firm’s customer base than those who increase demand in response to the
line of credit, causing the negative effects to swamp the positive effects when I re-weight
my estimates to be representative of the customer population. I similarly find no significant
net effect on repossessions, one of the firm’s largest costs. My results highlight a potential
mismatch between firm and consumer incentives to lower transaction costs for perishable
goods, pointing to a possible role for policymakers to intervene.

Methodologically, revealed preference estimates of consumer welfare from solar are inac-
curate unless they account for the distortions caused by liquidity constraints and transaction
costs. I estimate a conservative lower bound on consumer surplus from electricity using ran-
dom variation in the fee charged on the line of credit. My estimate suggests that consumer
surplus from electrification is higher than previously believed: my lower bound is equal to
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the most contextually similar estimate for total consumer surplus in the literature. Even so,
marginal households’ willingness to pay for electricity falls well below cost-covering levels.

My paper speaks to three strands of literature: impacts of transaction costs, the role
of credit for poor households, and strategies for and outcomes of rural electrification. I
contribute to the literature on transaction costs by providing empirical evidence on the
impacts of transaction costs when goods are perishable. To date, the literature on transaction
costs faced by consumers in low income countries has focused on financial services (W. Jack
and Suri 2014,Suri, W. Jack, and Stoker 2012, Aycinena, C. Martinez, and Yang 2010,
Collins et al. 2009, Beck, Asli, Soledad, P. Martinez, and Soledad 2007, Beck, Asli, Soledad,
and P. Martinez 2008, Dupas et al. 2018, and Ashraf, Karlan, and Yin 2006). I show
that transaction costs specifically for perishable goods can lead to some consumers buying
inefficiently low quantities and others buying inefficiently high quantities. In both cases,
transaction costs act as a tax on consumers. Transaction costs will persist in competitive
markets when it is not profitable for firms to lower them, which is likely to happen in rural
areas and when firms are serving low-income consumers. Better understanding consumer
and firm responses to transaction costs clarifies which inefficiencies and inequities private
investment will alleviate over time and which will require public investment.

My work contributes to two sub-literatures on credit in low income countries. The first is
a nascent literature on the impacts of digital credit (see Francis, Blumenstock, and Robinson
2017 for an overview). I provide early causal evidence that small amounts of easily accessible
credit can facilitate short-term consumption smoothing. I also contribute to a small literature
that empirically examines the impact of guaranteed credit access on household behavior in
low-income countries. Deaton 1991 establishes that credit access reduces precautionary
savings motives in theory, but few consumers in low-income countries enjoy guaranteed
access to credit. Lane 2020 provides empirical evidence over long time horizons, showing
that guaranteeing credit in the event of a negative weather shock significantly increases
upfront investment among farmers in Bangladesh. My work demonstrates the potential for
small amounts of guaranteed, formal credit to significantly improve consumption smoothing
for households over short time horizons.

My paper makes two contributions to the growing literature on electrification in low
income countries. I join Jack and Smith (2015, 2020) in studying contracts for electricity
with low-income households. I find that offering a line of credit significantly alters demand,
but that it is not profitable for the solar firm to offer the more flexible contract. Like K.
Jack and Smith 2020, my work shows that strictly prepaid contracts are efficacious from the
firm’s perspective relative to more flexible arrangements. However, firm profits from prepaid
contracts in my setting are a function of market frictions, whereas increased profits in K.
Jack and Smith 2020 primarily reflect reduced enforcement costs. The differences between
the two studies underline the importance of local market conditions when designing contracts
with low-income consumers, as frictions like transaction costs are much more important in
my rural setting than in Jack and Smith’s urban setting.

My second contribution to the literature on rural electrification is a novel estimate of
consumer surplus from electricity. Estimating consumer surplus from PAYGo solar is impor-
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tant in its own right because PAYGo solar has the potential to become a key stepping stone
in the global push to achieve universal access to electricity. In areas where expanding the
grid is infeasible or households cannot afford grid connections, solar home systems provide
reliable access to basic electricity. PAYGo solar is well-suited to low-income populations
because it lowers barriers to adoption by allowing consumers to pay off costly solar home
systems over time rather than making a single large purchase (Zollman et al. 2017). In 2018
alone, PAYGo solar companies sold nearly 1 million solar home systems.3

Beyond the policy relevance of PAYGo solar, I measure demand for electricity under
experimental conditions that deliberately reduce transaction costs and liquidity constraints.
My works adds to a rich literature on the impacts of rural electrification with varied findings
(Khandker, Barnes, and Samad 2009, Bensch, Kluve, and Peters 2011, Dinkleman 2011,
Lipscomb, Mobarak, and Barham 2013, Khandker, Samad, et al. 2014, Burlig and Preonas
2016, Chaplin et al. 2017, Lenz, Anciet Munyehirwe, and Sievert 2017, and Walle et al. 2017).
My estimate of consumer surplus directly builds upon the work of Lee, Miguel, and Wolfram
2020, Grimm, Lenz, et al. 2020, and Burgess et al. 2020 who provide estimates of consumer
surplus from electricity in Kenya, Rwanda, and Bihar, India. Unlike other estimates in the
literature, I measure demand on the use rather than the adoption margin. Focusing on
the intensive margin rules out imperfect information as a key mechanism. PAYGo systems
are also highly reliable, allowing me to measure demand absent concerns about supply-side
reliability. Given that PAYGo systems generate small quantities of electricity relative to grid
connections, my estimates focus on willingness to pay (WTP) for the first units of electricity,
a critical margin for electrification policy. My conservative lower bound on consumer surplus
is equal to the most similar estimate of total consumer surplus in the literature (Grimm, Lenz,
et al. 2020), suggesting that the benefits of electrification are higher than previously believed.
However, my results indicate that currently non-electrified households will not be able to
pay cost-covering levels for solar, highlighting the continued need for public investment to
achieve universal electrification.

The rest of my paper is organized as follows. Section 2 describes the context. Section 3
details the experimental design and describes my sample. Section 4 provides a theoretical
framework to derive predictions about the impact of offering a line of credit for solar access.
Section 5 presents reduced form results. Section 6 presents my estimated lower bound on
consumer surplus from electrification, and section 7 concludes.

2.2 Background

In PAYGo solar contracts, consumers choose to adopt a solar home system that is typically
bundled with high-efficiency appliances such as light bulbs, rechargeable radios, portable
torches, phone chargers, or televisions. The more appliances the consumer opts to include in

3See https://www.gogla.org/sites/default/files/resource_docs/global_off-grid_solar_

market_report_h2_2018_opt.pdf, which documents a 30% growth rate in PAYGo systems sold in the
second half of 2018.
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their bundle, the higher the price of the bundle. Once a consumer has selected their bundle,
they make a down payment and have the solar panels, a battery for storing electricity, and
all appliances installed in their home4.

After the solar home system (SHS) has been installed, consumers “pay as they go.” The
solar company sets a daily rate for solar access time based on the number of appliances
included in the SHS. Consumers prepay for SHS access time using mobile money. As soon
as a consumer has purchased access time, they have unlimited access to their SHS for the
duration of the purchased period.5 When access time runs out, the solar company remotely
locks the consumer out of their SHS, preventing them from using it until they prepay for
additional time. If the consumer does not purchase access for over thirty consecutive days, the
solar company may repossess the SHS. Remote lockout and a credible threat of repossession
render PAYGo solar contracts highly enforceable even in settings with weak institutions.

PAYGo contracts are designed to provide low-income households a degree of flexibility
in paying for a solar home system, but such flexibility is limited by the perishable nature of
access time combined with transaction costs. System access time runs down continuously
regardless of how much a consumer actually uses their solar home system. Consumers cannot
choose to delay the start of their purchased time, and they cannot choose to voluntarily shut
down their solar home system and save some of their access time for later. For instance, if a
consumer pays for three days of solar and then gets called away from their home for a day,
they cannot recoup that day to use at a later time. Even though the SHS includes a battery
that stores power generated by the solar panels, when the consumer is locked out of their
SHS they cannot access the electricity stored in the battery. Continuous rundown combined
with remote lockout from the entire SHS render access time strictly non-storable.

Traveling to a mobile money agent to purchase solar access time represents a transaction
cost for the consumer. In phone surveys with two separate samples of solar customers in
Rwanda, I asked how long it takes to reach the nearest mobile money agent. Figure 2.1
shows the distribution of travel time to reach the nearest mobile money agent, combining
both survey samples. The average time is 50 minutes and the median time is 30 minutes
one-way, although true transaction costs for purchasing solar likely vary depending on the
timing of other tasks that might bring consumers close to a mobile money agent.

In theory, consumers can reduce the transaction costs associated with paying for solar by
depositing money in their mobile money wallet when they are near an agent and later using
those funds to buy solar. In a phone survey conducted among 1,229 solar customers in 2019,
I asked consumers how many times they visited a mobile money agent to pay for solar out
of their last five purchases. Figure 2.2 shows that 66% visited a mobile money agent all five
times and 78% visited four of the last five times.6 This pattern is likely the result of limited

4In my setting, the down payment amounts to 3–5% of the total value of the PAYGo contract.
5In my context, the battery that stores electricity generated by the solar panels is large enough that

consumers are rarely constrained by the capacity of the system.
6Appendix figure 2.16 indicates that trips to the mobile money agent are not driven by lack of knowledge

about mobile money: nearly 80% of consumers report that they know how to use mobile money to buy solar
if they have enough in their mobile money wallets.



CHAPTER 2. PERISHABILITY, TRANSACTION COSTS, AND LIQUIDITY 33

Figure 2.1: Consumer Travel Times to Nearest Mobile Money Agent

Figure 2.2: Self-Reported Use of Mobile Money Agents to Buy Solar

mobile money take-up. A 2018 report by the World Bank found that only 31.1% of adults
in Rwanda had mobile money accounts (The Little Data Book on Financial Inclusion 2018
2018). While transactions conducted with mobile money are free, consumers have to pay
withdrawal fees to convert mobile money into cash. With low take-up, consumers cannot
use mobile money for most transactions and so withdrawal fees render it less liquid than
cash. Even though consumers could use mobile money wallets to lower transaction costs,
the survey evidence demonstrates that, in practice, consumers frequently incur transaction
costs when paying for solar.

Transaction costs will be particularly burdensome for consumers without sufficient liquid-
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ity to buy in bulk. The median transaction size is 6.25 days of solar access.7 The prevalence
of small transactions suggests that many consumers are either liquidity constrained or prefer
to buy in small increments to limit wasted access time.

Taking all features of the setting together, the perishable nature of solar system access
time combined with transaction costs creates stark trade-offs for consumers. They need to
align cash flows with their demand for solar while minimizing transaction costs.

2.3 Experimental Design

I partner with a solar company in Rwanda to offer existing PAYGo solar customers a product
designed to alleviate liquidity constraints and reduce transaction costs: a line of credit
specifically for PAYGo system access time. The line of credit allows consumers to call the
solar company and request to use up to one or two weeks of system access time before paying
for it. When a consumer makes a PAYGo payment after borrowing, the funds first go to
repaying the time they borrowed plus a flat fee. Any funds that are left after repaying the line
of credit go to pre-paying for additional system access time. In this way, consumers cannot
default on the line of credit without defaulting on their entire PAYGo contract. Consumers
can use the line of credit as many times as they like over the course of the experiment.

The line of credit simultaneously addresses liquidity constraints and transaction costs.
It alleviates liquidity constraints by allowing consumers to purchase solar access time when
they do not have cash on hand. Even if consumers are not strictly liquidity constrained,
it may provide a less expensive source of credit than would otherwise be available. As
I will demonstrate in the model, having guaranteed access to credit can allow consumers
to increase demand even if they do not borrow by providing a tool to help them smooth
consumption. The line of credit also reduces transaction costs for consumers who actually
use it because consumers use the line of credit by calling the solar company rather than
traveling to a mobile money agent. The line of credit enables consumers to decouple cash
flows with their demand for electricity and time trips to the mobile money agent to better
suit their convenience.

I cross-randomize the terms of the line of credit along three dimensions. Half of the
consumers in the treatment group can only borrow up to seven days of solar access time,
while the other half can borrow up to fourteen days. All consumers have the option to choose
a voluntarily lower borrowing limit than the one originally offered, which allows consumers
to commit to borrowing smaller amounts. Half of consumers pay a 10% flat fee on borrowed
days and half pay a 2% fee.8 Finally, half of consumers lose access to the line of credit if
they do not repay their borrowed days plus the fee within one week of their borrowed time

7Appendix figure 2.17 shows the full distribution of days purchased in a single transaction in the 90 days
prior to the experiment.

810% is comparable to rates charged by telecommunications companies in Rwanda when consumers
borrow airtime, which is the most similar product I identified in rural markets.
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running out. The other half do not face any such time limit, but like all PAYGo customers
they get remotely locked out of their system when they run out of access time.

In total, the solar company offered the line of credit to 2,000 randomly selected existing
solar customers in the Northern and Southern provinces of Rwanda who had signed PAYGo
contracts at least 90 days prior ot the start of the experiment. The control group consists
of all other existing customers in the Northern and Southern provinces who had signed
contracts at least 90 days prior to the experiment: 9,360 consumers.

Consumers in my sample are self-selected, as they have all opted to sign PAYGo solar
contracts. I combine responses to a phone survey conducted with 1,229 solar customers in
2019 with the latest Integrated Household Living Survey, a nationally representative survey of
Rwandan households last conducted in 2016-2017. Using questions common to both surveys,
I construct a wealth index to compare the population in my sample to the distribution of
rural households in Rwanda.9 I find that consumers in my sample are wealthier than the
average rural Rwandan household, a feature I return to in my discussion of the welfare
impacts of rural electrification.10

I stratify my treated sample based on the 90-day utilization rate (UR) prior to the start
of the experiment. The utilization rate is the proportion of days a consumer has purchased
system access. To understand consumer responses to the line of credit across the 90-day UR
distribution, I create four stratification bins: 0-30%, 30%-65%, 65%-80%, and 80%-100%.
Figure 2.3 shows the distribution of UR in the 90 days prior to the start of the experiment,
along with lines denoting the stratification bins.

Descriptive information about differences between consumers in each utilization bin shows
that pre-experimental demand is correlated with access to liquidity and consumers’ propen-
sity to buy in bulk. Table 2.1 shows differences in self-reported borrowing to pay for solar
when the line of credit is not available.11 Consumers with the lowest pre-experimental
demand are significantly less likely to have borrowed for solar than consumers in other uti-
lization bins, and those who do borrow appear to borrow less. Of the consumers who have
not borrowed to pay for solar, those with the lowest pre-experimental demand are more likely
to report that they did not borrow because they were unable to find credit. Table 2.2 shows
that consumers with the highest pre-experimental demand are more likely to buy in bulk:
average purchase sizes for consumers with the highest pre-experimental demand are more
than double those for consumers with the lowest pre-experimental demand.12

9I use the following variables to construct the wealth index: ubudehe category (a government-assigned
category designed to summarize the socio-economic status of a household), roof material, wall material, floor
material, primary source of electricity (if any), primary source of light, whether or not the household is
connected to the national grid, and weekly energy expenditures.

10Appendix figure 2.18 shows the nationally representative distribution of wealth scores among rural
consumers, with the red line representing the mean among all rural Rwandan households and the blue line
representing the mean in my sample.

11Self-reports come from the 2019 phone survey of 1,229 solar customers.
12Appendix table 2.9 shows differences between stratification bins along other dimensions of economic

well-being that are less closely connected to the decision to buy in bulk versus buy small quantities frequently.
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Figure 2.3: Distribution of Demand Prior to the Experiment

Table 2.1: Differences in Borrowing Behavior between Stratification Bins

Dependent variable:

Borrowed for Solar Amount Borrowed Cannot Borrow

(1) (2) (3)

0%-30% −0.073∗ −1,458.365 0.051∗∗∗

(0.044) (2,954.986) (0.015)
30%-65% −0.006 2,367.389 0.008

(0.038) (2,558.273) (0.013)
65%-80% −0.016 5,832.380∗ 0.030∗

(0.046) (3,078.833) (0.016)
Constant 0.554∗∗∗ 4,440.067∗∗∗ 0.019∗∗∗

(0.019) (1,268.061) (0.006)

Observations 1,229 1,229 1,229
R2 0.002 0.004 0.011

Adjusted R2 −0.0001 0.001 0.009

∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Notes: Data come from a phone survey conducted in March, 2019. Consumers self-report whether
they have ever borrowed to pay for solar, the amount that they have borrowed, and, if they did
not borrow, the reason why. Columns (1) and (3) are simple linear probability models and column
(2) is an OLS regression with the amount borrowed (in RWF) on the left hand side. I determine
the stratification bin for each consumer in th phone survey by computing their utilization rate over
the 90 days prior to the experiment.
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Table 2.2: Average Pre-Experimental Payment Sizes by Stratification Bin

Dependent variable:

Mean Purchase Size (Days)

0%-30% −8.304∗∗∗

(0.538)
30%-65% −2.970∗∗∗

(0.296)
65%-80% −3.535∗∗∗

(0.353)
Daily Rate −0.011∗∗∗

(0.001)
Intercept (80%-100% Mean Payment Size) 15.425∗∗∗

(0.259)

Observations 1,342

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Notes: The mean purchase size is the average number of days a consumer bought in a single
transaction in the 90 days prior to the start of the experiment. The daily rate is the price the
consumer pays for a day of access time, which consumers select into based on the number of
appliances they choose to include with their solar home system.

Correlations between pre-experimental demand and liquidity constraints as well as the
propensity to buy in bulk illustrate why it is important to stratify based on pre-experimental
demand. Consumers who lack easy access to liquidity versus those who have sufficient
liquidity to buy in bulk are likely to respond to the line of credit differently. Stratifying on
the basis of pre-experimental demand provides me with the statistical power necessary to
estimate differential average treatment effects across the distribution of consumers.

Timeline and Data

The solar company marketed the line of credit starting on October 14, 2019. Marketing
involved calling each customer in the treatment group to explain the terms of the line of
credit and how to access it. During the initial call, all consumers were also offered the
option to choose a voluntarily lower credit limit, a form of commitment device for consumers
concerned about borrowing too much. All consumers also received a SMS message containing
details of the line of credit. After completing the initial round of marketing calls, the solar
company attempted to call every treated consumer again to complete a short survey and to
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further educate customers about the line of credit starting in late November.13 Consumers
could use the line of credit through February 14, 2020. All treated consumers received a SMS
message on the last day of the experiment informing them that the program had ended.

My primary source of data is the administrative records of the solar company. The
dataset of loan requests and repayments allows me to estimate differences in use of the line
of credit as well as differences in price sensitivity between treatment groups and stratification
bins. I use administrative data to conduct initial balance checks and to estimate changes in
the monthly utilization rate.14

I augment these data with two other datasets that enable me to test for heterogeneity
along relevant dimensions other than pre-experimental demand. Data generated by the solar
home systems provide a measure of the amount of electricity actually consumed on each day
a solar home system is switched on. I use daily totals of watt hours consumed when systems
are switched on to check for heterogeneous treatment effects based on the pre-experimental
variance in watt hours used. I also use information from a short phone survey conducted
by the solar company midway through the experiment to check for differences in usage rates
based on the distance from the nearest mobile money agent and to assess the accuracy of
consumer expectations about borrowing.15

Next, I turn to a theoretical framework to generate predictions about the outcomes of
my experiment. The model focuses on two key elements of my experimental design. First,
my sample stratification is based on observed heterogeneity in consumer decisions around
PAYGo solar prior to the experiment. This suggests heterogeneity in access to liquidity.
Second, the line of credit induces exogenous changes in the availability of liquidity and the
size of transaction costs. Therefore, my theoretical framework will consider how heteroge-
neously liquidity constrained consumers will respond to exogenous changes in liquidity and
transaction costs.

2.4 Theoretical Framework

A representative consumer gets utility from consuming some composite consumption good
c and from using the appliances that can be powered by their solar home system. The
consumer chooses how many days of solar access to buy each day. I denote the quantity of
days bought on a given day as q ∈ Z+ and the overall stock of days of solar access as e ∈ Z+.
The consumer’s stock of electricity access evolves according to a simple law of motion that

1364% of consumers in the 0%-30% stratification bin were reached on the phone during at least one of the
rounds of calls. 86%, 90%, and 96% of consumers were reached in the 30%-65%, 65%-80%, and 80%-100%
bins.

14Appendix table 2.8 shows that randomization yields balanced treatment and control groups on a range
of observable characteristics after controlling for each consumer’s stratification bin.

15Note that the phone survey conducted by the solar company mid-experiment is distinct from the 2019
phone survey of solar customers I use to generate descriptive statistics on consumers in different stratification
bins. Importantly, the mid-experiment survey only included treated consumers.
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describes the continuous rundown of system access time

e′ = e+ q − (1(e+ q ≥ 1)). (2.1)

Consumers get stochastic utility α if they have at least one day of electricity access
(e + q ≥ 1) in a given day. I assume α is drawn from some distribution with cdf F (·)
with support over [αm, αM ], where αm ≥ 0 and αM is some finite constant. Combined with
the continuous rundown described in equation (2.1), stochastic utility generates waste: if
a consumer pays for solar access into the future, they may end up having access on a day
with a low realization of α when they would not have opted to purchase access otherwise.
At the start of each time period, consumers learn their draw of α and receive a stochastic
endowment of income y ∈ (0, yM ], where yM is some finite constant.

Consumers choose how many days of solar access to purchase and how much of the
composite consumption good to consume, which leaves some level of savings to be carried
forward to the next day. As equation (2.1) indicates, consumers can purchase multiple days
of solar at once but they cannot store it in the sense that once they have purchased solar
access, the stock decreases every day until it is zero or until the consumer buys additional
access time.

The consumer’s preferences are represented by

U = E
[ ∞∑
t=0

βt
(
αt1(et + qt ≥ 1) + u(ct)

)]
. (2.2)

β ∈ (0, 1) is the discount rate. I assume u′(·) > 0, u′′(·) < 0, u′(0) =∞, and u′(∞) = 0.
The relative price of solar is p. Consumers incur a transaction cost τ each time they

buy solar. I make the simplifying assumption that τ is constant across time and consumers
and that it represents the costs of reaching the nearest mobile money agent. I denote the
consumer’s non-solar asset stock as s. Any assets that the consumer saves in the current
period earn a return 1 + r, or if consumers borrow they have to repay 1 + r multiplied by
the borrowed amount in the following period. The consumer’s asset stock is governed by the
law of motion

s′ = (1 + r)(s− c− qp− 1(q ≥ 1)τ) + y′. (2.3)

Finally, the consumer faces a borrowing constraint l. In each period, the consumer needs
to choose c, s′, and q to satisfy16

−l ≤ s′. (2.4)

16The model generates similar predictions if instead of assuming consumers are liquidity constrained, I
assume that they can borrow at a high price which I lower by offering the line of credit.
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Characterizing Optimal Choices

Each day, the consumer chooses c and q to maximize (2.2) subject to (2.1), (2.3), and (2.4).
For a given q, the Bellman equation is

Vq(s, e, y, α) = max
s′

[
α1(e+ q ≥ 1) + u(c(q)) + βE[V (s′, e′, y′, α′)]

]
s.t. s′ = ((1 + r)s− c(q)− qp− 1(q ≥ 1)τ) + y′,

e′ = e+ q − 1(e+ q ≥ 1), and − l ≤ s′. (2.5)

The consumer chooses the value of q that maximizes current and future utility, meaning
that they choose q to satisfy

V (s, e, y, α) = max
q
{Vq(s, e, y, α)}. (2.6)

When e > 0, the consumer enjoys access to solar regardless of the realization of α.
Given that I hold p and τ constant over time, choosing q > 0 when e > 0 weakly reduces
utility today. While choosing q > 0 could raise expected utility tomorrow, the consumer can
costlessly wait for α′ and y′ to be realized and then make the optimal decision. It follows
that I only need to consider the consumer’s choice of q when e = 0.

Let µq be the Lagrange multiplier on the liquidity constraint (2.4) for a given choice of
q. Let E[Vq(s

′, e′, y′, α′)] = E[V (s′, e′, y′, α′)|q] be the maximal expected V for a given choice
of q. The interior solutions to the sub-problems defined by equation (2.5) are characterized
by the first order condition

βE
[∂Vq(s′, e′, y′, α′)

∂s′
|s, e, y, α

]
− µq =

du(c(q))

dc(q)
. (2.7)

The envelope condition allows me to write E
[
∂Vq(s′,e′,y′,α′)

∂s′
|s, e, y, α

]
as

E
[∂Vq(s′, e′, y′, α′)

∂s′
|s, e, y, α

]
= (1 + r)E

[du(c′(q′))

dc′(q′)
|s, e, y, α

]
. (2.8)

I then substitute (2.8) into (2.7) to obtain the Euler equation:

β(1 + r)E
[du(c′(q′))

dc′(q′)
|s, e, y, α

]
− µq =

du(c(q))

dc(q)
. (2.9)

To simplify notation, let du(c(q))
dc(q)

= u′(c(q)), similarly let du(c′(q′))
dc′(q′)

= u′(c′(q′)). Then I can
re-write the consumer’s optimal choice of c as

u′(c(q)) = max
{
β(1 + r)E[u′(c′(q′))|s, e, y, α], u′(s− qp− 1(q ≥ 1)τ + l)

}
. (2.10)
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Equation (2.10) characterizes the consumer’s optimal choice of c for a given q. It is
straightforward to show that under certain conditions, there will exist a policy function
σq(s, e, y, α) that defines optimal consumption for a given realization of the state. Impor-
tantly, expectations are taken over both α′ and y′. Expectations over α′ speak to the need for
an additional policy function that governs how the probabilities of choosing different levels
of q in the future change based on choices of c and q today.

The consumer chooses q = 1 rather than q = 0 if and only if

α ≥ u(σ0(s, e, y, α))− u(σ1(s, e, y, α)) + βEV ((1 + r)(s− σ0(s, e, y, α)), e′, y′, α′)−
βEV ((1 + r)(s− σ1(s, e, y, α)− p− τ), e′, y′, α′). (2.11)

Call the threshold level of α where equation (2.11) holds with equality α∗. For a given
realization of s, e, and y, the consumer prefers buying zero days to one day of solar with
probability F (α∗(s, e, y)) and prefers buying one day to zero days with probability 1 −
F (α∗(s, e, y)). The function α∗(s, e, y) allows me to take expectations over α′.

A consumer choosing between q = 1, 2, . . . will only condition their choice on s and y.
To see why, note that a consumer choosing between q = i and q = j with i, j ≥ 1 will prefer
i to j if and only if

α + u(σi(s, e, y, α)) + βEV (s′(i), e′, y′, α′) ≥ α + u(σj(s, e, y, α)) + βEV (s′(j), e′, y′, α′),

or, rearranging,

u(σi(s, e, y, α)− u(σj(s, e, y, α) ≥ βEV (s′(j), e′, y′, α′)− βEV (s′(i), e′, y′, α′).

Intuitively, since the consumer gains α regardless of the choice of q ≥ 1, the decision depends
only on the other state variables. Since I’ve already shown that the consumer only chooses
q > 0 when e = 0, it follows that the consumer’s choice only depends on s and y.

For a given realization of (s, y), the consumers knows whether i is preferred to j. I assume
that if the consumer prefers q = 0 to q = 1, they will also prefer q = 0 to q > 1. With this
simplifying assumption in place, I can write the consumer’s expectations as

EV (s′, e′, y′, α′) =


EyV0(s′, e′, y′α′) if e′ > 0

F (α∗(s′, e′, y′))EyV0(s′, e′, y′, α′)+

(1− F (α∗(s′, e′, y′)))Ey max{V1(s′, e′, y′, α′), V2(s′, e′, y′, α′), . . . } if e′ = 0.

(2.12)

Solving the model

Taken together, the consumer’s decisions can be fully characterized using the set of optimal
consumption functions σ0(s, e, y, α), σ1(s, e, y, α), . . . , the set of value functions V0(s, e, y, α),
V1(s, e, y, α), . . . , and the function α∗(s, e, y).
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I use numerical maximization to obtain the functions that characterize the solution to
the consumer’s problem. I assume the constant relative risk aversion utility function so that

u(c) =
c1−γ

1− γ
,

with γ > 1. I assume that α is drawn from a uniform distribution on [αm, αM ], although
later I will allow αm and αM to be different for different consumers. I make two additional
assumptions for computational simplicity. First, I assume that y follows a three-state Markov
chain y[z] with state z ∈ {0, 1, 2} and transition matrix P . Intuitively, this means that the
consumer receives either a high, medium, or a low draw of income on each day with some
probability. Second, I limit choices of q to 0, 1, or 2, which allows me to reduce the state
space to s, z, and α. With these assumptions in hand, I can generate predictions about the
expected outcomes from my experiment.

Prediction 1: lowering transaction costs increases demand among consumers not buying
in bulk. I assume that liquidity constrained consumers cannot buy in bulk, making the
relevant choice the one between q = 0 and q = 1. Consumers choose q = 0 rather than q = 1
with probability F (α∗(s, z)), so the relevant comparative statics for my experiment are dα∗

dτ

and dα∗

dl
.

Figure 2.4 illustrates how lowering transaction costs changes α∗. In the figure, the point
where V0 and V1 intersect represents α∗, the lowest draw of α for which a consumer will opt
to buy electricity rather than forgoing it. Figure 2.4 shows that lowering transaction costs
reduces α∗, increasing the probability that the consumer chooses to buy one day of solar. As
expected, the change in α∗ is larger when realizations of s and y are lower.

Prediction 2: relaxing liquidity constraints increases demand among consumers not buying
in bulk, even if they do not use the line of credit. Figure 2.5 tells a similar story: increasing
the borrowing limit l reduces α∗. For consumers who lack the liquidity to buy in bulk, the line
of credit unambiguously increases demand for solar. Importantly, figure 2.5 illustrate another
reason that the line of credit increases demand among liquidity constrained consumers: it
reduces the precautionary savings motive. V0 and V1 are higher under the experimental
condition. When consumers have guaranteed access to credit they don’t need to save as
much today to ensure that they can buy solar tomorrow.

Lowering transaction costs also reduces the precautionary savings motive: when con-
sumers know they face lower transaction costs tomorrow, they do not need to save as much
today. However, recall that consumers in my experiment only experience a reduction in
transaction costs when they actually borrow. It follows that the reduction in the precau-
tionary savings motive from relaxing liquidity constraints is particularly important because
it implies that offering the line of credit can change consumer behavior even if consumers do
not use the line of credit.

Prediction 3: The line of credit may reduce demand among consumers who buy in bulk.
I turn now to the choice for consumers who have sufficient liquidity to buy in bulk. Recall
that the choice between q = 1 and q = 2 does not depend on α. I instead consider the range
of assets s over which the consumer prefers q = 1 to q = 2 for a given realization of y.
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Note: The vertical axis is the level of the value function, with V0 corresponding to the value func-
tion associated with forgoing access to electricity in the current period and V1 corresponding the
the value function associated with buying one day of access. The horizontal axis is the realization
of α in the current period. Value functions are plotted for a given realization of assets and income,
although the figure remains qualitatively similar for alternative realizations of assets and income.
α∗ is the minimum realization of α for which the consumer prefers to buy a day of solar access
rather than forgoing it, or the point where V0 and V1 intersect. Low TC shows the value functions
during the experiment where I lower transaction costs.

Figure 2.4: Change in α∗ from reducing transaction costs.

In figures 2.6 and 2.7, the green points indicate the level of s above which V2 exceeds V1

for low and high values of τ and l. The range to the right of the green points is the range of
asset realizations over which the consumer prefers to buy in bulk. If the green point moves to
the left as a result of my experiment, it follows that the experiment increases the probability
that a consumer will prefer to buy in bulk. Figure 2.7 shows that lowering transaction costs
reduces the range of assets where the consumer prefers to buy in bulk (q = 2). Figure 2.6
shows that relaxing liquidity constraints can either widen or narrow the range of assets where
the consumer prefers to buy in bulk depending on the relative size of p and τ .

For consumers with sufficient liquidity to buy in bulk prior to the experiment, offering the
line of credit may operate primarily as a reduction in transaction costs. Given that lowering
transaction costs makes buying in bulk less appealing, the line of credit could lower overall
demand among consumers previously buying in bulk. Such consumers may stop buying in
bulk and instead target their purchases to days when they receive high realizations of α.

Prediction 4: Negative treatment effects will be larger for consumers with a higher vari-
ance in α. Figure 2.7 illustrates the final prediction from my model. Comparing the top
and bottom figures, I show that the potential reduction in demand as a result of lowering
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Note: The vertical axis is the level of the value function, with V0 corresponding to the value func-
tion associated with forgoing access to electricity in the current period and V1 corresponding the
the value function associated with buying one day of access. The horizontal axis is the realization
of α in the current period. Value functions are plotted for a given realization of assets and income,
although the figure remains qualitatively similar for alternative realizations of assets and income.
α∗ is the minimum realization of α for which the consumer prefers to buy a day of solar access
rather than forgoing it, or the point where V0 and V1 intersect. High l shows the value functions
during the experiment where I relax liquidity constraints.

Figure 2.5: Change in α∗ from relaxing liquidity constraints.

transaction costs is larger for consumers with a higher variance in α. Intuitively, these are
the consumers who will benefit the most from better targeting their consumption. In fact,
with the realization of income I selected for the sake of illustration in figure 2.7, lowering
transaction costs leads to virtually no change in the probability of buying in bulk for con-
sumers with a low variance in α. The final prediction of the model is that treatment effects
from the line of credit should be decreasing in the variance in α.

The final prediction offers a way to clarify the ambiguous predictions about the change
in the probability that consumers buy in bulk. Alleviating liquidity constraints can either
increase or decrease the likelihood of buying in bulk, but lowering transaction costs should
lower bulk demand. However, if consumers respond to the line of credit by reducing demand
then those reductions should be greater for consumers with a higher variance in the utility
realized from solar access if they are being driven by the reduction in transaction costs.

The model generates four empirically testable predictions about offering the line of credit.
First, lowering transaction costs will increase demand among consumers who lack sufficient
liquidity to buy in bulk. Second, relaxing liquidity constraints will increase demand among
consumers not buying in bulk regardless of their borrowing status: providing guaranteed
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Note: The vertical axis is the level of the value function. The horizontal axis is the realization of
assets s in the current period. The green points show the minimum realization of assets for which
the consumer prefers to buy in bulk (q = 2) to buying a single day. It follows that when the point
of intersection moves to the right, the consumer has a lower probability of buying in bulk. V1
corresponds to the value function when the consumer buys one day of access and V2 corresponds
to the value function when the consumer buys in bulk. High l shows the value functions under the
experimental condition where I relax liquidity constraints.

Figure 2.6: Change in the single vs bulk decision from relaxing liquidity constraints.
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Note: The vertical axis is the level of the value function. The horizontal axis is the realization of
assets s in the current period. The green points show the minimum realization of assets for which
the consumer prefers to buy in bulk (q = 2) to buying a single day. It follows that when the point
of intersection moves to the right, the consumer has a lower probability of buying in bulk. V1
corresponds to the value function when the consumer buys one day of access and V2 corresponds
to the value function when the consumer buys in bulk. Low TC shows the value functions under
the experimental condition where I lower transaction costs.

Figure 2.7: Size of the treatment effect for consumers with a high vs low variance in α
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access to credit can change consumer behavior even if consumers do not use it. Third, the
line of credit may lower demand among consumers who previously bought in bulk. Fourth,
if certain consumers do reduce demand in response to being offered the line of credit, then
treatment effects from the line of credit will be decreasing in the variance of α if the reduction
in demand is the result of lowering transaction costs. Consumers with the most variance
in their utility from electricity have the strongest incentive to stop buying in bulk and
target their consumption when transaction costs are lower. Next, I present empirical results
to evaluate how well the model describes consumer behavior, and to consider potential
alternatives explanations.

2.5 Results

I measure consumer responses to the line of credit by estimating heterogeneous average
treatment effects on monthly utilization rates, or the proportion of days each month that a
consumer has access to their solar home system. Let i index consumers, j index stratification
bins, and t index months of the experiment. Tmtit is a dummy variable equal to one if
consumer i had access to the line of credit in month t. Binij is a dummy variable equal to
one if consumer i is in stratification bin j based on their pre-experimental utilization rate.
γi and γt are consumer and month fixed effects. Using a three month pre-period to increase
precision, I estimate

UtilizationRateit = α +
4∑
j=1

βj(Tmtit ×Binij) + γi + γt + εit.

Figure 2.8 shows that average treatment effects from offering the line of credit follow
the first and third theoretical predictions in my model. Consumers with the lowest pre-
experimental demand increase their monthly utilization rates by 11pp as a result of being
offered the line of credit, an increase of 88% over the control group. Consumers in the second-
lowest stratification bin significantly increase utilization rates as a result of being offered the
line of credit, although at a more modest magnitude of 5.3%. By contrast, consumers in
the second highest stratification bin reduce their utilization rate by 6.4%, while consumers
with the highest pre-experimental demand reduce utilization by 1.6%.17 It appears that the
line of credit increases demand for consumers who are most likely to be liquidity constrained
while allowing consumers who previously bought in bulk to better target their consumption.

The second prediction of the model is that credit availability reduces the precautionary
savings motive for liquidity constrained consumers. Even in periods where the liquidity
constraint does not bind, consumers do not need to save as much to smooth consumption
when they have guaranteed access to credit. Reducing the precautionary savings motive may
increase demand for solar even for consumers who do not ultimately use the line of credit.

17The reduction in demand between consumers in the 65%-80% and 80%-100% stratification bins is not
statistically significantly different.
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Note: 95% confidence intervals calculated using standard errors clustered at the level
of the individual consumer. Estimates for the 30%-65% and 80%-100% bins are not
significant at the 5% level after pre-registered multiple inference corrections.

Figure 2.8: Heterogeneous Average Treatment Effects on Utilization

I want to test whether the line of credit alters consumer behavior among non-borrowers;
however, I cannot estimate separate effects for borrowers and non-borrowers because I do
not know which consumers in the control group would have borrowed. Instead, I consider
the hypothesis that borrowers drive all estimated treatment effects. If so, perfect compliance
with my randomization allows me to calculate local average treatment effects (LATEs) for
borrowers as

LATE =
∆UR

PropoprtionBorrowers
.

Figure 2.9 shows the proportion of consumers in each stratification bin that use the
line of credit over the course of the experiment. Only 4.5% of consumers with the lowest
pre-experimental demand use the line of credit. If the average treatment effect for low-
demand consumers in figure 2.8 is driven entirely by borrowers, it would imply an impossibly
large LATE of 244pp.18 It follows that the average treatment effect must be driven in part
by consumers who do not borrow, at least among those with the lowest pre-experimental
demand. Increased demand as a result of guaranteed access to credit, irrespective of credit
use, is consistent with consumers engaging in precautionary saving as described by my model.

The final prediction in my model is that treatment effects are decreasing in the variance
in α, the utility consumers realize from electricity access on a given day. Although I cannot
observe utility from solar access, I do observe the number of watt hours (wH) used on each
day a consumer’s solar home system is switched on. I use wH consumed as a proxy for the

18Implied LATEs for the other stratification bins are less extreme: 11pp, -14pp, and -6pp. Even if I only
take the proportion of borrowers out of the 64% of consumers who actually answered a marketing call in the
0%-30% stratification bin, the implied LATE is 157pp.
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Note: 95% confidence intervals calculated using White robust standard errors. All es-
timates remain statistically significant after applying pre-registered multiple inference
corrections.

Figure 2.9: Heterogeneous Average Treatment Effects on Utilization

utility gained from solar access. For each consumer, I calculate the standard deviation of
wH used on days when they system is switched on in the 90 days prior to the experiment. I
divide the distribution of standard deviation in use into quartiles. Letting k index quartiles of
standard deviations in use, I estimate heterogeneous treatment effects using the specification

URit = α +
4∑

k=1

βk(Tmtit × SDUseQuartileik) + γi + γt + εit.

Note that the variability in α only matters for consumers who previously bought in bulk,
as variance has no bearing on the decision to buy one day or forgo access. Low variance
consumers are more likely to continue buying in bulk even after being offered the line of
credit since precisely targeting consumption matters less. Pooling liquidity constrained and
consumers with those previously buying in bulk, the effect of offering the line of credit should
be primarily driven by the liquidity constrained consumers who unambiguously increase their
demand in the low variance quartile. Consumers with a high variance in their utility from
solar access will stop buying in bulk because the line of credit allows them to better target
their consumption. The total effect for consumers with a high variance in utility from solar
will be a weighted average of increased demand from liquidity constrained consumers and
reduced demand from consumers buying in bulk.

Figure 2.10 shows that consumers with the lowest variance in use are the only group with
a significantly positive treatment effect. On average, consumers with the lowest variance in
use increase their monthly utilization rates by 5pp in response to being offered the line of
credit. Consumers in the second and third quartiles do not exhibit any significant treatment
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Note: 95% confidence intervals calculated using standard errors clustered at the level
of the individual consumer. Estimates for the first quartile remain statistically sig-
nificant after applying pre-registered multiple inference corrections.

Figure 2.10: Heterogeneous Impacts by Pre-Experimental Variance in Use

effect from being offered the line of credit. Consumers with the highest variance in use
reduce utilization by around 2pp in response to being offered the line of credit, although the
effect is only significant at the 10% level. Consumers with the least variance in use have a
significantly higher treatment effect than those with the most variance in use. The estimated
results are consistent with high demand, high variability consumers better targeting their
solar consumption when provided with a way to reduce the burden of transaction costs,
providing further evidence in support of my theoretical framework.19

While the pattern of average treatment effects is consistent with the mechanisms pro-
posed in my model, I cannot directly observe transaction costs or liquidity constraints for all
of the consumers in my sample throughout the course of the experiment. I provide descrip-
tive evidence to further explore the role of transaction costs. Unlike the reduction in the
precautionary savings motive, which occurs regardless of use, the line of credit only reduces
transaction costs if consumers use it. I expect consumers who face the highest transaction
costs to use the line of credit the most. While I do not have data on transaction costs for
all consumers in my sample, I know the time to reach the nearest mobile money agent for
most consumers in the treatment group. I use this data to run a descriptive regression to
see whether consumers who face higher transaction costs are more likely to use the line of

19The pre-experimental variance in watt hours used is an imperfect proxy for α, the utility gained from
solar access, because I only observe it on days when consumers have access to their systems. I provide
a further robustness check for this effect by re-estimating it only for consumers in the top stratification
bin, who have the highest pre-experimental demand. These consumers have access to their systems almost
all of the time in the pre-experimental period. Appendix figure 2.19 shows that the same pattern holds
among these consumers: those with the lowest pre-experimental variance in use exhibit significantly higher
treatment effects than those with the highest pre-experimental variance in use.
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credit. Table 2.3 shows that living one hour further from the nearest mobile money agent is
associated with a 5.8pp, or nearly 50%, increase in the likelihood that a consumer uses the
line of credit, providing support for the importance of transaction costs as a key mechanism
underlying my estimated treatment effects.

Table 2.3: Heterogeneity in Take-Up by Distance to Mobile Money Agent

Dependent variable:

Take-up Rate

Hours to Reach MM Agent 0.058∗∗

(0.024)
90-Day Pre-experimental Utilization Rate 0.135∗∗∗

(0.034)
Daily Rate (RWF) 0.0003∗∗

(0.0001)
Hi Fee −0.012

(0.024)
Hi Borrowing Limit −0.007

(0.024)
Repayment Time Limit −0.021

(0.024)
Intercept 0.120∗∗∗

(0.045)

Observations 1,342
R2 0.016
Adjusted R2 0.011

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Standard errors are White robust.

Taken together, my empirical results closely match the predictions of my theoretical
framework and rule out a number of alternative mechanisms. In the next section, I consider
an important alternative explanation for my estimated treatment effects: pre-experimental
demand is correlated with present focus, or present bias (Laibson 1997, O’Donoghue and
Rabin 1999). Of the range of possible alternative mechanisms, present focus merits special
consideration because it changes the welfare implications of my results. If consumers with
the highest pre-experimental demand are reducing solar purchases as the result of behavioral
biases, it is no longer clear that offering the line of credit is welfare-enhancing for consumers.
Methodologically, standard revealed preference measures of consumer welfare are inaccurate
when consumers are present focused (Bernheim and Rangel 2009, Allcott and Taubinsky
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2015). For both reasons, it is important to establish that my results are not being driven by
present focus before I proceed to welfare estimation.

Evidence on the Importance of Present Focus

Under pure prepayment, consumers pay prior to enjoying solar access. With the line of
credit, present focused consumers will prefer to borrow access time to delay the costs of
electricity access while still enjoying the benefits. They are then likely to procrastinate on
repayment, potentially leading to a reduction in demand given that consumers cannot buy
more access time until they pay back the line of credit. If the degree of present focus is
positively correlated with pre-experimental demand, then the negative treatment effects I
estimate for consumers with the highest pre-experimental demand could be the result of
present focus rather than consumers better targeting their solar purchases.

I lack direct measures of present focus among consumers in my sample. Instead, I eval-
uate whether present focus is driving my experimental results by providing four pieces of
evidence. First, I show that the two dimensions of heterogeneity I examined in the previous
section, both of which yielded results consistent with my model, are uncorrelated. Second, I
summarize results from a separate experiment where customers of the same solar company
were offered time-varying incentives for solar payments. Third, I show how many consumers
in each stratification bin opted for a voluntarily lower borrowing limit, the commitment
device offered at the start of the experiment. Finally, I evaluate the accuracy of consumer
expectations about borrowing. All four pieces of evidence suggest that present focus is not
driving my results.

Both heterogeneity in pre-experimental demand and pre-experimental variance in use
generate results that are consistent with my theoretical framework. If present focus is driv-
ing results along both dimensions of heterogeneity, then there should be a positive correlation
between pre-experimental demand and pre-experimental variance in electricity use. Figure
2.11 shows that pre-experimental demand is not closely correlated with the standard devia-
tion in wH used on days when a consumer has solar access.

Further evidence on the importance of present focus comes from a separate randomized
control trial with a different sample of customers from the same solar company. I randomly
offered 1,600 consumers incentives to buy more days of solar access. Half of the treatment
group received x access days for free if they bought y days in bulk, and half received x free
access days if they bought y days over the course of a calendar month.

Table 2.4 outlines the full cross-randomization. I hold constant the total number of days
required to qualify for the incentives and the number of free days consumers could earn be-
tween the bulk discount and the monthly reward, leading to equivalent reductions in average
price between the two incentives. Consumers should respond more to the monthly reward if
they are present focused: the bulk incentive requires that consumers forgo more consumption
today to gain consumption farther into the future relative to the monthly reward. I stratify
the sample by pre-experimental demand over the entire duration of consumers’ tenure with



CHAPTER 2. PERISHABILITY, TRANSACTION COSTS, AND LIQUIDITY 53

Figure 2.11: No Correlation Between Pre-experimental Demand and Variance in Use

the firm. While slightly different than the stratification I use to test the line of credit, it still
allows me to measure heterogeneous effects across the distribution of demand.

Table 2.4: Cross-Randomized Experimental Design for Solar Incentives

Bulk
Incentive

Monthly
Reward

4 Week
Minimum

5 Week
Minimum

4 Week
Minimum

5 Week
Minimum

Low Reward 1 free day 3 free days 1 free day 3 free days
High Reward 2 free days 4 free days 2 free days 4 free days
Notes: Each cell contains 200 current solar customers, stratified by pre-experimental utilization
rates. The table shows the minimum qualifying threshold for consumers in each group to receive
any free days of solar, but consumers were offered a schedule of increasing rewards for increasingly
large purchases. In practice, the number of consumers who qualify for rewards above the minimum
is trivial.

Figure 2.12 shows the effect of the incentives for solar payments on the number of days
bought per month across the distribution of pre-experimental demand. Treatment effects are
null or significantly negative for all consumers except those with the highest pre-experimental
demand. Consumers with the highest pre-experimental demand respond to the incentives
by increasing purchases by 2-2.5 days per month, a 6-8% increase relative to the control
group. Critically, I cannot reject that bulk incentives and the monthly reward have the same
effect for consumers with the highest pre-experimental demand. Consumer responses to the
incentives indicate that consumers are likely not present focused in a manner that is strongly
correlated with pre-experimental demand.
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Note: I pool across minimum qualifying purchase sizes and reward sizes to increase
power. 95% confidence intervals calculated with standard errors clustered at the level
of the individual consumer.

Figure 2.12: Heterogeneous Impacts of Incentives for Solar Payments

I provide two final pieces of evidence on present focus among consumers in my sample.
First, during the initial round of marketing calls for the line of credit, all consumers in the
treatment group were given the option to select a voluntarily lower borrowing limit. Selecting
a voluntarily lower borrowing limit is a commitment device. I expect that consumers with
standard preferences will not choose to limit their choice set, and that consumers who are
naive about their own present focus will not choose to limit their choice set. It follows that
only consumers who are (partially) sophisticated and present focused will use the commit-
ment device. Figure 2.13 shows that there are no statistically significant differences between
stratification bins in the proportion of consumers opting to use the commitment device. If
present focus is positively correlated with pre-experimental demand, it must be driven by a
greater proportion of naive present-focused consumers with high pre-experimental demand.

After the initial round of marketing, representatives from the solar company called con-
sumers again to remind them about the line of credit. During the second round of calls, they
asked a random subset of 596 treated consumers how many times they expected to use the
line of credit over the next month, the likelihood that the consumer would use the line of
credit one more time than they expected, and the likelihood that the consumer would use
the line of credit one fewer time than expected. I compute the actual number of times each
consumer used the line of credit over the month following the phone call and calculate the
difference between the consumer’s expectation and their actual use of the line of credit. If
consumers are present focused and (partially) naive, I expect them to underestimate their
use of the line of credit.

Across all consumers surveyed, only 1% underestimate their use of the line of credit.
Table 2.5 shows that consumers with the lowest pre-experimental demand overestimate their
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Figure 2.13: No Significant Differences in Use of the Commitment Device

use the most, but all groups of consumers expect to use the line of credit at least one more
time per month than they actually do. Column (2) of table 2.5 shows variation between
groups in consumers’ confidence in their prediction. 86.5% of consumers with the lowest
pre-experimental demand believe that there is a less than 10% chance that they will use the
line of credit one fewer time than they predict. Consumers in other stratification bins are
less certain, with 60.4%-71.7% believing that there is a less than 10% chance that they will
use the line of credit one fewer time than predicted.

Consumer predictions are not incentivized, but combined with multiple dimensions of het-
erogeneity, results of the RCT on incentives for solar payments, and evidence that there are
no differences between stratification bins in the proportion of sophisticated present focused
consumers, they help rule out present focus as the primary mechanism driving consumer
responses to the line of credit. Beyond ruling out present focus, consumer predictions about
borrowing provide additional support for the role guaranteed credit plays in reducing the
precautionary savings motive. Survey responses show that consumers with the lowest pre-
experimental demand expect to be liquidity constrained significantly more than consumers
in other stratification bins even though, in practice, a much smaller proportion actually use
the line of credit. Consistent with the model, consumers with the highest expectations of
future liquidity constraints increase demand the most in response to being offered guaranteed
access to credit.

Discussion

Taken together, the evidence supports a model where consumers buying a perishable good
with transaction costs respond to the line of credit differentially depending on the severity
of liquidity constraints they face. Transaction costs and liquidity constraints are common
market frictions in low-income countries. Although the strict non-storability of PAYGo solar
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Table 2.5: Differences in Consumer Expectations and Realizations of Credit Use

Dependent variable:

Expected Less Actual Use High Confidence

(1) (2)

30% - 65% −0.132∗ −0.177∗∗∗

(0.051) (0.057)
65%-80% −0.208∗∗∗ −0.148∗∗

(0.051) (0.058)
80%-100% −0.100 −0.261∗∗∗

(0.052) (0.057)
Intercept 1.188∗∗∗ 0.865∗∗∗

(0.034) (0.044)

Observations 596 547
R2 0.013 0.038
Adjusted R2 0.008 0.033

∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Notes: Expected less actual use is the difference between the number of times a consumer
expected to use the line of credit over the month and the actual number of times the
consumer used the line of credit over the course of the month. High confidence is a dummy
variable equal to one if the consumer stated that there was less than a 10% chance that
they would use the line of credit one fewer time than they predicted.

access time is an extreme case, any perishable good with transaction costs will force con-
sumers to make similar trade-offs. My results point to a range of concerns for policymakers
seeking to promote more efficient and equitable markets.

Typically, market frictions negatively impact both firms and consumers. The experimen-
tal results show that the solar firm collects less revenue from certain groups of consumers as
a result of market frictions while receiving more from others. When I re-weight treatment
effects on the utilization rate to be representative of the distribution of consumers in figure
2.3, I find that offering the line of credit does not significantly increase revenue collection for
the firm. Appendix figure 2.20 shows that the line of credit creates similarly heterogeneous
impacts on repossession. Consumers with the lowest pre-experimental demand are less likely
to default but offering the line of credit to consumers with the highest pre-experimental de-
mand increases the risk of repossession, although estimates are not statistically significant.
In a partial equilibrium sense, offering the line of credit is not profitable for the firm.

In general equilibrium, the impact of transaction costs will vary based on market struc-
tures. A monopolist could use a two-part tariff or a menu of two-part tariffs to capture the
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surplus resulting from a reduction in transaction costs. For instance, a monopolist PAYGo
provider could charge a higher down payment but then give consumers the enhanced flexibil-
ity of a product like the line of credit. Consumers who value flexibility could select into the
high down payment option, while those who do not could select into the traditional PAYGo
contract. Such a two part tariff would allow the firm to capture some of the surplus it is
currently losing from consumers who use the line of credit to better target their purchases;
however, liquidity constrained consumers will likely struggle to make higher down payments
even when they value flexibility. In practice, a two part tariff may lead to smaller increases
in demand among low-demand consumers than I find in my experiment, limiting the prof-
itability from offering the line of credit but still leading to an outcome where consumer and
producer surplus is higher than it is currently.

Firms in a competitive market will respond to transaction costs for perishable goods by
competing away transaction costs up to the point where doing so is no longer profitable.
Such competition could take a variety of forms in my setting. For instance, Hayes 1987
shows that firms in a competitive market may offer two-part tariffs when consumers face
uncertain utility from a good, similar to how I have modeled the consumer’s decision. In a
competitive market, the two-part tariff entails some lump-sum fee and then a per unit price
that falls below the marginal cost. This again raises the possibility that firms could offer a
menu of contracts for consumers to select into based on the value they place on flexibility,
although in the competitive case firms do not reap positive profits from the two part tariff.
Alternatively, competition could directly lead to firms offering a product like the line of
credit.

In my setting, the PAYGo solar market is relatively competitive: there are multiple
providers offering similar products and contracts. Given that it is not profitable for the
firm I work with to offer the line of credit, it may be that PAYGo solar firms have reached
the point where competing on convenience is no longer profitable. Alternatively, we may
see more firms moving toward products like the line of credit in the coming years as this
relatively new market equilibrates.

My results highlight a more general problem: transaction costs associated with buying
a perishable good act as a tax on consumers, either because they pay high transaction
costs or because they buy in bulk and generate waste. It follows that transaction costs
for perishable goods generate deadweight loss relative to a world free of transaction costs.
Transaction costs for perishable goods will persist in general equilibrium when the costs
associated with reducing them outweigh the benefits. To be precise, the increase in demand
among consumers previously buying in small increments plus any consumer surplus the firm
can capture from eliminating waste for consumers buying in bulk must outweigh the costs
associated with lowering transaction costs for the firm. In my setting, the costs to the
firm primarily consist of the administrative costs associated with offering a broader menu
of contracts or implementing the line of credit, but in many other cases the costs could
be substantially larger. Consider consumers who live far from the nearest grocery store.
Lowering the transaction costs associated with buying groceries for such consumers would
necessitate that firms make investments like building new stores or starting delivery services,
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both of which would require a high willingness to pay for convenience among consumers to
earn a positive rate of return.

The lost surplus associated with transaction costs for perishable goods points to a role for
government to improve consumer welfare. If consumers are not liquidity constrained, then a
policymaker could reduce the loss associated with transaction costs for a perishable good by
subsidizing storage technology or, in the case of PAYGo solar, regulating contract types so
that goods are not artificially perishable. However, low-income consumers are often liquidity
constrained. Providing storage when consumers are liquidity constrained does not eliminate
the inefficient trade-off between liquidity and transaction costs. Similarly, providing access to
credit without improving storage does not resolve the tension between waste and transaction
costs. The most direct policies to minimize the loss generated by transaction costs for
perishable goods are those designed to directly reduce transaction costs. For instance, public
investment in infrastructure or incentives for firms to reduce transaction costs.

Beyond the inefficiencies associated with transaction costs for perishable goods, there are
critical considerations of equity. Firms selling perishable goods will not find it profitable
to lower transaction costs when the costs of doing so outweigh the benefits. The costs of
lowering transaction costs are likely to be high when transaction costs are high, such as in
rural areas. The benefits are likely to be limited when the consumers who benefit are low-
income or where population density is low and the resulting potential increase in demand is
small. It follows that policies designed to lower transaction costs for perishable goods can
lead to both more efficient and more equitable outcomes.

Methodologically, transaction costs and liquidity constraints distort observed willingness
to pay, making revealed preferences measures of welfare inaccurate. In the next section, I re-
estimate consumer welfare from electrification using the demand observed in my experiment
where I reduce the impacts of liquidity constraints and transaction costs.

2.6 Welfare

Demand observed in the presence of market frictions does not provide an accurate measure
of consumers’ willingness to pay. The results from my experiment show that consumers
significantly alter their demand for solar when I relax liquidity constraints and lower trans-
action costs. In this section, I use observed demand during the experiment to estimate a less
distorted lower bound on consumer surplus from electricity.

I do not randomly vary the price of solar during the experiment, but I do randomly assign
the fee charged on the line of credit. The fee affects the quantity of days consumers borrow
and the quantity of days prepaid for over the course of the experiment. Those quantities
combine with the randomly assigned fee to determine the average price a consumer pays for
solar over the course of the experiment. I explicitly model the link between the exogenous
fee, F , quantities demanded, and the average price paid by consumers to estimate a demand
curve for solar under conditions of reduced market frictions.
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Let Qp be the number of days a consumer prepays for over the course of the experiment
and Qb be the number of days a consumer borrows. If Q(F ) is the total quantity of solar
access demanded over the course of the experiment, then

Q(F ) = Qp(F ) +Qb(F )

and

P (F ) =
Qp(F ) +Qb(F )(1 + F )

Qp(F ) +Qb(F )
.

The slope of the demand curve is dP (F )
dQ(F )

= dP (F )/dF
dQ(F )/dF

. Differentiating Q and P with respect
to F , I get the following expressions.

dQ(F )

dF
=
dQp(F )

dF
+
dQb(F )

dF
. (2.13)

dP (F )

dF
=

dQP

dF
+ dQb

dF
(1 + F ) +Qb(F )

Qp(F ) +Qb(F )
− Qp(F ) +Qb(F )(1 + F )

(dQp(F )

dF
+ dQb(F )

dF
)2

. (2.14)

I can estimate dQp(F )

dF
, dQb(F )

dF
, and dP

dF
using the simple regressions

Qpi = α + βFeei + δXi + εi,

Qbi = α + βFeei + δXi + εi,

Pi = α + βFeei + δXi + εi,

where Xi controls for the consumer’s daily rate and pre-experimental demand to increase
precision. The daily rate is the price for a day of solar, which varies depending on the number
of appliances the consumer chose to include with their solar home system when making their
initial adoption decision. Summing estimates for dQp

dF
and dQb

dF
yields dQ(F )

dF
, which I combine

with my estimate of dP
dF

to obtain an estimate of dP (F )
dQ(F )

. I bootstrap all standard errors and
confidence intervals.

Figure 2.14 shows the estimated slopes for each stratification bin. I cannot reject that
demand is perfectly inelastic across the distribution of pre-experimental demand. To be
conservative, I take the bottom of the 99% confidence interval around my estimates of the
slope for each group in my estimation of consumer surplus.

I use the estimated demand curves along with observed demand to calculate a conservative
lower bound on consumer surplus. I anchor the estimated demand curves at the total quantity
demanded when the effective price is 1 for each stratification bin. To convert into monetary
terms, I use the median daily rate, RWF 190 when the effective price is 1. I form a lower
bound by only considering the bottom of the resulting Marshallian welfare triangle where I
have empirical support for the price variation, as illustrated in figure 2.15.

Table 2.6 provides two lower bounds on consumer surplus. Column (1) shows a lower
bound for consumer surplus at current prices, or a bound on the consumer surplus that solar
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Figure 2.14: Estimated Slopes of the demand curve for solar

Figure 2.15: Estimated Slopes of the demand curve for solar

customers would enjoy if they had access to the line of credit and paid current daily rates for
solar. Inframarginal consumers enjoy the most consumer surplus, at least $55 per household
per year. As I move along the demand curve to increasingly marginal consumers, the lower
bound on surplus drops under $7 per year.

Column (2) shows a lower bound on consumer surplus if solar access time were fully
subsidized so that consumers paid a price of zero. The lower bound in column (2) allows
me to assess which groups of consumers have a willingness to pay exceeding the cost of the
solar home system. The total value of the median PAYGo contract in my setting is $230
paid over approximately 3.75 years, which includes the solar home system, basic appliances,
maintenance, financing costs, and the labor associated with administering the PAYGo sys-
tem. For the firm to break even, consumers need to have a willingness to pay of at least
$61 per year. Column (2) in table 2.6 shows that 76% of current consumers have a lower
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Table 2.6: Consumer Surplus from Solar for Different Levels of Utilization

Pre-Experimental
Utilization Rate

Estimated
Slope

(99% CI
Lower

Bound)

Q1

(weighted)
Max % ∆

P

CS Lower
Bound

(hh/year),
current
prices

CS Lower
Bound

(hh/year),
fully sub-

sidized
(1) (2)

0%-30% -0.038 15,487 2.5% $6.99 $13.84
30% - 65% -0.073 56,473 5.1% $24.76 $48.35
65% - 80% -0.107 54,693 6.2% $34.51 $67.03
80% - 100% -0.110 709,445 4.5% $55.33 $108.27

Weighted Mean 4.5% $44.31 $86.67

Notes: I calculate welfare only for the population of current solar customers, consisting
of 50,000 households. The weights are 11.46% for the 0%-30% stratification bin, 12.13%
for the 30%-65% bin, 8.52% for the 65%-80% bin, and 67.89% for the 80%-100% bin. I
assume 1 USD = 900 RWF.

bound on consumer surplus that is high enough for the firm to break even. Consumers
with pre-experimental utilization of 30%-65% have a sufficiently high willingness to pay if
I extend the demand curve an additional 55% beyond the range of prices with empirical
support. Altogether, it seems plausible that around 88.5% of current consumers likely have
a willingness to pay for solar that is high enough for the firm to break even when I examine
the less distorted demand curves resulting from my experiment.

Importantly, consumers with the lowest pre-experimental demand do not have a high
enough willingness to pay for solar even if I extrapolate beyond the empirical price support
up to the intercept on the vertical axis. These marginal consumers point toward the challenge
of electrifying the millions of rural households who have not selected into a PAYGo solar
contract. They are also the consumers with the largest treatment effect from being offered
the line of credit, indicating that both contract structures and prices have a role to play in
making electricity accessible to such households.

The lower bounds in table 2.6 additionally facilitate comparisons to other recent measures
of consumer surplus from electrification in the literature. In table 2.7, I take the weighted
average of my estimated lower bound on consumer surplus and compare it to three recent
estimates in the literature: Grimm et al (2020), Lee et al (2020), and Burgess et al (2020).
My lower bound on consumer surplus is equal to or larger than estimates of total consumer
surplus in all three papers, with the exception of the upper range of estimates in Lee et al
(2020). If I extend the range of prices included in my demand curve or use my point estimates
of the slope of the demand curve rather than the bottom of the 99% confidence interval, I
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obtain estimates for consumer surplus that are substantially higher than other estimates in
the literature. My results suggest that consumer surplus from electricity is likely higher than
previously believed because market frictions are distorting demand.

Table 2.7: Consumer Surplus from Electricity: Comparisons to the Literature

Source Location Electricity Type Price CS (hh/year)

This paper Rural Rwanda PAYGo Solar Zero $86.67

This paper Rural Rwanda PAYGo Solar
Marginal

Cost
$44.31

Grimm et al
(2020)

Rural Rwanda
Solar home

system
Zero $89.50

Lee et al (2020) Western Kenya Grid
Marginal

Cost
$23.40 - $331

Burgess et al
(2020)

Bihar, India All sources
Marginal

Cost
$6.99

Notes: Grimm et al (2020) estimate demand for solar home systems when consumers can,
at most, spread payments out over 5 months. I only consider households in their sample
with a willingness to pay over $120 overall in order to mimic the selection of consumers
into my sample. I assume a discount rate of 15% and assume that the solar home systems
will function well for only three years to get my hh/year estimate of $89.50. Lee et al
(2020) present a range of estimates depending on demand elasticities, and assume a 15%
discount rate and a 30 year asset life for a grid connection. I only compare my estimates to
their estimates for consumers with relatively low electricity consumption (table 4 columns
1 and 2), as these are most comparable to the rural consumers in my setting. Burgess
et al (2020) provide estimates of CS for all consumers, including those who have not
adopted electricity. Lacking the full demand curve in their setting, I cannot mimic the
sample selection present in my experiment, so part of the difference in estimates is likely
attributable to my positively self-selected sample.

Multiple factors beyond reduced market frictions could contribute to the difference be-
tween my estimated lower bound on consumer surplus from electrification and other estimates
in the literature. Grimm et al (2020) and Lee et al (2020) both derive their estimates from
willingness to pay on the extensive margin. If consumers have imperfect information about
the benefits of electrification, demand on the extensive margin will be lower than the demand
I observe on the intensive margin. Unreliable supply on the grid could dampen demand for
the Kenyan households in Lee et al (2020), and to a lesser extent Burgess et al (2020) relative
to the solar home systems in my setting. However, differences in supply side reliability and
extensive versus intensive margin demand both point toward my estimates providing less
distorted estimates of consumer surplus.
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The primary concern with my estimated lower bound is that my sample is positively
selected on willingness to pay for electricity: not every rural household in Rwanda chooses
to sign a PAYGo solar contract. I attempt to mimic my positively selected sample in my
comparison to Grimm et al (2020) by only considering the subset of consumers with a
willingness to pay for solar that meets or exceeds market prices. In comparing to Lee et al
(2020), I use the consumer surplus estimates that most closely reflect the types of appliances
that can be powered by a solar home system. Unfortunately, I cannot mimic the positive
selection in my comparisons to Burgess et al (2020), which likely explains at least part of the
difference between my estimated lower bound on consumer surplus and their estimate for
consumer surplus across the entire population of Bihar. The differences between my lower
bound on consumer surplus and others in the literature may be overstated to the extent that
I cannot accurately imitate the positive self-selection in my sample.

My results suggest that consumer surplus from electrification may be higher than pre-
viously believed for the subset of rural consumers with the highest value for electricity.
Higher consumer surplus translates into a more attractive cost-benefit proposition for elec-
trification. My welfare estimates cannot directly speak to potential consumer surplus from
non-electrified households, but evidence from the marginal consumers in my sample suggests
that they will likely require significant assistance to adopt and pay for electricity.

2.7 Conclusion

I highlight the unique problem consumers face when buying a perishable good with trans-
action costs and demonstrate the importance of liquidity constraints in shaping consumer
responses to the problem. As my theoretical framework predicts, consumers in Rwanda re-
spond to a line of credit for PAYGo solar access in a manner consistent with high transaction
costs and heterogeneous liquidity constraints. Consumers who are most likely to be liquidity
constrained increase demand in response to being offered the line of credit while consumers
who previously bought in bulk significantly reduce demand.

Offering the line of credit is not profitable for the solar firm even though it enables con-
sumers to better optimize their consumption of electricity. When transaction costs persist in
competitive markets, they act as a tax on consumers and generate deadweight loss. Trans-
action costs persist when the costs of reducing them outweigh the benefits, which is likely
to be true in rural areas or when firms are serving low-income consumers. It follows that
policymakers can act to enhance efficiency and equity through policies designed to lower
transaction costs.

Consumer responses to the line of credit show that market frictions significantly shape
demand for electricity in low-income settings. Revealed preference measures of welfare from
electrification that cannot account for market frictions provide inaccurate estimates. Using
the demand observed in my experiment, I find that consumer surplus from electrification is
substantially higher than comparable estimates in the literature. A wide range of consumers
in my sample have a willingness to pay for electricity that exceeds the cost of the PAYGo
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contract; however, demand among marginal consumers in my sample falls short of cost-
covering levels. Given that the average consumer in my sample is wealthier than the average
rural Rwandan household, universal electrification will likely require fiscal support such as
subsidies. My work demonstrates that subsidies that build in flexible payment options will
allow consumers to pay for more electricity and to better target their consumption, increasing
the benefits of electrification while lowering the overall cost of subsidies.

Prepaid contracts with low-income households represent an attempt to provide services
profitably in a challenging market environment. Prepayment allows for low cost contract
enforcement in settings where institutions may be weak and the cost of enforcing contracts
over small amounts of money are high. It also provides consumers with a degree of flexibility,
allowing for non-penalized missed payments or demand reductions, up to a point. Despite
these features, common market frictions like liquidity constraints and transaction costs force
consumers to make costly trade-offs that shape their demand for prepaid goods and services.
My work points to the continued need for innovation in contracts and products for low-
income consumers, particularly in addressing liquidity constraints and transaction costs for
rural consumers.

I offer three directions for future work. To achieve universal electrification, we need to
understand more about demand for electricity along the intensive margin among marginal
consumers. Even if grid connections or down payments for PAYGo contracts are subsidized
for marginal consumers, they will not reap the full benefits of electrification if prices are too
high on the intensive margin. My results suggest that willingness to pay will be low among
such consumers, but that they could benefit significantly from having access to the type of
short-term credit offered in my experiment. Better understanding intensive margin demand
will facilitate better planning for universal electrification.

My work provides empirical support for the precautionary savings model in Deaton 1991,
and shows that consumers engage in precautionary savings over short time horizons. Offering
guaranteed access to small amounts of credit for such short-term consumption smoothing
has traditionally been prohibitively costly, but digital credit has brought such services within
reach. Better understanding under what conditions firms can provide guaranteed access to
small amounts of credit for a broad range of consumers has the potential to substantially
reduce critical market frictions and improve consumption smoothing.

Finally, my work highlights the inefficiencies created by transaction costs for perishable
goods. There is a large range of policies that could work to lower transaction costs: public
investment in transportation and market infrastructure, government incentives for firms to
locate in under-served areas, and subsidized transportation to name only a few. It will
be important to understand when initial public investments can spur private investment
and competition that leads to meaningful reductions in transaction costs for consumers.
Similarly, combining theory and empirics to understand how to target public investments
for the benefit of low-income consumers will provide critical insights to policymakers with
limited funds. Alternatively, future work could focus on market conditions that will make
investments in reducing transaction costs lucrative for firms. A number of PAYGo solar
firms are now offering a wide range of products beyond solar home systems such as loans for
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school fees or additional services and appliances. If consumers have high enough demand for
these expended offerings, firm and consumer incentives around transaction costs may become
better aligned. Designing effective policies to reduce transaction costs has the potential to
foster more inclusive and equitable economic growth.

2.8 Appendix

Note: The figure shows the proportion of consumers in each stratification bin who
answer ”yes” to the question, “If you had mobile money already in your account and
you wanted to use it to pay for solar, do you know how you would do that?”

Figure 2.16: Self-Reported Knowledge of Using Mobile Money to Buy Solar
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Figure 2.17: Distribution of Payment Sizes 90 Days Prior to the Experiment

Note: The figure shows the distribution of wealth indices for a nationally representa-
tive sample of rural households in Rwanda. The red line indicates the mean level of
wealth for the nationally representative sample and the blue line indicates the mean
level of wealth for the consumers in my experimental sample.

Figure 2.18: Distribution of Wealth Among Rural Households in Rwanda
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Note: The figure shows heterogeneous treatment effects based on pre-experimental
variance in wH used only for consumers with the highest pre-experimental demand.
The general that I find in the entire sample holds here, among consumers who have
access to their solar home systems on most days in the pre-experimental period. I
can still reject that treatment effects are the same between quartiles one and four.

Figure 2.19: Heterogeneous Treatment Effects: High Pre-Experimental Demand

Note: I measure the repossession rate as the proportion of consumers eligible for
repossession one month after the experiment ends. 95% confidence intervals calculated
using White robust standard errors. Estimates are not statistically significant at the
5% level.

Figure 2.20: Heterogeneous Impacts on Default by Pre-Experimental Demand
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Table 2.8: Balance Table

Dependent variable:

Pre UR Daily Rate Mean wH SD wH Tenure Pmt Size

(1) (2) (3) (4) (5) (6)

Treated 0.0002 1.798 0.407 0.491 −2.194 0.284
(0.002) (2.292) (0.665) (0.417) (5.371) (0.368)

Bin 1 −0.901∗∗∗ 30.931∗∗∗ −18.581∗∗∗ 1.149 38.890∗∗∗ −8.767∗∗∗

(0.002) (2.627) (1.128) (0.718) (6.055) (0.417)
Bin 2 −0.466∗∗∗ 18.141∗∗∗ −9.840∗∗∗ 1.556∗∗∗ 29.601∗∗∗ −3.225∗∗∗

(0.002) (2.546) (0.686) (0.431) (5.943) (0.407)
Bin 3 −0.230∗∗∗ 13.721∗∗∗ −6.631∗∗∗ 1.747∗∗∗ 12.471∗ −3.732∗∗∗

(0.002) (3.008) (0.812) (0.509) (7.058) (0.485)
Constant 0.957∗∗∗ 200.303∗∗∗ 53.705∗∗∗ 16.436∗∗∗ 451.822∗∗∗ 13.157∗∗∗

(0.001) (0.962) (0.254) (0.159) (2.256) (0.154)

Observations 11,605 11,201 10,448 10,427 11,695 11,605
R2 0.954 0.017 0.045 0.003 0.005 0.042

Adjusted R2 0.954 0.017 0.044 0.003 0.005 0.042

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 2.9: Differences in Wealth and Energy Spending between Stratification Bins

Dependent variable:

Wealth Index
Connected to

Grid

Non-electricity
Weekly Energy
Expenditures

(1) (2) (3)

0%-30% −0.067 0.034∗∗ 242.376∗∗

(0.113) (0.015) (118.010)
30%-65% −0.304∗∗∗ 0.003 41.471

(0.097) (0.013) (102.167)
65%-80% −0.113 0.012 −68.493

(0.117) (0.015) (122.956)
Constant 2.008∗∗∗ 0.023∗∗∗ 314.143∗∗∗

(0.048) (0.006) (50.641)

Observations 1,208 1,229 1,229
R2 0.008 0.004 0.004

Adjusted R2 0.006 0.002 0.002

∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Notes: I use the following variables to construct the wealth index: ubudehe category, roof material,
wall material, floor material, primary source of electricity (if any), primary source of light, whether
or not the household is connected to the national grid, and weekly energy expenditures. Column
(2) is a linear probability model with a dummy variable for grid access on the left hand side.
Consumers with low pre-experimental demand tend to have lower wealth scores than those with
higher pre-experimental demand, but the pattern is not monotonic across the distribution of pre-
experimental demand. Columns (2) and (3) suggest an explanation: consumers with the lowest
pre-experimental demand are also slightly more likely to have a grid connection. For a small subset
of consumers, low demand could be the result of substitution between electricity sources.
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Chapter 3

Extensive Margin Responses to
Intensive Margin Prices: the Case of
Subsidies for Solar in Togo

3.1 Introduction

The Sustainable Development Goals aim to achieve universal access to clean, reliable elec-
tricity by 2030; however, recent academic work suggests that the returns to electrification
may be small or negative for currently non-electrified populations due to limited demand
(see Lee, Miguel, and Wolfram 2020, Burgess et al. 2020, Grimm, Lenz, et al. 2020, Burlig
and Preonas 2016, Chaplin et al. 2017, Lenz, Anciet Munyehirwe, and Sievert 2017, Bayer
et al. 2020, among others). Understanding the causes of low observed demand for electricity
is critical to accurately evaluating the welfare impacts of electrification and formulating ef-
fective strategies for universal electrification. In this paper, I contribute to the literature on
the demand for electricity in rural, low income settings by exploring the relationship between
adoption of electricity and the price of electricity on the intensive, or use, margin.

Studying the relationship between the electrification decision and the intensive margin
price of electricity speaks to the fundamental question of how large the expected net benefits
of electrification would need to be for currently non-electrified households to adopt. It also
provides further evidence on the welfare impacts of electrification for households who have
already adopted, or would adopt at market prices. As I show in chapter two, some households
face short-term liquidity constraints that can significantly reduce their demand for electricity
at market prices, limiting the benefits of adoption. When prices are lower, such constraints
are less likely to bind, leading to larger benefits for households that have already adopted
and making it optimal for a greater share of households to adopt.

The relationship between adoption and the intensive margin price of electricity is difficult
to study in low income settings because utilities often sign customer contracts with fixed
prices or change prices for all customers uniformly. Even in settings where utilities change the
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intensive margin price of electricity, it is unclear how potential adopters form expectations
over future prices. I leverage the phased rollout of a major subsidy for pay as you go
(PAYGo) solar electricity in Togo to study the impact of changes in the intensive margin
price of electricity on the adoption decision. The phased implementation of the subsidy
allows for a clean identification of the impact of price reductions on the adoption of PAYGo
solar. The subsidy arguably shifts consumer expectations in a more straightforward manner
than a price change on the part of a utility because it is a change in price that consumers can
expect to persist into the future. Finally, the magnitude of the subsidy ranges from 17.7%
to 41.7%, allowing me to study adoption responses to price reductions that are larger than
would naturally occur in the course of business for a typical utility.

Pay as you go solar is an ideal setting to study electricity adoption decisions because the
upfront costs are small relative to alternative forms of electrification and systems are bundled
with appliances. Each system also includes a battery to store electricity. While PAYGo solar
home systems provide more limited access to electricity than a grid connection could provide,
they represent an important first step onto the energy ladder for non-electrified households
(Grimm, Lenz, et al. 2020). Combined, these features of the setting ameliorate concerns
about credit constraints, lack of adoption because of limited access to appliances, and low
demand stemming from poor supply-side reliability.1

Understanding the relationship between adoption and the intensive margin price is par-
ticularly relevant for PAYGo solar, and prepaid electricity more generally. Prepaid arrange-
ments allow utilities to enforce contracts at a fraction of the cost of postpaid contracts (K.
Jack and Smith 2015, K. Jack and Smith 2020). Pay as you go solar contracts additionally
leverage the prepaid arrangement to allow consumers to pay for the durable goods included
in the solar home system over time, providing a model for electrification of low-income, credit
constrained households. A recent report estimates that PAYGo contracts could expand ac-
cess to multi-light, or Tier 1, systems from 476 million to 670 million people (Lighting Global
2020). The PAYGo model has proved popular so far: it is estimated to be the fastest growing
off-grid sector with sales increasing by 38% between 2019 and 2020 (Lighting Global 2020).
However, projections of future growth often consider only how feasible it is for households
to save for the down payment on a PAYGo system without accounting for the level of access
time that households will be able to afford on an ongoing basis. Given that the structure of
PAYGo contracts cause most costs to accrue in the future, it is critical to go beyond consid-
erations of the upfront costs of adopting a PAYGo system and study consumer responses to
intensive margin prices.

This paper broadly contributes to the literature on the impacts of rural electrification in
low-income countries. One strand of this literature assesses the impacts of rural electrification
by estimating reduced-form effects from electrification on a range of outcomes such as income,
consumption, and labor force participation. Reduced-form impacts of electrification are

1Concerns about poor supply-side reliability may be particularly important, as Deutschmann, Postepka,
and Sarr 2021 and Alberini, Steinbuks, and Timilsina 2020 have both documented that households are willing
to pay significantly more for reliable electricity access.



CHAPTER 3. SOLAR SUBSIDIES IN TOGO 72

varied. Dinkleman 2011 finds positive effects on female employment, Lipscomb, Mobarak,
and Barham 2013 find that electrification improves economic development in Brazil, and
Walle et al. 2017 and Khandker, Samad, et al. 2014 both document higher consumption
from electrification in India. Conversely, Burlig and Preonas 2016, Bensch, Kluve, and
Peters 2011, and Chaplin et al. 2017 find few positive impacts from electrification.

The other strand of the literature on rural electrification uses revealed preference mea-
sures to evaluate welfare impacts. Lee, Miguel, and Wolfram 2020 follow this approach by
randomizing the cost of grid connections in Kenya, Grimm, Lenz, et al. 2020 trace out the
demand curve using willingness to pay surveys in Rwanda, and Burgess et al. 2020 imple-
ment willingness to pay measures in India. Revealed preference approaches avoid some of the
measurement issues associated with reduced-form impacts. By simply observing willingness
to pay for electricity, researchers can evaluate the total value of electricity to consumers.
The primary limitation is that market frictions that impact demand may distort revealed
preference measures, leading to estimates of welfare that are biased downward (see chapter
two for a more detailed discussion).

This paper adds to the evidence base that uses revealed preference measures to quantify
the welfare impacts of electricity. To my knowledge, it is the first to use intensive margin
price variation to estimate the demand curve for electricity on the extensive margin. It
further adds a new geographic context to the literature on rural electrification by evaluating
the impacts of a national subsidy in Togo.

Next, I provide a detailed description of the implementation of the subsidy in Togo.
Section 3 describes the data I use, my empirical strategy, and validates the assumptions
necessary for causal identification. In section 4, I present results in terms of the impacts
of the subsidy and the implied elasticities. Section 5 uses my empirical results to estimate
a demand curve and calculate consumer surplus from electrification. In section 6 I discuss
the policy implications of my results and propose a range of explanations for discrepancies
between my welfare estimates in Togo and others I have obtained using intensive margin
demand in Rwanda. In section 7 I conclude by offering directions for future research.

3.2 Background

In 2017, 35% of Togo’s population had access to electricity: 74% of urban households and 5%
of rural households. The government started a new initiative called “CIZO” to increase rural
electrification rates to 40% by 2022 with the goal of achieving universal access to electricity
by 2030 (USAID 2017).

Pay as you go (PAYGo) solar home systems are a critical component of Togo’s electrifi-
cation strategy. PAYGo solar contracts are explicitly designed to lower financial barriers to
electrification for low-income households. They do so by requiring down payments that are
small relative to the cost of buying a solar home system outright or connecting to the grid,
and by allowing for some flexibility in the amount and timing of ongoing payments. PAYGo
contracts allow consumers to adopt a solar home system (SHS) consisting of solar panels, a
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battery for storing electricity generated by the solar panels, and a variety of high-efficiency
appliances such as light bulbs, rechargeable radios, portable torches, phone chargers, or
televisions. The consumer chooses which of these appliances to include in their SHS, with
each additional appliance increasing the value of the overall contract. Once a consumer has
selected their bundle, they make a down payment and have the system installed in their
home.

After the solar home system has been installed, consumers “pay as they go.” The solar
company sets a daily rate, which is the price for one day of solar access time. The more
appliances are included in the SHS, the higher the daily rate. In periods when consumers
have purchased access time, they enjoy unlimited use of their solar home system. Consumers
prepay for access time using mobile money. When access time runs out, the solar company
remotely locks the consumer out of their SHS, preventing them from using it until they prepay
for additional time. If the consumer does not purchase access for an extended period, the
solar company may repossess the SHS. Remote lockout and a credible threat of repossession
render PAYGo solar contracts highly enforceable.

The government of Togo is collaborating with PAYGo providers to dramatically increase
access to solar home systems. In March 2019, the government of Togo announced that it
would start subsidizing solar in an effort to increase electrification rates, reduce the use of
kerosene, and enhance economic development (Oteng 2019). The subsidy entitles each solar
customer to 2,000 CFA per month; however, the subsidy is structured as a match on each
qualifying purchase of a day of solar access time rather than being administered as a flat
subsidy at the start of the month.

The structure of the subsidy is ideal for understanding the relationship between adoption
of a solar home system and the expected intensive margin price of using the system, as it
provides a constant discount on each intensive margin purchase. If the total amount that a
consumer pays plus the subsidy is enough to buy solar access time for every day in a month,
then the consumer receives the full 2,000 CFA subsidy. Otherwise, the consumer will receive
a subsidy commensurate with the quantity of access time that they purchased in the month.

Figure 3.1 shows the distribution of daily rates. Around 95% of consumers select one
of three daily rates: 160 CFA, 220 CFA, or 375 CFA. Given the popularity of these three
system sizes, I limit my analysis to only those customers selecting one of these three daily
rates. For the remainder of the paper, I refer to systems with a daily rate of 160 CFA as
small, those with a daily rate of 220 CFA as medium, and those with a daily rate of 375 CFA
as large. Given the 2,000 CFA per month subsidy, consumers with small systems receive a
discount of 41.7%, those with medium systems get a discount of 30.3%, and consumers with
large systems get a discount of 17.8%. Regardless of the system a consumer chooses, the
subsidy represents a meaningful reduction in the cost of purchasing access time.

The government phased in the subsidy over the course of five months in 2019. The
government rolled out the subsidy in an initial eleven prefectures starting on February 28,
2019. On April 30, 2019, the government added an additional thirteen prefectures to the
subsidy program. The government added the remaining twelve prefectures on July 4, 2019.
I leverage this phased rollout of the subsidy to empirically estimate consumer responses to
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Figure 3.1: Distribution of Daily Rates

reductions in the intensive margin price of electricity.

3.3 Empirical Strategy

Data

I use administrative data from one of the largest solar companies in Togo to measure the
effect of the subsidy on adoption of solar home systems. I observe the date each customer
signed a PAYGo contract and had a SHS installed in their home, the size of the system
that they chose and the associated daily rate that they pay for a day of access time, and
the prefecture where the consumer lives. Using this information, it is straightforward to
calculate the intensive margin price that the consumer expected to be facing at the time
they adopted by combining information on the daily rate, the date of adoption, and the
prefecture of residence.

Given that I have limited covariates on individual consumers, I aggregate the consumer-
level data to create a prefecture by month dataset. The aggregated dataset contains the
total number of new customers opting into each daily rate in each prefecture during every
month in the dataset. I generate dummy variables that indicate when the subsidy came into
effect in each prefecture as well as a dummy variable indicating when the subsidy was first
announced nationally.
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Taken together, the information in my dataset allows me to estimate increases in adop-
tion of solar home systems as a result of the subsidy. In the next section, I outline three
identification strategies to estimate the impact of the subsidy on adoption. For each ap-
proach, I describe the necessary assumptions, provide evidence to validate the assumptions,
and discuss limitations.

Causal Identification

My first identification strategy is a simple event study. I estimate the impact of the subsidy
using the following specification

IHS(Newpt) = α + β1Subpt × Smpt + β2Subpt ×Medpt + β3Subpt × Lgpt+
β4Medpt + β5Lgpt + γp + δMt + εpt. (3.1)

Here, p indexes prefectures and t indexes months. The dependent variable is the inverse hy-
perbolic sine of the number of new customers, Subpt is a dummy variable indicating whether
the subsidy had been rolled out in prefecture p in month t, Smpt is a dummy variable in-
dicating whether the customer count is for customers adopting small systems, Medpt is the
analogous variable for medium systems, and Lgpt is the analog for large systems. γp is a
prefecture fixed effect and Mt is a linear time trend to control for overall growth in adoption
of solar home systems over time.

Using this specification, β1 is the percent change in adoption of small systems, β2 is the
percent change in adoption of medium systems, and β3 is the percent change in adoption of
large systems. I can easily translate these reduced form estimates into elasticities by dividing
by the subsidy for each daily rate: β1

41.7%
, β2

30.3%
, and β3

17.8%
.

The identifying assumption for the event study is that the growth in adoption of solar
home systems would have followed a linear trend absent the introduction of the subsidy
within each group of prefectures. Figure 3.2 shows the number of new customers in each
group of prefectures over time, while figure 3.3 shows the cumulative number of customers
in each group of prefectures over time. Informed by these figures, I only use a pre-period
starting in July, 2018 when the growth in the number of customers starts to appear roughly
linear for each group of prefectures.

My second identification strategy leverages the phased rollout of the subsidy to estimate
a two-way fixed effects model. As shown in figures 3.2 and 3.3, prefectures in the first two
phases of the subsidy rollout display parallel trends in the months prior to the introduction
of the subsidy. Prefectures in the third phase of the rollout display slightly slower growth
in the number of new customers. Figure 3.4 suggests one possible explanation: of the five
regions in Togo, the coastal (“Maritime”) region makes up a much higher proportion of
prefectures in the third phase than in either of the first two phases. The capital city Lomé
is in the Maritime region and urban locales have much higher electrification rates than rural
areas, potentially explaining lower growth rates of PAYGo adoption.
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Figure 3.2: Counts of New Customers by Month

Figure 3.3: Cumulative Customers over Time

Given concerns about differences between the prefectures in the third wave of the subsidy
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Figure 3.4: Prefectures by Region in each Phase of Subsidy

rollout versus those in the first two waves, I propose two different two-way fixed effects
specifications. My first fixed effects specification is

IHS(Newpt) = α +
∑
t

βtP1p × Montht +
∑
t

δtP2p × Montht + γp + γt + εpt. (3.2)

Here, P1 is a dummy variable equal to one if prefecture p is in the first phase of the subsidy
rollout and P2 is a dummy variable equal to one if prefecture p is in the second phase of the
subsidy rollout, leaving the third group of prefectures to act as the control group. I interact
these phase dummies with month dummies to estimate impacts of the subsidy separately
for each group of prefectures in each treated month. I average across all of these estimated
effects to estimate a single increase in adoption attributable to the subsidy to avoid the
weighting concerns with two-way fixed effects designs highlighted in Goodman-Bacon 2021.
I estimate equation (3.2) separately for small, medium, and large systems to obtain estimates
that are comparable to my other empirical specifications.

My final identification strategy takes seriously the concern that the prefectures in the
third phase of the subsidy rollout does not follow close enough parallel trends to the first
and second groups to act as a valid counterfactual. Instead, I drop the third group of
prefectures and instead estimate a simple two-way fixed effects model using only the first
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two prefectures in the first two months of the subsidy rollout:

IHS(Newpt) = α + β1Subpt × Smpt + β2Subpt ×Medpt + β3Subpt × Lgpt+
β4Medpt + β5Lgpt + γp + γt + εpt. (3.3)

Anticipation Effects

The two-way fixed effects specifications allow for a weaker identifying assumption than the
event study, as they only requires that all groups of prefectures follow parallel trends prior
to the introduction of the subsidy and that there is no anticipation. However, there is reason
to be concerned about anticipation effects for the second and third groups of prefectures. If
consumers in prefectures that only received the subsidy in April or July are delaying adop-
tion, then those prefectures are no longer valid counterfactuals for subsidized prefectures.
Significant anticipation effects would lead me to overestimate the impact of the subsidy.

In figure 3.2, it does appear that rates of adoption may have fallen slightly for prefectures
in the second and third phases after the initial rollout of the subsidy and before the subsidy
was rolled out in those prefectures, but it is difficult to say for certain. In figures 3.5 and 3.6,
I disaggregate to the daily level to better determine whether consumers appear to reduce
adoption in anticipation of receiving the subsidy.

Figure 3.5 shows daily totals of new adopters in the second group of prefectures in
event time, with day 0 being the day the subsidy became available for the second group
of prefectures. The blue vertical line shows the date the first phase of the subsidy was
announced. Figure 3.6 shows the analogous figure for the third group of prefectures. If
consumers in either group of prefectures are reducing adoption in response to the initial
phase of the subsidy, I should see a drop in the number of new adopters between the pre-
period (left of the blue vertical line) and the period between the initial rollout and the time
the subsidy was enacted in the second and third prefectures (the area between the blue and
black vertical lines). I see no such reduction in figure 3.5 for consumers in the second phase
of the subsidy rollout: trends in adoption remain relatively flat after the first phase of the
subsidy and appear to continue at levels that are not statistically different from levels prior
to the first phase of the subsidy. The same is true for consumers in the third phase in figure
3.6: adoption appears to follow a relatively constant, smooth trend even after the subsidy is
first announced.

Smooth trends around the initial subsidy announcement could mask growth in the number
of new adopters that would have happened had the subsidy not been announced. The
second check I implement considers whether there is bunching around the time the subsidy
is implemented in each group of prefectures. Intuitively, if consumers who would have
adopted after the initial subsidy announcement but before the subsidy is implemented in
their prefecture instead choose to wait, then I should see this pent up demand expressed as
a discontinuous jump in demand immediately after the subsidy is implemented.

Turning again to figure 3.5, no such jump appears to occur for prefectures in the second
phase. The overall level of adoption is higher, but it is not driven by a large increase in
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Note: The blue vertical line denotes the day (in event time) that the subsidy went into effect in
the first group of prefectures, while the black vertical line denotes the day that the subsidy was
available to prefectures in the second phase.

Figure 3.5: Daily Adoption in Second Phase Prefectures

new adopters in the days immediately following the introduction of the subsidy. Similarly,
there is no discontinuous jump in the number of new adopters after the subsidy rollout for
consumers in the third phase. Figure 3.6 shows that there is an increase in the rate of new
adoption, but again the pattern is not one that indicates pent up demand.

Taken together, patterns in daily adoption totals suggest that there are not anticipation
effects. While this may seem surprising, it could also speak to the nature of the subsidy.
Even consumers who adopt prior to the subsidy going into effect are eligible for the discount
once the subsidy is rolled out in their prefecture. If a consumer has already saved for the
down payment, the cost of waiting is simply the discount from the subsidy multiplied by the
number of months until the subsidy comes into effect, which may not outweigh the benefits
of having a solar home system sooner.

My final check for anticipation effects is a simple event study. Rather than estimating
effects on the subsidy rollout, I estimate effects on the subsidy announcement for prefectures
in the second and third phase, including only the period before March 2019 through the time
when each group actually received the subsidy. Significantly negative effects here would be
indicative of anticipation effects.

Table 3.1 shows the results of my event study on anticipation effects for each system
size, with the first column showing effects for prefectures in the second phase and the third
column showing effects for prefectures in the third phase. I find no evidence of anticipation
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Note: The blue vertical line denotes the day (in event time) that the subsidy went into effect in
the first group of prefectures, while the black vertical line denotes the day that the subsidy was
available to prefectures in the second phase.

Figure 3.6: Daily Adoption in Third Phase Prefectures

effects for consumers opting for small systems. There is some evidence of anticipation effects
for consumers choosing medium systems, although the effects are only significantly at the
10% level. Consumers choosing large systems in the second phase exhibit no anticipation
effects but those in the third phase do.

Overall, this evidence suggests that the identifying assumptions for my two-way fixed
effects design hold when examining the impact of the subsidy rollout on demand for small
solar home systems. I cannot completely rule out anticipation effects for consumers opting
for medium and large systems, suggesting that my estimated impacts will likely be an upper
bound on the true impact of the subsidy for these consumers.

3.4 Results

I first present raw impacts of the subsidy under my three specifications. Figure 3.7 shows
the percentage increase in adoption as a result of the subsidy using the naive event study,
the two way fixed effects design with all prefectures, and the two way fixed effects design
dropping the prefectures in the third phase. I cannot reject that the impacts are the same
across the three specifications for all three system sizes, though at times the magnitudes are
meaningfully different.
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Table 3.1: Test for Anticipation Effects

Dependent variable:

IHS(New Customers)

May Start July Start

Medium −0.055 −0.204
(0.220) (0.149)

Large 0.659∗∗∗ 1.085∗∗∗

(0.209) (0.224)

Linear Time Trend 0.006 0.070∗∗

(0.055) (0.028)

Announced x Small 0.152 −0.281
(0.259) (0.243)

Announced x Medium −0.322∗ −0.458∗

(0.181) (0.253)

Announced x Large −0.142 −0.426∗∗

(0.261) (0.175)

Observations 390 432
R2 0.584 0.480
Adjusted R2 0.564 0.459

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Figure 3.7: Raw Subsidy Impact by System Size

The impact of the subsidy are largest for the small systems in all three specifications, as
I would expect given that the small systems receive the largest subsidy. For small systems
using my three preferred specifications, my estimates range from an 84.3% increase to a
135.4% increase. Impacts are slightly smaller for medium systems, with estimates ranging
from 43.2% to 46.6%. The impacts for large systems are similar to those for medium systems:
23.6% to 62.9%. Again, my estimates for medium and large systems are upper bounds given
that I cannot rule out anticipation effects.

Figure 3.8 shows my raw estimates translated into elasticities of adoption with respect to
the intensive margin price: %∆Adoption

%∆p
. These elasticities are relatively high for small systems,

allowing me to reject even unit elasticity for small systems using all three specifications. For
small systems, the elasticity ranges from 2 to 3.25.

Estimated elasticities vary more for medium and large systems. Using my most conser-
vative estimate yields an elasticity of 1.43 for medium systems and 1.33 for large systems,
though both are estimated so imprecisely that I cannot rule out perfectly inelastic demand.
These slightly less elastic estimates for medium and large systems relative to small systems
make sense given that households who choose to adopt larger systems are powering more
appliances with their systems, potentially causing them to rely on the systems more. House-
holds with larger systems may also have higher incomes, allowing them to purchase access
time more consistently.

A critical question is whether changes in adoption persist over time. The raw data in
figure 3.2 suggests that this may be the case: the number of new customers each month
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Figure 3.8: Implied Elasticities by System Size

dramatically increases after the initial rollout of the subsidy and appears to remain high
during the subsequent five months in the data. To formally explore trends over time, I
estimate the impacts of the subsidy month by month using my naive event study.

Figure 3.9 shows raw impacts of the subsidy by month. Examining the months prior
to the introduction of the subsidy shows that trends appear to be relatively flat, consistent
with the limited evidence of anticipation that I found previously. Second, the increase in
adoption after the introduction of the subsidy persists for around four months. There is
some variation in the magnitude of effects month to month after the subsidy begins, but I
cannot reject that effects are equal within each size category in the first four months of the
post period. Both specifications also suggest that effects may dissipate after five months,
although estimates here are noisy and driven entirely by the first group of prefectures to
receive the subsidy.

3.5 Welfare

I can use observed demand under the subsidy and my estimated elasticities for different
system sizes to estimate consumer surplus from electricity overall as well as the additional
consumer surplus generated by the subsidy. For each system size, I observe the total number
of adopters as of September, 2019 when my data end. I take this as the quantity demanded
under the subsidized price, Qs. I then calculate the counterfactual adoption under the non-
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Figure 3.9: Monthly Subsidy Impacts

subsidized price, Qn, by assuming that the demand curve is linear over the range of prices
that I observe in the subsidy. Formally, I re-arrange the arc elasticity equation to solve for
Qn in terms of my estimated elasticity ε, the subsidized price Ps, and the non-subsidized
price Pn:

Qn =
Qs(1− εPs−Pn

Pn+Ps
)

1 + εPs−Pn

Pn+Ps

. (3.4)

I further assume that the demand curve is linear outside the range of prices that I observe
under the subsidy, which is likely a conservative assumption in terms of calculating welfare.

For ease of comparison with other studies in the literature, I compute welfare on a yearly
basis. To do so, I assume that households purchase access time for 80% of days in the year
and have monthly discount rates of around 0.3% for annual discount rates of 10%. For small
systems, this suggests annual expenditures of 41,500 CFA at the market price and 24,200
CFA at the subsidized price. For medium systems, annual expenditures are 57,060 CFA at
the market price and 39,770 CFA at the subsidized price and for large systems expenditures
are 97,260 CFA at the market price and 80,000 CFA at the subsidized price.

I first consider the consumer surplus generated by the subsidy only for those consumers
who would not have adopted in the absence of the subsidy. Column (1) in table 3.2 shows
the total consumer surplus generated by the subsidy for each system size. The gains in
consumer welfare are highest for the small systems at $63,122, as those saw the greatest
increase in adoption as a result of the subsidy. The gains for medium and large systems are
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slightly smaller due to smaller increases in adoption as a result of the subsidy, but are still
substantial at $20,187 and $53,677, respectively. Adding up all of the numbers in column
(1), the subsidy generated a total of $136,986 in consumer surplus for new adopters.

Table 3.2: Consumer Surplus from Solar

System
Size

Total CS
generated by

subsidy for new
adopters

Total CS
generated by
subsidy for

inframarginal
adopters

Total CS
(hh/year) -

average among
market price

adopters at P=0

Total CS
(hh/year) -

average among
market price +

subsidy adopters
at P=0

(1) (2) (3) (4)

Small $63,122 $54,945 $81.66 $66.07
Medium $20,187 $58,661 $125.37 $109.82

Large $53,677 $116,186 $192.07 $176.52

The subsidy also generates benefits for consumers who would have adopted even in the
absence of the subsidy. I do not have estimates of the magnitude of changes in demand on
the intensive margin as a result of the subsidy, but my work in chapter 2 on Rwanda suggests
that intensive demand may be fairly inelastic. If I simply assume constant intensive margin
demand at 80% utilization, it indicates that the subsidy generated $230,614 in consumer
surplus for these consumers, with each of these consumers saving around $31 per year.

Columns (3) and (4) of table 3.2 turn to estimating the total direct benefits of electrifica-
tion. Column (3) estimates total benefits only for consumers who would adopt at the market
price, meaning that I compute consumer surplus for consumers who would have adopted at
the market price were the price to be set to zero. As expected, these benefits are highest for
consumers with large systems and smallest for consumers with small systems.

Column (3) facilitates straightforward comparisons with the estimates in Grimm, Lenz,
et al. 2020 and Lee, Miguel, and Wolfram 2020. For each of those studies, I use their esti-
mated demand curves to calculate total consumer surplus for those consumers who would
adopt at the market price. In Grimm, Lenz, et al. 2020, this yields total benefits of $89.50
per household per year, which is in line with my estimate for small systems and well below
my estimate for medium and large systems. To compare with Lee, Miguel, and Wolfram
2020, I only consider consumer surplus above the market price. Lee, Miguel, and Wolfram
2020 provide a range of estimates from $23–$330 for on grid connections. My comparable
estimates are slightly smaller, ranging from $7 to $23 per year, potentially because I am
assuming linearity of the demand curve even at small quantities and potentially because
the expected value of benefits from solar home systems are smaller in magnitude than the
expected benefits of a grid connection. Given the differences in contract structures, tech-
nologies, and geographic locations, I view my welfare estimates as largely in line with other
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estimates of welfare from rural electrification that use extensive margin responses to trace
out the demand curve for electricity.

3.6 Discussion

My reduced form results show that the intensive margin subsidy for PAYGo solar in Togo was
highly effective at expanding the number of electrified households, at least during the period
for which I have data. The strong consumer response to the intensive margin subsidy confirms
that long-term affordability is a critical consideration for households choosing whether or not
to opt into a PAYGo contract. From a more general policymaker’s perspective, offering a
subsidy to all consumers who adopt a solar home system is beneficial if the costs are less than
the total positive externalities from adoption. While I cannot provide direct measures of the
total positive externalities that would result from widespread adoption of solar home systems
in Togo, I can take estimates from the literature to give a sense of the cost effectiveness of
the subsidy.

Fetter and Phillips 2019 estimate that the yearly benefits of climate-affecting emissions
for each household with a solar home system in East Africa is $13.70. If similar estimates
hold in Togo, this would imply that the reduction in climate-affecting emissions alone is
equal to approximately half of the subsidy cost. Grimm, Anicet Munyehirwe, et al. 2017
and Stojanovski et al. 2017 further document that access to solar significantly reduces the
use of non-rechargeable batteries, pointing to positive externalities on environmental quality.
Other positive externalities like reduced local pollution, shared benefits with non-electrified
neighbors, and improved dissemination of information, among others, may easily lead to total
externalities that exceed the cost of the subsidy. A key area for future work will be better
identifying and measuring these types of positive externalities, particularly for technologies
like solar home systems that allow low-income households to start working their way up the
energy ladder.

While my estimates of the welfare impacts of electricity are broadly in line with other
extensive margin estimates in the literature, they are somewhat at odds with intensive margin
estimates that I obtain from work with PAYGo solar customers in Rwanda, documented in
chapter two. In my work on demand for PAYGo solar on the intensive margin in Rwanda,
I calculate a lower bound on total consumer surplus from solar (comparable to column (3)
in table 3.2) that ranges from $14 to $108 per household per year, depending on how much
access time households purchase. Taking a weighted average yields a conservative lower
bound of $86.67 per household per year; however, I find that demand is inelastic on the
intensive margin, which would suggest that total welfare is substantially higher.

My intensive margin estimate of consumer surplus may imply higher consumer surplus
from electricity than my extensive margin estimate in Togo and other extensive margin
estimates in the literature for multiple reasons. If credit constraints limit adoption, then
extensive margin demand will appear to be more price elastic than it truly is. While credit
constraints likely explain some of the differences between my intensive margin estimates
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and those put forward by Lee, Miguel, and Wolfram 2020 and Grimm, Lenz, et al. 2020,
the down payments required to adopt a PAYGo system in Togo are a small fraction of
the upfront costs in those papers. As such, I would expect credit constraints to play a
much smaller distortionary role when considering my results from Togo. Beyond credit
constraints, it is unclear how consumers evaluate the net benefits of adoption for a relatively
new technology. Incomplete or inaccurate information could lead consumers to form incorrect
expectations about the net benefits of adopting a PAYGo system. If so, traditional revealed
preference measures based on observed demand would provide inaccurate estimates of the
welfare impacts from electrification.

Conversely, my intensive margin estimates may underestimate price elasticity under a
variety of conditions. If consumers face frictions in switching between energy sources once
they adopt a PAYGo system, then inelastic demand on the intensive margin may simply
reflect these switching costs. From a behavioral perspective, studies in the U.S. have found
that consumers may be inattentive to the price of electricity on the intensive margin (Ito
2014). Inattention seems less likely in the PAYGo setting because the price of access time is
not variable. Electricity expenditures also form a larger share of household budgets for low-
income, rural consumers. Beyond inattention, the sunk cost fallacy has been demonstrated
across a range of firm-level and individual-level decisions (see Roth, Robbert, and Straus
2015 for an overview). Consumers engaged in the sunk cost fallacy may demonstrate inelastic
demand on the intensive margin if they are trying to get the most out of their PAYGo systems
after incurring the initial cost of adoption. While I cannot measure the importance of the
sunk cost fallacy for the consumers in my intensive margin work, Roth, Robbert, and Straus
2015 find evidence from multiple studies showing that the impacts of the sunk cost fallacy
decline over time. Given that PAYGo consumers in my intensive margin sample all have at
least three months of experience with their systems, sunk costs may not play a major role.

The preceding discussion demonstrates that welfare from consumer durables may not
be accurately captured using either intensive or extensive margin demand. On a positive
note, many of the factors that may distort intensive margin demand point to underestimat-
ing elasticities while non-price factors shaping extensive margin demand are more likely to
overestimate elasticities. In some cases, this could allow researchers to bound elasticities
in ranges that are usefully narrow. Disentangling true consumer welfare from such a com-
plex decision environment is non-trivial, and requires a deeper understanding of consumer
behavior than simple purchasing data can provide.

3.7 Conclusion

I show that adoption of PAYGo solar home systems is strongly responsive to reductions in
the intensive margin price of access time using the phased implementation of a solar subsidy
in Togo. Increases in adoption appear to be persistent and generate substantial welfare
gains both for new adopters and those consumers who would have adopted at market prices.
Estimates of the positive externalities associated with solar home systems from the literature
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further suggest that the subsidy is likely cost effective in the sense that the per-household
cost is lower than the potential positive externalities generated by increased adoption of solar
home systems.

My results add evidence to the literature on rural households’ willingness to pay for
electricity and the potential welfare impacts of rural electrification. I offer the first estimate
of the extensive margin response to price changes on the intensive margin. In doing so,
I confirm the importance of long-term affordability in the electrification decision for low-
income households even with the low upfront adoption costs of PAYGo systems.

I ultimately conclude that the precise magnitude of the welfare effects from rural elec-
trification are likely not well captured using revealed preference measures due to a range
of non-price factors that shape observed demand on both the intensive and the extensive
margin. However, the differences between my results and others in the literature highlights
the need for further study on the intensive margin of energy demand in rural, low-income
settings. How does consumer demand on the intensive margin compare to consumer expec-
tations about demand when they are making the adoption decision? Does inelastic demand
on the intensive margin reflect high value to consumers, or is it driven by behavioral factors
that would not conventionally be considered welfare-enhancing?

Apart from these questions about the factors driving intensive versus extensive margin
demand for electricity, what are socially optimal levels of electrification and intensive margin
consumption of solar electricity? Intensive margin subsidies like the one in Togo are canonical
tools for increasing demand for goods with positive externalities to socially optimal levels,
but it is difficult to assess the correct level for such subsidies without a better understanding
of both the private and external benefits of solar adoption and consumption.
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