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ABSTRACT OF THE DISSERTATION

Unraveling Fischer-Tropsch Chemistry with Density Functional Theory
Calculation on V(100) and Other Catalysts

by

Yin Luo

Doctor of Philosophy, Graduate Program in Chemistry
University of California, Riverside, March 2014

Dr. Gregory Beran , Chairperson

Fischer-Tropsch (FT) synthesis has long been one of most important indus-

trial reactions for synthetic fuel production, but much controversy still surrounds

the nature of the hydrocarbon chain-propagation intermediates. A few years ago,

temperature programmed desorption and x-ray photoelectron spectroscopy exper-

iments provided surface science evidence for key vinyl intermediates on single-

crystal V(100) surfaces, with methylene dehydrogenation as the rate-determining

step. To understand the FT chemistry on V(100) and how it relates to FT chem-

istry on practical catalysts like cobalt or iron, we use density functional theory

and microkinetic modeling to investigate the energetics and competition among

different possible hydrocarbon product formation routes.

Focusing on the stepwise hydrogenation steps from surface carbide to methane

gas product, the first project reconciles apparent discrepancies between the DFT

predictions and the earlier experimental results, and it provides new insights into

the methane formation mechanism on V(100). In the mechanism developed here,

methylene dehydrogenation is fast, not rate-determining, as long as vacant surface
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sites are available. Nevertheless, the resulting microkinetic model correctly re-

produces the methane isotopic distribution obtained in temperature-programmed

desorption experiments.

Next, the hydrocarbon-chain growth chemistry leading to C1-C3 (e.g. methane,

ethylene and propene) is explored. In line with the popular alkenyl mechanism,

vinyl intermediates are kinetically preferred over ethyl ones. However, we also

find that the chain-growth pathway that couples methylidyne and methyl has

even faster kinetics, suggesting that ethylidene may be another key intermediate

in FT chemistry, at least on V(100). Comparison with DFT modeling results on

Fe(100) suggests this pathway may also be important on more practical iron FT

catalyst.
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Chapter 1

Introduction

1.1 Fischer-Tropsch Synthesis

1.1.1 Background

Crude oil, a major fossil fuel, forms the mainstay of our energy supply. Frac-

tionation, isomerisation and hydrogenation allow crude oil to be separated into

many different kinds of hydrocarbon chemicals: gasoline (C4 ∼ C12) with the boil-

ing point between 80◦C and 205◦C as a primary fuel used in automobile engines

in the short and medium term, diesel (C9 ∼ C18) with higher boiling point 180◦C

∼ 360◦C used in aircrafts and ships, and also other heavier and higher boiling

hydrocarbon mixtures for heating and in power stations. However, oil supply lim-

its, decreasing stocks and rising price make it important to find replacements for

conventional fuels. To directly and effectively function in current engine systems,

such replacements must contain high proportions of hydrocarbons similar to those

derived from crude oil. Therefore the possible sources of hydrocarbon fuel like
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natural gas (mainly methane) and coal, have been intensively explored, as their

reserves are currently estimated to be sufficient for 56 and 109 years,1 compared

to 53 years of global crude oil.1

Renewable sources like biofuels (mainly derived from carbohydrates produced

in sugar or starch crops such as sugarcane and corn starch, and also from non-

food sources such as agriculture and municipal waste)2 and biomass (woody crops

and similar bio-materials)3 have increased in popularity. However the land area

required to grow the crops and the time taken to renew the harvest on the scale

needed, is problematic. Furthermore, significant arguments have been raised about

whether biofuels are actually carbon neutral, and whether widespread biofuel

adoptions could actually result in increased carbon emissions and thereby acceler-

ate global warming,4 contrary to the environmental-friendly intensions motivating

their use.5

In this way, with technical problems limiting other energy alternatives such as

solar, wind, tidal or nuclear power, hydrocarbon fuel synthesis from natural gas

and coal has attracted substantial interest. Both the Bergius process developed in

19136 and the Karrick process invented in the 1920s7 can produce synthetic fuels

from hydrogenation of coal with hydrogen gas at 400◦C to 500◦C and 20 to 70

MPa hydrogen pressure, or with water steam at 450◦C to 700◦C in absence of air.

However the Bergius process is expensive and consumes large quantities of water.

The Karrick process is cheaper, requires less water and destroys less of the thermal

value of coal than the Bergius process (only 25% of thermal value destroyed in

the Karrick process, compared to about a half loss in the Bergius process), but it
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has not been tested at large scale. Natural gas and coal both could extend the

hydrocarbon-chain to liquid petroleum, termed coal-to-liquids (or CTL, as shown

in Figure 1.1) and gas-to-liquids (or GTL, as shown in Figure 1.2).

Generally there are two stages in GTL process and indirect coal liquefaction

in CTL process: (1) gasification to syngas (a mixture of carbon monoxide and

hydrogen), and (2) subsequent conversion of the syngas into liquid hydrocarbon

fuels. To distill out the syngas, gasification process on coal could be described by

the following equations (reaction enthalpy data are derived from standard heat of

formation ∆H◦

f
8):

C + H2O −→ CO + H2 (∆H = 131.3kJ/mol)

C + O2 −→ CO2 (∆H = −393.5kJ/mol)

CO2 + C −→ 2CO (∆H = 172.5kJ/mol)

The oxygen in these reactions must be supplied to provide energy to enable the

endothermic steps to form carbon monoxide and hydrogen. Because coal is a

refractory carbon-based polymeric solid that also includes S−, N−, P−, and heavy

metal-containing (mercury Hg, arsenic As and selenium Se etc.) materials, all of

which are environmentally harmful substances that need to be removed before fuel

conversion,9 the CTL process is both technically and chemically challenging.

Compared to coal, natural gas is much easier to clean up and offers a conve-

nient source of methane through natural-gas processing by separating impurities

and various non-methane hydrocarbons and fluids, including low molecular weight

hydrocarbon compounds, e.g. ethane (C2H6), propane (C3H8), butanes (C4H10),

3



Figure 1.1: Coal-To-Liquids: a process referred to as coal liquefaction which allows coal to be utilized as an alternative to oil.
There are two different methods, direct coal liquefaction (left) and indirect liquefaction (right). Direct coal liquefaction: dry coal
is mixed with recycled solvent to form coal slurry which is subjected to high temperature and high pressure in the presence of
hydrogen gas and catalyst. The liquid products that are produced are of low quality and they require further refining to achieve
high grade fuel products, e.g. the Bergius process developed in 19136 and the Karrick process invented in the 1920s.7 Indirect
coal liquefaction: the first step requires the gasification of coal to produce syngas (a mixture of CO and H2 gas). The second step
involves conversion of syngas into liquid fuels using methods like the Fischer-Tropsch process or methanol process.
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Figure 1.2: Gas-To-Liquids: a refinery process to convert natural gas into long-
chain hydrocarbons such as ultra-clean gasoline or diesel fuel and other useful
chemicals, through two stages (steam reforming to produce syngas and then con-
version of syngas into liquid fuels by Fischer-Tropsch process etc.) followed by a
product upgrading process.
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pentanes (C5H12), and other common contaminates such as water, carbon dioxide

(CO2) and hydrogen sulfide (H2S). However, the major difficulty in the use of the

fuel with low boiling point (-164◦C) is transportation: natural gas pipelines are

economical and common on land and across medium-length stretches of water (e.g.

Langeled, Interconnector and Trans-Mediterranean Pipeline), but are impractical

across large oceans; liquefied natural gas (LNG) carriers are used to transport

across the ocean while tank trucks/trains can carry liquefied or compressed nat-

ural gas (CNG) over shorter distances. In this way, natural gas is preferred to

be converted into liquid petroleum by the GTL process.10 Natural gas is first

converted into syngas via a steam reforming reaction (reaction enthalpy data are

derived from standard heat of formation ∆H◦

f
8); and also a partial oxidation is

needed to drive the process as the reforming is endothermic.8

CH4 + H2O −→ CO + 3H2 (∆H = 206.2kJ/mol)

In the second stages of both CTL and GTL, syngas is converted either into

liquid fuel or into valuable chemicals, e.g. methanol synthesis11,12 to methanol and

Fischer-Tropsch (FT) synthesis13–15 to long-chain hydrocarbons. There are also

other processes that lead to paraffinic hydrocarbons, e.g. some reactions analogous

to FT, called Fischer-Tropsch-type reactions, to produce low-molecular-weight

hydrocarbons in natural hydrothermal fluids under the ocean,16 or to synthesize

lipids under hydrothermal conditions.17 Methanol synthesis and FT reaction both

are heterogeneously catalyzed processes which have been applied in multi-million-

tonne-scale facilities, when metallic iron or cobalt catalyst on an oxide support is

used in FT and methanol is produced with copper-zinc oxide catalyst. Methanol

6



synthesis is now reasonably well-understood.11,12,18 Here we focus on the relatively

less understood FT reaction, which usually is carried out in steel reactors, at

somewhat elevated temperatures and pressures, typically 100-300◦C and 1-100

atmospheres, to mainly produce linear 1-n-alkenes together with methane, also

some internal alkenes and n-alkanes,19,20 according to,

3H2 + CO −→ H2O + CH4

2nH2 + nCO −→ nH2O + CnH2n

FT synthesis was first commercialized in Germany during World War II. Being

petroleum-poor but coal-rich, Germany used the FT processes to produce hydro-

carbons as motor fuel. Fischer-Tropsch chemistry provided 90% of Germany’s

consumption in 1935-1945, and 9.1% of the total German oil supply.21 And since

the 1950s, the industrial side has been further developed with a series of plants

operated by Sasol in South Africa, a country with large coal reserves, but little

oil, using coal and now natural gas as feedstocks. Uncertainty in the supply of

oil and its rising price have stimulated current industrial interest in FT synthe-

sis. New plants are being commissioned widely, e.g. the largest GTL facility

(named Pearl) is currently being constructed in Qatar by Shell, and new CTL

facilities exist in China.22 Besides ultra-clean gasoline or diesel fuel, FT synthesis

also produces other useful chemicals, such as α-olefins, which are commercially

significant feedstocks for the chemicals and polymer industries, and oxygenates

(e.g. 2H2 + CO −→ CH3OH and 4H2 + 2CO −→ H2O + C2H5OH). But even in

the best cases, the FT process is rather unselective and produces a range of prod-

ucts. Thus many attempts are made to tune the reaction by developing strategies

7



to make individual compounds more selectively, and to boosting the efficiency by

developing improved catalysts. A more detailed understanding of FT mechanism

would greatly facilitate such improvements, but the mechanism of FT synthesis

remains controversial a century after its discovery.23

Several different approaches have been developed to investigate the mechanism.

One is the engineering-based macroscopic kinetic and thermodynamic analyses of

the overall process which has been very successful in optimizing process conditions

for reaction, summarized in reviews by Temkin,24 Frennet and Hubert,25 and Wo-

jciechowski.26 A second approach is the molecular-level investigation on surface

reactions to specify reaction intermediates detected and characterized in the mech-

anism, summarized in reviews by Ugo,27 Muetterties and Stein,28 and Zaera.19,29

Due to the short-lived nature of reaction intermediates and their minute amounts

on metal surfaces, the processes occurring on catalyst surfaces are extremely hard

to study directly. When most of experiments are performed under so-called ultra-

high-vacuum (UHV) conditions (under pressure in the range of 10−9-10−10 Torr),

reactions of well-defined organometallic complexes are used to model individual

steps, or single crystals with well-characterized structures are adopted in order

to simplify surface studies, with a variety of surface-sensitive techniques.30,31 The

slow-energy electron diffraction (LEED) and surface-extended x-ray absorption

fine structure (SEXAFS) are used for structural determinations. The character-

ization of electronic level could be figured out by ultraviolet photoelectron spec-

troscopy (UPS), x-ray photoelectron spectroscopy (XPS), and electron energy-loss

spectroscopy (EELS). When high-resolution electron-loss spectroscopy (HREELS)

8



and reflection-absorption infrared spectroscopy (RAIRS) are used for vibrational

studies, secondary ion mass spectroscopy (SIMS), Auger electron spectroscopy

(AES) and ion scattering spectroscopy (ISS) could analyze compositions. Also

temperature-programmed-desorption (TPD) is helpful on reactivity determina-

tions. Such sophisticated spectroscopic and diffraction methods could identify

many species on the surface that are proposed to be reaction intermediates. Dif-

ferent mechanisms have been suggested: some are reasonable and agree well with

experimental observations, when others are more speculative.

With the efficient parallel algorithms for density functional theory (DFT) cal-

culations in periodic systems and significant improvements in computer hardware,

predictive modeling of heterogeneous catalysis has become possible in the past few

years32 (e.g. in industrial ammonia synthesis33,34). A third approach, theoretical

computations, can tell us much about the difficult-to-measure process occurring

on the surfaces to investigate the FT mechanism from ab initio 35–37 to DFT cal-

culations.38–53 Along any particular elaborate mechanism involving various inter-

mediate species, one can calculate individual elementary reaction energetics and

map them onto an energy profile network. Such DFT studies on FT chemistry

have been performed a number of times, and a variety of potentially important

reaction intermediates have been proposed based on these studies including C-CH,

CH-CH, CH-CH2, CH-CH3 and CH2-CH3.

9



1.1.2 Mechanisms of Fischer-Tropsch synthesis

The hydrogenation of CO leads to similar mixtures of hydrocarbons over metals

as different as iron, cobalt, ruthenium and rhodium.54 Even nickel, which is too

hydrogenating and chiefly a methanation catalyst, can yield higher hydrocarbons

in certain circumstances, e.g. when supported on titanium(IV) oxide.55 Overall,

to produce alkenes and alkanes from the CO hydrogenation, C-C and C-H bonds

are formed with the cleavage of C-O bond, when the formation of water might

be a thermodynamic driving force. With the transition metal catalysts, most

commonly cobalt, iron and ruthenium, FT synthesis begins from deoxygenation

of the coordinated CO, assisted with hydrogen, to give H2O plus a surface carbide

(*C). The surface carbide is stepwise hydrogenated to surface methylidyne (*CH),

surface methylene (*CH2), surface methyl (*CH3),
14,56 as illustrated in Figure 1.3.

And methane formation is from the final hydrogenation on surface methyl.

Figure 1.3: Generally accepted initiation steps in FT synthesis

Much of the debate surrounding the mechanism of FT synthesis concerns

whether the hydrocarbon chain-growth steps occur via the so-called alkyl57–62

or alkenyl mechanisms,,23,63–67as shown in Figure 1.4. Methylene surface groups

10



(*CH2) are proposed as the starting intermediates to hydrocarbon chain growth.

In the most-widely accepted alkyl mechanism, the *CH2 inserted into the metal-

*CH3 bond to produce the ethyl (*CH2CH3) intermediates. On the other hand,

in the controversial alkenyl mechanism proposed by Maitlis,23,66,67 the carbon-

carbon coupling happens between *CH2 and *CH to form vinyl (*CH=CH2) in-

termediates. Additional alternative pathways have been suggested based on pe-

riodic density functional theory (DFT) studies on idealized metal surfaces. Hu’s

group investigated methane selectivity on Rh, Co, Ru, Fe, Re flat and stepped

surfaces and argues that C-CH and CH-CH coupling might be preferred in the

competition between hydrogenation to methane and hydrocarbon-chain growth,

according to the estimation of effective barriers (∆Eeff ).
48,68–73 Ru(0001) surface

is studied by van Santen group, which indicates that CH-CH2 and CH-CH3 are im-

portant.35,74,75 Calculations of Ziegler group are focused on Fe(100) surface, which

shows *CHCH3 (ethylidene surface species) might be a key intermediate from the

energy profile.38,76

Figure 1.4: Potential hydrocarbon chain growth mechanisms
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Recently, however, Shen and Zaera observed that the metallic vanadium (100)

surface produces small amounts of propene through Fischer-Tropsch chemistry,

with their ultrahigh vacuum temperature-programmed desorption (TPD) experi-

ments.77 They deduced the mechanism of propene formation by comparing propene

TPD data obtained from different co-adsorption systems: no significant propene

formation after co-adsorbing with CH2I2 is attributed to inactivity of ethyl and

ethylene surface moieties; co-adsorption between vinyl and methylene or ethyne

surface species that lead to considerable propene production might indicate the

feasibility of a direct CH2-CHCH2 coupling, as a step in alkenyl mechanism. Also

the dominant CH2D2 production in deuterium isotope labeling experiments initi-

ated with *CD2 might support the dissociation of methylene as the rate limiting

step. The TPD and x-ray photoelectron spectroscopy (XPS) experiments pro-

vided the first strong surface-science evidence for the alkenyl mechanism, with

vinyl formation and its coupling with methylene proposed to be the key propene

formation steps.

1.2 Thesis work

Shen and Zaera’s experiments (XPS and TPD) have been carried out in ultra-

high-vacuum (UHV) chamber, the experimental conditions of which are very dif-

ferent from those in real heterogeneous catalytic reactions at moderately high

temperatures and pressures (100-300◦C and 1-100 atmospheres). The recognition

of the ’pressure gap’ emphasizes that results obtained from measurements under

12



Figure 1.5: Computational simulation used to connect vanadium experiments and
practical FT synthesis: unifying the theoretical and experimental interpretations
on V(100) surface, evaluation FT chemistries on V(100) and traditional FT cat-
alysts (e.g. Co, Fe and Ru) based on theoretical computation, and unifying the
theoretical and experimental interpretations traditional FT catalysts (e.g. Co, Fe
and Ru).

DFT on V(100) DFT on Co, Fe,

or Ru surfaces

Shen & Zaera

Exepriment on V(100)

Practical

FT synthesis

£¿

UHV conditions cannot automatically be expected to apply to the very different

set of industrial conditions. Also the single-crystal metal surface could not describe

the complicated conditions on the real catalyst particles, e.g. stepped areas, edges

and defects. Furthermore, vanadium is a poor Fischer-Tropsch catalyst, so the sig-

nificance of these experimental findings to practical Fischer-Tropsch synthesis is

unclear, as shown in Figure 1.5. A coherent understanding of Fischer-Tropsch syn-

thesis is needed to help connect Zaera experimental findings (vinyl intermediates)

and practical FT synthesis chemistry, through alternative three step pathway:

unifying the theoretical and experimental interpretations on V(100) surface, eval-

uation FT chemistries on V(100) and traditional FT catalysts (e.g. Co, Fe and Ru)

based on theoretical computation, and unifying the theoretical and experimental

interpretations traditional FT catalysts (e.g. Co, Fe and Ru).

Here we do not attempt to solve the problems of UHV condition and real cat-
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alyst particles. Instead, we focus on the role of the metal. Compared to studies

on complex real-world catalysts, the single-crystal, ultrahigh vacuum Zaera ex-

periments provide an excellent opportunity of validating DFT predictions of the

Fischer-Tropsch surface chemistry and unifying the theoretical and experimen-

tal interpretations, whether the alkenyl mechanism through vinyl intermediates

is favored rather than alkyl mechanism through ethyl intermediates, or if there

is a better explanation for experimental data on V(100). We seek to use DFT

calculations and microkinetic modeling (1) to develop a detailed mechanism for

propene synthesis on V(100) that can be validated against the ultrahigh vacuum

experimental data, and (2) to assess the relevance of these vanadium experiments

for chemistry occurring on the surfaces of traditional Fischer-Tropsch catalyst sur-

faces such as cobalt, iron and ruthenium. A number of DFT studies have been

already performed to help understand the FT mechanism. Cheng, Hu and Ciobica

et al.69,78–80 investigated the selectivity between methane production and C1-C1

coupling on Fe, Co, and other traditional FT catalysts in terms of reaction energy

profile and estimation of coupling rates. Lo and Ziegler52,81–83 built the kinetic

model to test factors, e.g. temperature, partial pressure of H2 and CO, that in-

fluence methane production and also compare the C1-C1 and C1-C2 couplings on

Fe surfaces. These studies will provide useful comparisons for our new vanadium

results that will help us understanding the role of the metal on FT chemistry.

The work described in this dissertation can be divided into three parts, i.e. (a)

methane formation on V(100); (b) propene formation on V(100); (c) FT chem-

istry on other traditional catalysts. There is an intimate relationship among these
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three projects: at the beginning, the energetics and kinetics of methane formation

on V(100) are examined, a set of TPD experiments with isotope-substituted in-

termediates is simulated using microkinetic model, which could reproduce the

experimental data qualitatively; then the simulation could be applied to the

hydrocarbon-chain growth process, represented by propene formation, to inves-

tigate the key intermediates, and ethylidene (*CHCH3) is considered favored over

vinyl and ethyl; finally, a general picture of FT chemistry is expected through the

comparisons with other practical FT catalysts.
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Chapter 2

Computational and Experimental

Methods

2.1 Overview of computational scheme

The FTmechanisms involve many potential reaction steps with different gaseous

and surface species. The computational approach used to model each of these

steps is summarized in Figure 2.1. The first step is to optimize the geometries

of reactants and products for each elementary reaction step. Individual reac-

tants and products can either be gaseous or adsorbed on the surface. The second

step is to find the transition state for each reaction. Because reaction coordi-

nates for surface reactions can be complicated, the nudged elastic band (NEB)

approach is used to identify the minimum-energy reaction pathway and obtain

a guess for the transition state structure. The transition state structure is then

refined through a series of constrained optimization and conventional transition
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state searching. Third, harmonic vibrational frequency calculations are applied to

confirm the nature of each transition state and to obtain thermochemistry data

and reaction rate constants. Finally, microkinetic modeling is performed using

the reaction rate constants and thermochemistry obtained from the DFT calcu-

lations. The microkinetic modeling provides insights into the potentially complex

reaction mechanisms occurring on the surface. It also enables the simulation of

the temperature-programmed desorption experiments, allowing for detailed com-

parisons between the model predictions and experimental observations. The next

several sections describe each of these computational steps in detail.

2.2 Electronic structure calculations

The Fischer-Tropsch chemistry was modeled using planewave DFT calcula-

tions as implemented in the Dacapo software package.84–86 The V(100) surface

was modeled as a 2×2 unit cell (corresponding to 0.25 ML coverage of adsorbates,

e.g. one *CH adsorbate per four binding sites on the vanadium surface in Fig-

ure 2.2) with a two-layer slab model first, and then upgraded to a four-layer slab.

Species were adsorbed on only one side of the slab, and vacuum spacing equivalent

to four vanadium layers separated successive periodic images of the slab. As vana-

dium exhibits no surface magnetic moment,87–90 spin unpolarized calculations with

the PW9191,92 and RPBE functional,93 were used. The valence electronic states

were expanded in a plane wave basis with the energy cutoff of 340 eV, and core

electrons were described by the ultrasoft pseudopotentials.94 The Brillouin zone
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Figure 2.1: Computational scheme for constructing the microkinetic model from
DFT calculations. (1) The adsorbed structures of the reactants and products are
computed. Harmonic vibrational frequency calculations are performed on these
structures to confirm the stability of the structures (no imaginary frequencies)
and to estimate enthalpies, entropies, and free energies. (2) NEB calculations
are performed to identify the reaction coordinates and to obtain an initial guess
for each transition state structure. (3) The structure of kinetically important
transition states are refined through a series of constrained optimizations and
conventional transition state searching. Harmonic frequency calculations are again
performed to confirm the nature of the transition state (by the presences of a single
imaginary frequency) and to compute thermochemical parameters. (4) The DFT
reaction energetics and barriers are used to parameterize the microkinetic model.
Microkinetic simulations are then used to understand the chemical mechanism and
the temperature-programmed desorption experiments.

Optimal adsorption site

NEB energy curve

Refine transition state

Constrained optimization

Transition state search

Frequency calculation

Frequency calculation
Kinetic model

(TPD simulations)

reactant and product species

good guess of

transition state

reaction thermochemistry

zero imaginary frequency

for stable species

single imaginary frequency

for transition state
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was sampled by a (4, 4, 1) k-point Monkhorst-Pack grid. Tests indicated that

the results were reasonably converged with respect to basis and k-point sampling.

As shown in Figure 2.3 and Figure 2.4, test calculations with higher planewave

cutoffs and additional k-point sampling gave nearly identical results.

Figure 2.2: Only one four-fold site out of total four sites on 2×2 unit cell of
V(100) surface is occupied by *CH molecule, which corresponds to 0.25 ML: top
view (left), side view (right).

Figure 2.3: Convergence of the hydrogen adsorption on V(100) as a function of
the planewave cutoff energy. The energies are well converged for cutoffs of ∼330
eV and higher, with variations below 0.0032 eV.
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Figure 2.4: Convergence of the bare V(100) surface and adsorbed hydrogen adatom
on V(100) as a function of the k-point sampling of the Brillouin zone. K-point
samplings ranged from (2, 2, 1) Monkhorst-Pack grid to a (9, 9, 1) one. The (4, 4,
1) grid provides energies that are within 0.0173 eV and 0.0015 eV of the converged
values for the bare V(100) surface and adsorbed hydrogen adatom, respectively.
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Starting from the two-layer vanadium slab model, geometries were optimized

by relaxing adsorbates and atoms in the top surface layer. Atomic positions in

the lower vanadium layers and the unit cell lattice parameter (a =3.03 Å95) were

fixed at their experimental values (Figure 2.5). In general, the top-most layer are

optimized to allow for surface relaxation, while the lower layers are constrained to

the experimental positions to mimic bulk-like effects and minimize the artifacts

introduced by modeling the true surface with a theoretical one that is only a few

layers deep. For each adsorbate, three potential adsorption sites (on-top, two-

fold, and four-fold) were investigated to determine the most stable binding sites.

Unfortunately, while the two-layer slab calculations run quickly, the surface is

too thin, which can sometimes lead to unphysical adsorption geometries and/or

erroneous binding energies. Therefore, the low-energy structures identified on the
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two-layer slab were refined using a four-layer slab model to obtain more reliable

structures and energies, In the four-layer model, the top two metal layers were

fully relaxed. Figure 2.6 and Table 3.1 show representative results from the four-

layer model. Harmonic vibrational frequencies (at the Γ point) for key reaction

intermediates and transition states were computed via finite difference, e.g. in

Table 2.1 and 2.2.

Figure 2.5: Electronic energy profile of a clean vanadium(100) surface as a function
of the unit cell parameter a. DFT predicts an optimal lattice parameters of a =
2.99 Å, which is very similar to the experimental value95 of a = 3.03 Å. The
computed energy difference between the predicted and experimental two lattice
parameters is only 0.0234 eV.
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Figure 2.6: Further refinement of *CH3 geometry on V(100) from a two-layer slab
model to a four-layer slab model to obtain more accurate energetics.
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To locate transition states for each reaction, the nudged elastic band (NEB)96–98

method was first used to identify the reaction coordinates and to find approximate

transition states for the various surface reactions. The NEB method works by

connecting a series of structures (’images’) along the reaction path via a series of

’springs’. The total energy of the set of images is then minimized. The springs

are used to maintain separation of the images along the reaction path (i.e. to

prevent them all from optimizing into the reactant or product basins). This set

of images provides an approximate Minimum Energy Path (MEP) for the reac-

tion. In the limit of an infinite number of images, the NEB would produce the

true MEP, and the maximum along this MEP would correspond to the reaction

transition state. In practice, only seven images were employed in the NEB cal-

culations performed here, and the highest-energy image provides only a guess for

the transition state structure, as seen in Figure 2.7. While these approximate

transition states are useful for investigating potential reaction pathways, further

refinement of the transition states is required for important chemical reactions in

the mechanism. To do so, a series of constrained optimizations were performed to

scan the potential energy surface along the bond-breaking/forming coordinate in

the vicinity of the transition state guess. The highest energy structure from these

constrained optimizations was then used as a guess for conventional transition

state searches. The resulting transition states were confirmed by the presence of

a single imaginary harmonic vibrational frequency (e.g. Table 2.2).
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Figure 2.7: NEB curve for hydrogenation of *CH2: seven images are connected together to trace out a path between reactants
(*CH2 and *H) and product (*CH3). The set of images is optimized down toward the minimum energy path. The geometry of
saddle point (image 5) along MEP provides a good guess for the transition state.

Image 4 Image 5 Image 6
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2.3 Reaction thermochemistry

The evaluation of reaction rates and thermodynamics (enthalpy, entropy, and

free energy) requires the calculation of the partition functions for the species in-

volved in the reaction. Standard ideal gas partition functions were used for gaseous

species:99

ǫtot = ǫtrans + ǫrot + ǫvib + ǫelec (2.1)

qtot = qtransqrotqvibqelec (2.2)

Htot = Htrans +Hrot +Hvib +Helec (2.3)

Stot = Strans + Srot + Svib + Selec (2.4)

qtrans =

(

2πMkBT

h2

)

V (2.5)

qrot =

√
π

σ

(

8π2MkBT

h2

)3/2
√

I1I2I3 (2.6)

qvib =

3Natom−6
∏

i=1

e−hνi/2kBT

1− e−hνi/2kBT
(2.7)

qelec =
∞
∑

i=0

gie
−ǫi/kBT ≈ g0e

−ǫ0/kBT = g0 (2.8)

The total partition function can be written as a product of translational, rota-

tional, vibrational and electronic terms. As enthalpy and entropy contributions

involve taking the logarithm of partition function (q), the product of q’s thus trans-

forms into sums of enthalpy and entropy contributions. For each of the partition

functions, the sum over allowed quantum states runs to infinity. However, as the

energies become larger, the infinite summation can be written in a closed form.

The above parameters include the total molecular mass M , volume of (ideal) gas

V , three moments of inertia Ii, symmetry index σ (the number of proper symmetry
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operations, e.g. σ =2 for H2, 12 for CH4, 4 for C2H4), vibrational frequencies νi

obtained from harmonic vibrational frequency calculation, and degeneracy factor

gi with the same energy ǫi (e.g. g0 is the electronic degeneracy of the ground state

wave function).

For the adsorbates which are strongly bonded to the surface, as the three

translational modes could be well described as a surface-adsorbate vibrational

stretching mode, and two frustrated translations which behave like vibrations,

the partition functions for the surface species were approximated as harmonic

vibrational partition functions:

qvib =
3Natom
∏

i=1

e−hνi/2kBT

1− e−hνi/2kBT
(2.9)

Similar procedures have been used previously.100 Enthalpies and entropies were

calculated at 300 K and 1.0 bar. For the TPD simulations, free energies were

computed as a function of temperature using the 300 K enthalpies and entropies

according to ∆G(T ) = ∆H(300 K)−T∆S(300 K). Any temperature dependence

of ∆H and ∆S away from 300 K was neglected.

When necessary, isotopic substitutions were treated by appropriately mass-

weighting the Hessian in the harmonic vibrational frequency calculations, as the

change in reduced mass affects the vibrational modes of species. In the cases where

the adsorbate hydrogens were not equivalent, frequency calculation were applied

to all possible isotopic substitution patterns. For example, *CH3 in a four-fold

site on the vanadium surface has non-equivalent hydrogens, there are three sets

of frequency results related to *CH2D with all three possible D positions, listed
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Table 2.1: DFT-computed vibrational frequencies of some gas-phase and surface
species and intermediates at 0.25 ML coverage.

Species Frequencies (cm−1)

Gas-phase species

CH4(g) 3120, 3119, 3117, 2999, 1512, 1512, 1295, 1294, 1292
H2(g) 4431

Surface species and intermediates

*C 1317, 1220, 1173, 1103, 851, 596, 541, 431, 406, 286, 243, 242,
223, 221, 220, 212, 203, 182, 178, 164, 157, 141, 131, 114, 104,
86, 83

*CH 2909, 529, 421, 417, 291, 277, 277, 236, 232, 224, 220, 213,
205, 200, 196, 196, 194, 178, 174, 163, 156, 147, 132, 128, 122,
102, 71, 68, 47, 38

*CH2 2510, 2454, 1164, 762, 629, 480, 474, 385, 384, 289, 266, 257,
241, 238, 222, 220, 200, 198, 194, 192, 184, 180, 173, 172, 167,
164, 150, 140, 121, 110, 100, 74, 16

*CH3 3020, 2927, 2862, 1376, 1334, 1153, 518, 431, 378, 305, 299,
278, 256, 252, 250, 239, 229, 218, 217, 213, 206, 204, 195, 187,
186, 181, 177, 160, 156, 151, 143, 132, 118, 109, 58, 52

*CH3(4-fold) 2721, 2059, 1962, 1426, 1232, 1151, 769, 564, 367, 323, 300,
287, 269, 264, 262, 255, 241, 238, 225, 223, 209, 199, 191, 189,
177, 170, 158, 156, 153, 149, 146, 138, 113, 74, 61, 37

*H 1196, 1185, 386, 304, 291, 268, 255, 253, 243, 233, 233, 215,
214, 206, 202, 198, 187, 186, 183, 176, 173, 157, 155, 149, 131,
110, 37

*H2 3392, 1167, 587, 293, 285, 277, 274, 251, 240, 224, 217, 209,
202, 196, 193, 185, 182, 176, 170, 167, 156, 152, 145, 140, 127,
126, 121, 106, 76, 69

H2O* 3776, 3668, 1526, 446, 330, 293, 284, 281, 269, 262, 246, 224,
218, 214, 199, 195, 191, 188, 182, 177, 173, 171, 167, 158, 153,
153, 142, 140, 128, 110, 105, 103, 65

*OH 3774, 654, 481, 425, 303, 302, 279, 274, 265, 252, 238, 233,
227, 226, 208, 199, 190, 188, 178, 173, 160, 154, 148, 141, 132,
127, 118, 108, 100, 70

*O 466, 355, 356, 271, 271, 266, 248, 248, 238, 224, 217, 198, 198,
173, 173, 173, 167, 167, 163, 163, 152, 146, 144, 144, 109, 109,
104

V(100) 294, 290, 287, 284, 273, 237, 236, 232, 216, 206, 198, 194, 192,
190, 184, 183, 182, 175, 162, 158, 155, 154, 126, 124
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Table 2.2: DFT-computed vibrational frequencies of the transition states for some
elementary reaction steps at 0.25 ML coverage.

Reaction Frequencies (cm−1)

Elementary reaction step transition states

*C + *H −→ *CH + * 875i, 1266, 1084, 554, 551, 524, 302, 292, 278,
256, 247, 241, 241, 230, 226, 210, 207, 207, 194,
192, 187, 186, 170, 157, 141, 138, 128, 110, 100,
52

*CH + *H −→ *CH2 + * 876i, 2832, 1147, 1075, 705, 477, 462, 426, 374,
313, 306, 287, 265, 261, 256, 252, 246, 241, 234,
226, 217, 212, 203, 199, 179, 174, 167, 154, 134,
106, 98, 88, 74

*CH2 + *H −→ *CH3 + * 998i, 3033, 2791, 1544, 1291, 846, 693, 540, 482,
384, 308, 297, 291, 278, 266, 253, 248, 242, 239,
231, 220, 211, 208, 199, 193, 184, 181, 174, 163,
152, 149, 142, 133, 132, 112, 105

*CH2 + *H −→ *CH3(4-fold) + * 330i, 2521, 2346, 1416, 1275, 1085, 1030, 795,
464, 392, 354, 311, 299, 285, 276, 267, 255, 250,
237, 234, 229, 207, 206, 195, 191, 189, 183, 174,
160, 156, 145, 129, 121, 119, 98, 45

*CH3(4-fold) −→ *CH3 137i, 2817, 2499, 2464, 1403, 1262, 1211, 726,
484, 367, 343, 307, 297, 275, 267, 249, 243, 241,
237, 230, 222, 212, 209, 197, 194, 188, 177, 172,
165, 162, 156, 149, 143, 137, 133, 81

*CH3 + *H −→ CH4(g) + 2* 1118i, 3061, 3019, 2921, 1478, 1382, 1352, 1164,
873, 670, 416, 334, 325, 316, 311, 297, 291, 253,
252, 239, 236, 231, 229, 220, 208, 199, 188, 187,
172, 170, 156, 154, 143, 135, 121, 113, 84, 80, 52

*H + *H −→ *H2 + * 143i, 3532, 1094, 528, 297, 289, 268, 248, 242,
231, 227, 223, 218, 212, 205, 192, 188, 181, 173,
171, 164, 158, 151, 145, 140, 132, 121, 108, 88, 72

*H2 −→ H2(g) + * -
*O + *H −→ *OH + * 1272i, 920, 659, 565, 365, 317, 306, 304, 279, 274,

268, 264, 244, 240, 222, 213, 207, 205, 197, 189,
186, 177, 169, 161, 151, 142, 133, 108, 99, 67

*OH + *H −→ H2O* + * 985i, 3672, 1178, 701, 535, 505, 334, 317, 300,
296, 275, 266, 257, 245, 239, 234, 212, 210, 206,
198, 193, 189, 186, 184, 178, 171, 170, 160, 148,
136, 130, 122, 69
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in Table 2.3. This changes the resulting vibrational frequencies and partition

functions, leading to different thermochemistry and rate constants depending on

the isotopomers involved in a particular reaction, as shown in Table 2.4 with the

example of thermochemistry difference with *CH3 isotopomers.

Table 2.3: DFT-computed vibrational frequencies for isotopic substitutions with
*CH3 and *CH2D: changes in the reduced mass change upon substituting hydrogen
atoms with deuterium leads to different vibrational frequencies. *CH2D has three
sets of vibrational frequencies due to the non-equivalent hydrogen positions.

Species Frequencies (cm−1)

*CH3(4-fold) 2721, 2059, 1962, 1426, 1232, 1151, 769, 564, 367, 323, 300,
287, 269, 264, 262, 255, 241, 238, 225, 223, 209, 199, 191, 189,
177, 170, 158, 156, 153, 149, 146, 138, 113, 74, 61, 37

*CH2D(4-fold) 2721, 2014, 1466, 1278, 1190, 1027, 636, 519, 363, 310, 295,
285, 269, 263, 262, 249, 238, 238, 224, 218, 208, 199, 190, 188,
174, 169, 157, 156, 152, 148, 146, 138, 112, 74, 60, 37

or 2721, 2004, 1473, 1280, 1190, 1028, 636, 519, 363, 309, 295,
285, 269, 264, 261, 249, 240, 236, 224, 218, 209, 199, 190, 188,
174, 169, 156, 156, 152, 149, 145, 138, 112, 74, 60, 37

or 2061, 1987, 1961, 1423, 1089, 1034, 762, 485, 349, 295, 294,
285, 269, 263, 261, 249, 239, 237, 224, 218, 209, 199, 190, 188,
175, 169, 157, 155, 151, 148, 144, 137, 112, 74, 61, 37

Table 2.4: Thermochemistry data (zero-point energy correction, enthalpy correc-
tion, and entropy) for isotopic substitutions on *CH3: the thermochemistry of
*CH2D or *CHD2 was calculated by averaging over all three possible D positions.
Replacing hydrogens with deuteriums stabilizes these species enthalpically.

species zero-point energy correction enthalpy correction entropy
(eV) (eV) (meV/K)

*CH3 1.082 1.531 2.912
*CH2D (1.015+1.015+1.010)/3 (1.469+1.469+1.464)/3 (2.941+2.941+2.948)/3
*CHD2 (0.948+0.942+0.942)/3 (1.406+1.401+1.401)/3 (2.969+2.976+2.976)/3
*CD3 0.874 1.337 3.002
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2.4 Microkinetic modeling

2.4.1 Kinetics for elementary reaction step

To understand the FT mechanism and compare against the experimental data,

a microkinetic model was constructed for the reactions on V(100). The microki-

netic model parameters (rate and equilibrium constants) were calculated as a

function of temperature from the predicted thermochemistry according to:

Kc(T ) = e−∆Grxn(T )/RT (2.10)

kfor(T ) =
kBT

h
e−∆Gact(T )/RT (2.11)

krev(T ) =
kfor(T )

Kc(T )
(2.12)

where Kc(T ) is the equilibrium constant, kfor(T ) is the forward reaction rate

constant, krev(T ) is the reverse reaction rate constant, ∆Grxn(T ) is the reaction

free energy, and ∆Gact(T ) is the free energy of activation. As stated previously,

the temperature variation of ∆H and ∆S was ignored when computing ∆G(T ).

Surface reactions and gas desorption both take place in the FT process. For an

elementary surface reaction, ∗A+ ∗B −⇀↽− ∗C+ ∗vac, where the asterix indicates

a surface species and ∗vac refers to a vacant surface site, the net reaction flux at

temperature T is given by:101

flux(T ) = rfor(T )− rrev(T ) = kfor(T )θAθB − krev(T )θC(1− θtot) (2.13)

In this expression, θi represents the surface coverage of species i and (1 − θtot)

gives the fraction of vacant sites on the surface.
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For an elementary gas desorption reaction, ∗A −→ A(g) + ∗vac, the reaction

flux at temperature T is given by:

desorption flux(T ) = rfor(T ) = kfor(T )θA (2.14)

And if it is an associated desorption, ∗A+ ∗B −→ C(g)+ 2 ∗ vac, the reaction

flux at temperature T is given by:

desorption flux(T ) = rfor(T ) = kfor(T )θAθB (2.15)

In both cases, we assume the UHV pumps out gaseous products, so we neglect the

potential for re-adsorption.

Generally, the reaction flux for any elementary step j could be expressed like:

reaction fluxj = kfor,j

SR
∏

l=1

θ
−νj,l
l − krev,j

SP
∏

l=1

θ
νj,l
l (2.16)

where νj,l is the stoichiometric coefficient of species i in reaction j; kfor,j and

krev,j are the rate constants for the forward and reverse reaction j that could

have been estimated by thermochemistry data; θ represents the variable of species

surface coverage. As the product formation rate and reactant consumption rate

are both proportional to the reaction flux rate, gaseous species and stationary

surface species are treated using the following formulation,

dθi
dt

=
no.rxns
∑

j=1

νj,i[kfor,j

SR
∏

l=1

θ
−νj,l
l − krev,j

SP
∏

l=1

θ
νj,l
l ] (2.17)

In this way, the complete set of time-dependent ordinary differential equations (one

for each gaseous or surface species) with variables of all species concentrations (or

surface coverages θi), is solved using a stiff ordinary differential equation solver
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(ode15s in Matlab), time stepping to steady state for a specified reaction time.

The DFT-predicted thermochemistry is combined with the microkinetic model to

estimate rate constants for each elementary reaction step. For the simulations of

methane formation with isotopic labeling (Chapter 3), twenty-eight gaseous and

surface species and thirty-five reactions are included in the model, as shown in

Table 3.2. For the propene formation mechanism discussed in Chapter 4, the

microkinetic model covers twenty-four gaseous and surface species and twenty-

eight reactions, as shown in Table 4.3. If one includes isotopic substitutions, the

reaction mechanism expands to include sixty-one gaseous and surface species and

ninety reactions. The structure of microkinetic model code in Matlab is illustrated

in Appendix A. And the sets of differential equations used to simulate methane

and propene formation are listed in Appendix B and C.

2.4.2 Temperature-programmed desorption simulation

Many of the key observations in the Shen and Zaera experiments originate from

TPD experiments, which allow one to observe how the surface chemistry changes

as a function of initial species concentrations and temperature.101 Therefore, we

simulate the TPD experiments in order to validate the DFT-predicted mechanism.

The experimental TPD was conducted in an ultra-high-vacuum (UHV) chamber

evacuated with a turbo-molecular pump to a base pressure of about 2×10−10 Torr,

and a mass spectrometer was employed to detect and identify the surface reac-

tion products by recording the time evolution of the partial pressures of different

masses.77,102 Figure 2.8 shows a typical TPD process. The sample gas is initially
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dosed on to the single-crystal metal surface at low temperature. Then the system

is heated at a constant rate β, stimulating surface reactions and gaseous product

desorption. In a TPD spectrum, the peak height indicates the desorption rate,

while the integral over the peak (i.e. its area) corresponds to the total amount of

gas desorbed. The temperature in TPD simulation is time-dependent, as shown

in Equation 2.18. Therefore, the reaction thermochemistry and rate constants in

the kinetic model must be re-evaluated repeatedly as the temperature changes, as

indicated in Equation 2.19, where kfor,j,T and krev,j,T are rate constants for the

forward and reverse reaction j at the specified temperature or at the certain time

step.

dT = βdt (2.18)

dθi
dt

=
no.rxns
∑

j=1

νj,i[kfor,j,T

SR
∏

l=1

θ
−νj,l
l − krev,j,T

SP
∏

l=1

θ
νj,l
l ] (2.19)

When simulating Shen and Zaera experimental TPD results, two aspects of the

chemistry neglected in the microkinetic model merit discussion. First, in the TPD

experiments, the initial methylene intermediates were produced by thermal acti-

vation of diiodomethane, CX2I2(g) (X = H or D), which is used as a precursor and

decomposes to *CX2 and *I on the surface. Based on previously reported experi-

ments,103 the surface iodine appears to be fairly non-reactive — iodine-containing

products like methyl iodide were observed only after high CH2I2 exposures. It may,

however, occupy surface adsorption sites, until it either desorbs or diffuses into

the bulk at high temperatures (> 1000 K.)102 To avoid the complexities of dealing

with iodine (e.g. constructing a proper pseudopotential and worrying about rela-
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Figure 2.8: TPD simulation process: the sample gas was dosed on to the single-
crystal metal surface at low temperature. Subsequent heating of the catalyst
surface at a constant rate β stimulates surface reactions and produces gas desorp-
tion. The peak height indicates the gas desorption rate, and the integral of the
peak area corresponds to the amount of gas desorbed.

Gas adsorption to surface Temperature increases with

controlled rate , dT = dt

gas desorption

TPD profile

peakheight: desorption rate

peak area: total amount of desorption

¦Â ¦Â
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tivistic effects), the surface was simply seeded with *CH2, and all iodine chemistry

was neglected.

Second, it is virtually impossible experimentally to clean metallic vanadium

surface completely. As several groups have noted, residual oxygen remains on the

surface despite repeated cycles of sputtering and annealing.104–107 Fortunately,

the oxygen coverage was estimated at 0.1 ML or less in the experiments examined

here,107 and no oxygenated products were identified experimentally.

Although the oxygen and iodine surface chemistry was not treated explicitly,

the possibility that these species occupy some surface sites was considered through

simple “low-” and “high-coverage” models that vary the amount of vacant surface

sites available. These models neglect all surface-coverage dependence of the ad-

sorption and reaction energies.

Also the following choices and assumptions were made regarding the TPD

conditions and the behavior of the reaction mechanism:

1. Reaction reversibility: The experiments were performed under ultrahigh

vacuum, so the methane and H2 gases produced are assumed to be pumped

away quickly. Therefore, product desorption is assumed to occur irreversibly

in our model, when all other surface reactions are modeled as reversible.

2. Initial *CD2 concentration: Based on the iodine 3d XPS spectra77 for

varying amounts of methylene diiodide adsorbed on a clean V(100) surface

at 110K, multilayer CH2I2 condensation occurs once exposures exceed 3.0 L.

Because of its large size, saturation of diiodomethane is estimated to occur

when ∼20% of the surface sites are occupied. After C-I bond breaking is
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triggered, at above 200 K, iodine atoms are assumed to occupy surface sites,

so full surface blocking is expected. There are no vacant surface sites under

these conditions. Based on that information, it is estimated that in our

experiments, the 1.0 or 1.5 L CD2I2(g) exposures used probably correspond

to fractional coverages in the vicinity of ∼0.1 ML *CD2.

3. Residual hydrogen: We assume that the free surface hydrogen comes

from ∼0.10 ML of residual water in the ultrahigh vacuum chamber (from

adsorption of ∼3 × 10−10 torr of background water for ∼5 min) via rapid

stepwise dehydrogenation (Eact ∼ 5 and 31 kJ/mol) to remove the first and

second hydrogens, respectively.

4. Iodine chemistry: As mentioned above, the iodine atoms originating from

CD2I2 dissociation were not explicitly included in the model. Instead, their

effect of occupying surface sites was explored here by looking at the changes

in surface chemistry as a function of the fraction of vacant sites available, that

is, in “low-” or “high-coverage” regimes. In the low-coverage regime, iodine

does not occupy any vacant sites, and the initial concentration of vacant sites

is given by θvac = 1− θCH2
− θH2O. In the high-coverage regime, most of the

surface sites are assumed to be occupied and “inert” by reducing the initial

fraction of available vacant sites. A limiting value of 0.01 ML vacant sites

was used for the high-coverage model, but the qualitative features of the

results were found to be relatively independent of this specific high coverage

fraction as long the number of vacant sites is small compared to the amount
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of *CD2. Note that co-adsorbate interactions are not treated in our model

either.

5. Heating rate: The TPD simulations were started at 100 K, and the tem-

perature was ramped at a heating rate of 1 K per 100 seconds, which is 103

times slower than the rate used experimentally. Predicting quantitative rate

constants is difficult, especially at low to moderate temperatures. Therefore,

it is unsurprising that the overall predicted rates are too slow, and a slower

heating rate was required to observe the appropriate chemistry.

2.4.3 Real-time flux analysis

The TPD profile simulation is focused on reaction rate of gas desorptions,

solved by the microkinetic model. But the microkinetic model provides other

detailed data records, e.g. reaction rate constants and species coverages as a

function of time. In this way, real-time flux analysis could be carried out to reveal

the most important features of the kinetics.

For each reaction, the flux can be tracked as a function of time, according to:

reaction fluxj,t = kfor,j,t

SR
∏

l=1

θ
−νj,l
l,t − krev,j,t

SP
∏

l=1

θ
νj,l
l,t (2.20)

where kfor,j,t and krev,j,t are the rate constants for the forward and reverse reaction

j at the specified time, θt represents the surface coverage of species at the specified

time. All the parameters on the right side could be collected from our TPD

simulation data records.

The appearance and disappearance of each gaseous and surface species at a
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particular time, which is composed of all the reaction fluxes involved, could be

summarized as:

species fluxi,t =
dθi,t
dt

=

no.rxns
∑

j=1

νj,i[kfor,j,t

SR
∏

l=1

θ
−νj,l
l,t − krev,j,t

SP
∏

l=1

θ
νj,l
l,t ] (2.21)

From here, sorting these involved reaction fluxes, we could find out active path-

way(s) related to the particular species. In this way, coupled with flux analysis on

each reaction and each species involved, the microkinetic model provides insight

into the favored pathway(s) for C1 ∼ C3 gas formation on vanadium surface.

2.5 Experimental data acquisition and analysis

Temperature-programmed desorption data were acquired by using a V(100)

single crystal and a standard ultrahigh vacuum (UHV) apparatus equipped with

mass spectrometry detection. The experimental details have been provided be-

fore.77,102 New, previously unpublished TPD information on the thermal chemistry

of CD2I2 on V(100) at two different coverages was analyzed using an established

deconvolution procedure108 and well-known methane cracking ratios109 to elimi-

nate any overlaps arising from multiple species with the same mass contributing

to a given TPD peak.
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2.6 Limitations and errors in the theoretical mod-

eling

The DFT calculations used to parameterize the microkinetic model do have

significant limitations that will likely affect the agreement between simulations

with experiments. Errors arise from both the approximate density functionals used

and the simplicity of the surface model. Benchmark studies on the chemisorption

energies of atoms and molecules on transition-metal surfaces,93,110 e.g. oxygen,

CO and NO on Ni(100), Ni(111), Rh(100), Pd(111) surfaces, suggest that typical

DFT adsorption energy errors relative to experiments are ∼150 kJ/mol with the

LDA functional,111 ∼50 kJ/mol with the PW9191,92 or PBE functionals,112 and

∼25 kJ/mol with RPBE93 and revPBE functionals.113 DFT methods tend to

underestimate barrier heights for chemical reactions unless the hybrid functionals

are used.114–117 But it can also be argued that DFT could overestimate the reaction

barriers in several cases, e.g. the oxidative addition of CH4 to Pd,118 and the

cleavage of O-O and C-O bond on transition-metal-containing enzymes.119 It is

also well-known that DFT calculations using the GGA for the exchange-correlation

effects overestimate the barrier for C-H bond scission in many systems.120 For

example, the DFT-GGA barrier for the methane decomposition on Ni(111) is

calculated to be 108 kJ/mol,121 whereas the experimental values of 65 kJ/mol on

Ni(100) and 75 kJ/mol on Ni(111) are obtained in molecular beam experiments.122

For the C-H bond breaking of ethylene to vinyl on Pd(111), the barrier of 151

kJ/mol by DFT-GGA(PW91) calculation123 is also much higher than the values
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of 65-75 kJ/mol as the experimental results.124

Such errors can have a large effect on the calculated rate constants. For in-

stance, a typical error of 25 kJ/mol in the activation barrier leads to a rate constant

that is off by a factor of ∼400 at 500 K. The effect of such errors is even larger

at lower temperatures, as shown in Table 2.5. At 200K, for instance, a 25 kJ/mol

error in the activation barrier alters the rate by 7 orders of magnitude. It is un-

surprising that the overall predicted rates are too slow with the DFT activation

barrier overestimation, and this increases the timescale of reaction significantly.

However, relatively reaction rates are widely believed to be much more reliable

than absolute ones. This means that one can use DFT modeling to identify which

reaction pathways are kinetically important. In this way, relative reaction rates

are expected to be better than absolute rate.

Table 2.5: Impact factor of potential DFT barrier errors on the rate constants at
different temperatures. The errors are particularly significant at lower tempera-
tures (e.g. 200-300K).

Temperature Impact factor of DFT overestimation of barrier heights on rate constant
+0 kJ/mol +5 kJ/mol +15 kJ/mol +25 kJ/mol +35 kJ/mol

200 K 1.00 0.0494 1.209× 10−4 2.954× 10−7 7.221× 10−10

300 K 1.00 0.1347 0.0024 4.435× 10−5 8.049× 10−7

500 K 1.00 0.3004 0.0271 0.0024 2.205× 10−4

800 K 1.00 0.4715 0.1048 0.0233 0.0052
1000 K 1.00 0.5480 0.1646 0.0494 0.0148

Beyond the DFT errors, one should also consider the errors in the model surface

used. Even though the ultrahigh vacuum Zaera experiments77 use single-crystal

V(100) surfaces instead of the much more complicated real-world catalyst parti-

cles,24–26 the simple 2×2 unit cell model used here cannot capture many of the

complexities of the real surface. The experimental surface will exhibit defects and
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edges sites, it will likely have residual species adsorbed on the surface even af-

ter repeated cycles of sputtering and annealing, and it may even undergo surface

reconstructions.

Under-coordinated defect and edge sites are catalytically important in many

reactions. For example, step sites play an important role in ethane reforming

on nickel surfaces,125 the active B5 sites are believed to be involved in the rate-

determining N2 dissociation step for ammonia synthesis on ruthenium catalyst

particles,33,34 and carbon monoxide cleavage is favored on cobalt step sites.48,68

The models used here also typically ignore the co-adsorption effects that occur

among FT species or between FT species and surface impurities. In some cases,

high concentrations of surface species can lead to surface reconstructions. For

example, if enough oxygen is present, the strong vanadium-oxygen bonding can

lead to a (1×5) reconstruction on V(100)104–106 or even the formation of a thin

V2O3 + VO2 mixed surface oxide film.107 Other impurities such as residual hydro-

gen or carbon could also complicate the story. The experimentalists believe they

cleaned the surfaces adequately and that the V(100) surfaces has not undergone

such reconstructions, but complete characterization of the experimental surfaces

is difficult.

Finally, the microkinetic models used here assume that the adsorbates diffuse

readily enough to allow mixing of the reactants on the surface. In reality, of

course, a crowded surface may hinder adsorbate diffusion, and some species may

not diffuse readily at the temperatures used in the experiments.126 This would

mean that the surface would exhibit heterogeneous surface coverage of different
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species, and that the local adsorbate environment might play an important role

in determining the chemistry of individual surface adsorbates. In principle, one

could construct a kinetic Monte Carlo model and try to incorporate the effects of

the local reaction environments, but the sheer number of species involved in the

chemistry here makes such an approach dauntingly complex.

Overall, despite the inherent DFT errors and modeling limitations, DFT and

microkinetic modeling have proved useful in understanding heterogeneous catalysis

processes,33,34,38–53 and they provide interesting new insights to the FT chemistry

explored in the following chapters.

41



Chapter 3

Methane-formation on V(100)

3.1 Introduction

In FT technology, the first step is the steam reforming of natural gas, coal or

biomass to form syngas (mixture of CO and H2), and then FT synthesis converts

the syngas into a wide range of hydrocarbon products (paraffins and olefins) from

C1 up to C100, and a small amount of oxygenates. With the hydrocarbon-chain

growth and product upgrading processes, FT synthesis could yield high quality

fuels (especially diesel) and specialty chemicals. However, the simplest product

does not require hydrocarbon-chain growth. Rather, stepwise hydrogenation of C

produces methane (Figure 3.1). In this way, methane formation is a relatively easy

process. In fact, on vanadium catalysts, methane is the dominant carbon product.

This makes methane formation an excellent starting point for investigating FT

synthesis on V(100). In this chapter, we use DFT to predict the thermochemistry

of adsorbed single-carbon (*C1) species and their hydrogenation reaction kinetics
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on V(100) and then assess this model by comparing its predictions against those

from kinetics experiments.

Figure 3.1: Stepwise hydrogenation from *C to CH4(g)

At first glance, the DFT model described below appears to disagree with the

previously proposed mechanism: whereas the earlier experimental work suggested

that methylene dehydrogenation is rate-limiting, the DFT energetics indicate that

methylene dehydrogenation has a very low activation barrier and should occur

readily. Careful microkinetic simulation of the isotopic-substitution methane for-

mation seen in TPD experiments with isotope-substituted methylene precursors,

however, reveals that the DFT mechanism does qualitatively reproduce the correct

distribution of methane isotopomers. Further support for the microkinetic model

comes from the fact that it predicted the production of a particular methane iso-

topomer (CH3D) which was not identified in the earlier experiments, but which

was detected in new experimental data reported here. The microkinetic model-

ing also revealed that the C1 chemistry on V(100) exhibits two distinct regimes,

depending on the availability of vacant surface sites.

The next section describes the computational modeling and experimental ap-

proaches. Afterwards, the energetics and kinetics of methane formation on V(100)

are examined, a set of TPD experiments with isotope-substituted intermediates is
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simulated using the microkinetic model, and the results are compared to the exper-

imental data. Finally, the mechanistic details observed from the simulations and

their potential implications for Fischer-Tropsch synthesis on V(100) are discussed.

3.2 Computational details

For methane-formation, we use a 2×2 unit cell (corresponding to 0.25 ML cov-

erage of adsorbates) with a four-layer slab of V(100) surface. The most stable

binding sites for each species and transition states for each elementary reaction

steps have been obtained along the methane formation pathways using the tech-

niques described in Chapter 2. A microkinetic model was built from the DFT

thermochemistry data to simulate isotopic-substituted experimental TPD spec-

tra,77 which provides insights into the important intermediates and reaction path-

ways. Further computational details are provided in Chapter 2, Appendix A, and

Appendix B.

3.3 Results and Discussion

3.3.1 Calculated C1 species thermochemistry and reactiv-

ity on V(100)

The preferred V(100) binding sites and the corresponding adsorption energies

calculated for the various species studied here are presented in Table 3.1. The

calculated electronic and free energy profiles of C1 hydrogenation on V(100) are
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Table 3.1: Calculated DFT electronic binding energies, ∆Eads, for adsorbates
in their most stable binding sites on V(100) with 0.25 ML coverage. Note that
gaseous CH4 adsorbs dissociatively to surface *CH3 and *H.

species ∆Eads (kJ/mol) binding site

H -279.5 two-fold
H2 -9.6 on-top
C -850.0 four-fold
CH -730.4 four-fold
CH2 -552.9 four-fold
CH3 -193.9 two-fold
CH4 no binding

illustrated in Figure 3.2. The calculated energies are plotted relative to the energy

of surface methylene, the starting species in the TPD experiments.

The DFT calculations indicate that surface species *H, *C, *CH, *CH2 bind

preferentially at four-fold sites, while *CH3 prefers two-fold sites over the four-

fold ones by 18 kJ/mol. Interestingly, the hydrogenation of *CH2 to form *CH3 is

faster at a four-fold site (Eact ∼ 140 kJ/mol) than at a two-fold site (Eact ∼ 170

kJ/mol). The resulting *CH3 can then diffuse readily to the preferred two-fold

site (Eact ∼ 15 kJ/mol).

The electronic and free energies profiles are similar. At low temperatures, the

C1 species stability decreases with increasing hydrogenation, as one might expect

on an early transition metal surface. Above ∼500 K, however the relative free

energies of *C and *CH reverse, and *CH becomes the most stable C1 species

on the V(100) surface. Also, as expected, the higher entropy of gaseous methane

stabilizes it at higher temperatures.

Comparison of the relative C1 species stabilities and reaction barriers reveals

that methylene dehydrogenation ought to occur much more readily (Eact ∼ 25
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Figure 3.2: The energetics of C1 hydrogenation to CH4(g) on V(100). The elec-
tronic energies (green), free energies at 100 K (black), and free energies at 700 K
(red) are all shown. The relative stability in terms of free energies between *C and
*CH reverse around 500 K. All energies are plotted relative to that of adsorbed
*CH2 + 2 *H.
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kJ/mol) than methylene hydrogenation (Eact ∼ 140 kJ/mol). This would sug-

gest that surface methylene should decompose rapidly to methylidyne or carbide.

Previous DFT predictions on traditional Fischer-Tropsch catalysts found similar

qualitative trends for methylene hydrogenation versus dehydrogenation.78

These predictions seemingly contradict the isotopic substitution TPD experi-

ments which suggested that methylene dehydrogenation occurs slowly and is per-

haps even rate-limiting in methane and/or vinyl production.77 To make it feasible

to simulate the TPD experiments and determine if the DFT model is consistent

with the experimental data (Section 3.3.2), the reaction thermochemistry and the

rate constants for the incorporation of either an H or D to each CHxDy surface

species were computed next.

Table 3.2 provides a complete list of the DFT-predicted thermochemistry for

all reactions included in the microkinetic model described in Section 3.3.2. This

includes all possible C1 hydrogenation and/or deuteration reactions, the surface

formation and desorption of H2/HD/D2, and the dissociation of water on the sur-

face. To examine the kinetic isotope effects, Table 3.3 summarizes the free energies

of reaction (∆G◦

rxn) and activation (∆G◦

act) for the different isotopomers computed

from the data in Table 3.2. A reaction that adds deuterium instead of hydrogen

is typically 3-4 kJ/mol less endoergic and exhibits a ∼1 kJ/mol higher activation

barrier. Overall, the predicted hydrogenation reaction rate constants are up to

twice as fast as the analogous deuteration ones, while the dehydrogenation re-

actions are ∼2–6 times faster than the de-deuteration ones. In other words, for
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Table 3.2: Thermochemistry for all elementary steps included in the microkinetic
model. All thermodynamic functions were evaluated at 300 K and 1 bar.

Elementary step ∆Hrxn(0 K) ∆H◦

rxn ∆S◦

rxn ∆Hact(0 K) ∆H◦

act ∆S◦

act

(kJ/mol) (kJ/mol) (J/mol·K) (kJ/mol) (kJ/mol) (J/mol·K)

*C + *H −→ *CH + * 25.8 36.8 78.5 51.2 56.0 21.1
*C + *D −→ *CD + * 25.2 36.1 80.5 51.8 56.4 19.0

*CH + *H −→ *CH2 + * 78.1 74.1 -39.2 89.0 82.1 -74.1
*CH + *D −→ *CHD + * 76.3 72.3 -39.3 89.7 82.7 -75.9
*CD + *H −→ *CHD + * 76.9 73.0 -41.3 88.1 81.4 -75.4
*CD + *D −→ *CD2 + * 75.1 71.1 -41.7 88.8 81.8 -77.1

*CH2 + *H −→ *CH3 + * 127.7 127.8 -16.2 180.8 178.2 -45.0
*CH2 + *D −→ *CH2D + * 125.2 125.1 -16.2 181.7 178.9 -46.1
*CHD + *H −→ *CH2D + * 127.0 126.9 -16.0 180.3 177.6 -44.8
*CHD + *D −→ *CHD2 + * 124.4 124.1 -16.2 181.2 178.3 -45.9
*CD2 + *H −→ *CHD2 + * 126.2 125.9 -15.8 179.7 177.0 -44.6
*CD2 + *D −→ *CD3 + * 123.5 123.0 -16.2 180.6 177.6 -45.7

*CH2 + *H −→ *CH3(4-fold) + * 135.3 134.9 -14.8 131.2 128.1 -40.0
*CH2 + *D −→ *CH2D(4-fold) + * 133.4 132.9 -15.3 131.1 127.9 -41.2
*CHD + *H −→ *CH2D(4-fold) + * 135.3 134.7 -15.1 131.2 128.0 -40.2
*CHD + *D −→ *CHD2(4-fold) + * 133.3 132.7 -15.8 131.1 127.7 -41.5
*CD2 + *H −→ *CHD2(4-fold) + * 135.2 134.5 -15.4 131.2 127.7 -40.5
*CD2 + *D −→ *CD3(4-fold) + * 133.2 132.3 -16.2 131.1 127.4 -41.8

*CH3(4-fold) −→ *CH3 -7.6 -7.1 -1.4 21.8 18.7 -35.1
*CH2D(4-fold) −→ *CH2D -8.3 -7.8 -0.9 21.3 18.2 -35.2
*CHD2(4-fold) −→ *CHD2 -9.0 -8.6 -0.5 20.8 17.7 -35.3
*CD3(4-fold) −→ *CD3 -9.7 -9.3 0.0 20.3 17.3 -35.3

*CH3 + *H −→ CH4(g) + 2* 50.5 50.5 116.8 122.3 120.1 -22.1
*CH3 + *D −→ CH3D(g) + 2* 47.8 47.2 116.7 123.3 120.8 -23.3
*CH2D + *H −→ CH3D(g) + 2* 50.3 50.0 116.7 122.0 119.7 -22.4
*CH2D + *D −→ CH2D2(g) + 2* 47.5 46.5 116.5 123.0 120.5 -23.7
*CHD2 + *H −→ CH2D2(g) + 2* 50.1 49.3 116.7 121.8 119.5 -22.7
*CHD2 + *D −→ CHD3(g) + 2* 47.1 45.8 116.3 122.8 120.3 -24.0
*CD3 + *H −→ CHD3(g) + 2* 49.8 48.8 116.7 121.5 119.2 -23.0
*CD3 + *D −→ CD4(g) + 2* 46.7 45.2 116.0 122.6 120.0 -24.3

*H + *H −→ H2(g) + 2* 113.7 118.9 93.9 109.2 111.4 9.3
*H + *D −→ HD(g) + 2* 114.9 119.5 97.7 109.4 111.5 10.1
*D + *D −→ D2(g) + 2* 115.4 119.4 101.1 109.0 111.1 10.6

H2O* + * −→ *OH + *H -175.0 -177.1 -7.8 4.8 0.5 -37.1
*OH + * −→ *O + *H -172.7 -172.9 4.2 31.2 28.4 -21.4
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Table 3.3: Thermochemistry comparison of *CHxDy + *H hydrogenation versus
*CHxDy + *D deuteration reactions for each C1 surface species at 300 K and 1
bar, in kJ/mol. The ∆G values for the hydrogenation reactions are given directly,
while the free energies for the deuteration reactions are listed as shifts relative to
the hydrogenation values. The final column lists the ratio of the rate constants
for hydrogenation (forward) and dehydrogenation (reverse) steps.

Initial *CHxDy Hydrogenation Deuteration Shift Ratio
surface species ∆Grxn ∆Gact δ(∆Grxn) δ(∆Gact) kH/kD kH

rev/k
D
rev

*C 13.2 49.7 -1.3 0.9 1.4 2.4

*CH 85.8 104.2 -1.8 1.2 1.6 3.3
*CD 85.4 103.9 -1.8 1.1 1.6 3.2

*CH2(2-fold) 132.7 191.6 -2.8 0.9 1.4 4.4
*CHD(2-fold) 131.7 191.0 -2.8 1.0 1.5 4.6
*CD2(2-fold) 130.7 190.3 -2.8 1.0 1.5 4.6

*CH2(4-fold) 139.3 140.1 -1.9 0.2 1.1 2.3
*CHD(4-fold) 139.2 140.0 -1.9 0.1 1.0 2.2
*CD2(4-fold) 139.1 139.9 -1.9 0.1 1.0 2.2

*CH3 -15.4 126.6 -2.7 1.2 1.6 4.8
*CH2D -14.9 126.5 -3.4 1.1 1.6 6.1
*CHD2 -14.2 126.2 -3.4 1.2 1.6 6.3
*CD3 -13.6 125.9 -3.3 1.3 1.7 6.3
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steps in quasi-equilibrium, the deuteration reactions will generally exhibit higher

net conversion rate than hydrogenation ones, while for slow steps or irreversible

steps (the final methane associative desorption, for instance), hydrogenation oc-

curs slightly faster than deuteration.

3.3.2 Microkinetic model for methane production

As mentioned in the Introduction, the thermochemistry calculated by DFT

seemingly disagrees with the TPD data from earlier experimental work. The

DFT activation barriers suggest that methylene dehydrogenation should be fast,

not rate-limiting as was inferred from the experiments. To address this apparent

discrepancy, the TPD experiments were simulated using the ab initio microkinetic

model in Table 3.2.

3.3.2.1 Summary of the TPD data to be simulated

Before describing the microkinetic TPD simulations in detail, the TPD exper-

imental data the simulations aim to reproduce are summarized.77 A clean V(100)

surface was dosed with various amounts (e.g. 1.0 or 1.5 L) of CD2I2 at 110 K

and the temperature ramped at a rate of 10 K per second until reaching 1200

K. A variety of gaseous products, including all possible isotopomers of hydrogen,

methane, and ethylene, were detected and followed via mass spectrometry; here

we focus on the evolution of the methane isotopomers. The source of the hydro-

gen in these experiments is unknown, but it is likely to be the trace water present

the ultrahigh vacuum chamber, or perhaps subsurface hydrogen in the vanadium
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crystal.

It was observed that a mixture of methane isotopomers start desorbing around

200 K; those desorption rates peak near 300 K (Figure 3.3). The main product

was identified as CH2D2 (18 amu), with additional smaller amounts of CD4 (20

amu) and CHD3 (19 amu). Due to significant overlap with fragments from CH2D2

ionization in the mass spectrometer, the production of CH3D (17 amu) is more

difficult to isolate; the signal attributed to this species was small and within the

experimental error of the data deconvolution. Small amounts of CH4 (16 amu)

were possibly detected at the upper end of the methane production temperature

range.

The experimental observation of a minimal formation of methane isotopomers

containing fewer than two deuterium atoms supports the idea that CD2 dissoci-

ation is slow and perhaps even rate-limiting. Also, the production of hydrogen-

containing methane isotopomers peaks at slightly higher temperatures than the

CD4 desorption, suggesting that the generation of reactive hydrogen on the sur-

face is thermally activated. The increased production of hydrogen-containing iso-

topomers around 250–300 K is also consistent with possibility that the extra hy-

drogen is produced from decomposition of water on V(100). TPD experiments

with dosed water exhibit a peak around 260–270 K.127
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Figure 3.3: Experimental (two left frames) and simulated (two right frames) TPD spectra for methane isotopomer formation on
V(100) under different conditions. The peak temperatures in the simulations are shifted to higher temperatures than those seen
in the experiments, but the relative peak intensities from the simulations agree reasonably well with those from the experiments.
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Table 3.4: TPD microkinetic model conditions used to initialize the V(100) surface
for methane formation.

Initial fractional surface coverages θi:
*CD2 0.10 ML
H2O* 0.10 ML
Vacant sites: either 0.80 ML (low coverage) or

0.01 ML (high coverage)

Temperature program:
Initial temperature 100 K
Heating rate 1 K per 100 seconds
Final temperature 1000 K

3.3.2.2 TPD simulation results

When simulating the experimental results discussed above, choices and as-

sumptions as described in Section 2.4.2 were made regarding the TPD conditions

and the behavior of the reaction mechanism. Table 3.4 summarizes the key initial

conditions for the TPD simulations.

Figure 3.3 shows simulated TPD profiles for production of the methane iso-

topomers under the low- or high-coverage regimes defined by the conditions spec-

ified in Table 3.4, which were chosen to resemble the experimental conditions. It

can be seen from that figure and from Table 3.5 that the relative product yields

agree well with the experiments.77 Indeed, the model predicts the relatively low

yields of CD4 and CHD3, the large production of CH2D2, and the small amounts

of CH3D and CH4 (see Table 3.5) seen in the TPD traces.

On the other hand, it should be noted that the simulated peak positions occur

at much too high temperatures, near 500 K instead of around 300 K in the exper-

iments. In other words, the DFT microkinetic model overestimates the activation
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Table 3.5: Calculated and experimentally measured methane isotopomer distribu-
tion from TPD with different initial CD2I2(g) doses.

Initial CD2I2(g) dose CH4(g) CH3D(g) CH2D2(g) CHD3(g) CD4(g)

Simulations
0.10 ML (low-coverage regime) 2% 8% 78% 12% 1%
0.15 ML (low-coverage regime) 0.3% 3% 63% 25% 8%
0.10 ML (high-coverage regime) 0.6% 4% 88% 6% 1%
0.15 ML (high-coverage regime) 0.2% 3% 76% 15% 6%

Experiments
1.0 L 1% 3% 78% 15% 3%
1.5 L 3% 7% 72% 15% 3%

barriers and underestimates the reaction rates seen in the recorded TPD data. Ac-

cording to the Redhead model,128 an experimental peak at 315 K suggests a ∼70

kJ/mol activation energy for second-order methane associative desorption. The

computed DFT barrier is ∼120 kJ/mol instead. Such overestimation of the hy-

drogenation barriers slows the overall reaction kinetics considerably. The neglect

of co-adsorbate interactions on a crowded surface may be one factor affecting the

predicted reaction barriers. Heterogeneities in the distribution of species on the

surface and limited mobility of the adsorbed species may also contribute to this

discrepancy.126 And edges and defects on vanadium surface may stimulate surface

reactions for the earlier gas desorption. More discussion on the peak position is

in Section 3.4.

Of course, choosing initial model conditions that mimic the experiments is

challenging and requires a number of assumptions. Fortunately, the qualitative

product distribution predicted by the model is fairly insensitive to the choice of

initial conditions. For instance, Figure 3.4 shows that the microkinetic model re-

produces the experimental observation that CH2D2 is the most abundant methane
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Figure 3.4: As indicated by the circles (high-coverage conditions) and squares (low-coverage conditions), CH2D2(g) is the major
methane isotopomer produced across a wide range of initial surface conditions. The shaded region indicates the most likely
experimental conditions.
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isotopomer for a fairly broad range of initial conditions. Within the range of ini-

tial conditions that we believe are most likely to correspond to the experimental

conditions, CH2D2 is always the major isotopomer produced for the high-coverage

model and is usually the major isotopomer for the low-coverage model as well.

Also, as one might expect, increasing the ratio of initial *CD2 to H2O* modestly

increases the proportion of more heavily deuterated products (CD4 and CHD3)

at the expense of the other, less-deuterated isotopomers. Overall, these results

suggest that meaningful conclusions can be drawn from the model despite the un-

certainties surrounding the exact experimental surface coverages and the estimated

rate constants.

The methane isotopomer distributions shown in Figure 3.3 are similar in both

the low- and high-coverage regimes, but the operative reaction mechanism differs

between the two cases, as can be seen from the surface coverage profiles plotted

in Figure 3.5. In the low-coverage regime, the abundance of vacant surface sites

allows rapid dehydrogenation of *CD2 to *C. As the surface sites are occupied and

the temperature rises, however, stepwise hydrogenation and deuteration begin to

occur, and methylene hydrogenation becomes the rate-limiting step. The isotopic

preference for CD2H2 production arises from a combination of the relative pro-

portions of hydrogen and deuterium on the surface and a modest kinetic isotope

preference for hydrogenation (Table 3.3). In the 0.1 ML *CD2 + 0.1 ML H2O*

case, for instance, neglecting the kinetic isotope effect reduces the proportion of

CH2D2 from 77% to 38%.

In the high-coverage regime, on the other hand, the few available vacant surface
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Figure 3.5: Evolution of the surface coverages of all relevant adsorbates as a func-
tion of time estimated from our microkinetic modeling of the TPD experiments
with *CD2 on V(100). In the low-coverage regime (left), *CD2 de-deuteration oc-
curs rapidly. In the high-coverage regime (right), *CD2 de-deuteration is hindered
by the lack of surface sites, and methylene hydrogenation occurs more readily.
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sites are quickly occupied by hydrogen from facile water dissociation, which has

an even lower barrier than that for methylene dehydrogenation according to DFT.

Therefore, the absence of vacant sites means that *CD2 dehydrogenation occurs

slowly. Initially, hydrogen adatoms out-number deuterium ones, so hydrogenation

of *CD2 to CH2D2(g) dominates. As the hydrogen is depleted, however, more CD2

dehydrogenation occurs, leading to the formation of other methane isotopomers

in smaller quantities.

3.3.3 Mechanistic implications for Fischer-Tropsch synthe-

sis on V(100)

The TPD simulation results reported above indicate that methane formation

can occur with two different limiting behaviors. In the high-coverage regime,

methylene dissociation is slow due to the low concentration of vacant surface sites.

In the low-coverage regime, however, methylene dissociation occurs rapidly. Nev-

ertheless, both mechanisms produce similar isotopic product distributions, both

consistent with the experimental results. Therefore, we suggest that the aforemen-

tioned methane isotopic substitution experiments are insufficient to determine if

methylene dehydrogenation is rate limiting in Fischer-Tropsch on V(100). On the

other hand, additional experimental results indicate that Fischer-Tropsch products

(ethylene and propene) are favored at higher CH2I2(g) exposures, which may cor-

respond to the high-coverage regime where methylene dehydrogenation is slow.77

At the same time, our results indicate that carbide and methylidyne surface

species are much more stable than adsorbed methylene or methyl moieties (Fig-
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ure 3.2). This could have significant implications for the Fischer-Tropsch mecha-

nism because it suggests that the surface may accumulate methylidyne during the

TPD experiments. In the context of traditional Fischer-Tropsch chemistry, which

starts from syngas (CO(g) and H2(g)), methylidyne could also form readily after

CO dissociation. Indeed, a number of Fischer-Tropsch studies on various transi-

tion metal surfaces have indicated a thermodynamic preference for methylidyne

and/or carbide intermediate formation on the surface.35,129–132 Several groups have

argued in favor of a revised version of the alkenyl mechanism in which methyli-

dyne, not methylene, is the key building block during chain growth.35,41,133,134

Recent DFT studies have also identified a variety of other potentially important

reactions that grow hydrocarbon chains by coupling C or CH with species other

than vinyl.38,41,47,68,70,76 In the future, it will be particularly interesting to see if

DFT calculations can be used to predict that similar chain-growth reactions in-

volving *C or *CH are important in Fischer-Tropsch chemistry on V(100) or on

other types of surfaces and to determine whether those predictions are consistent

with the Shen and Zaera experiments.

3.4 Co-adsorption effect on methane desorption

temperature

As described before, the relatively high DFT barriers slow the overall reac-

tion kinetics considerably and shift the desorption peaks to the right compared

to the experimental TPD spectras. In Shen and Zaera’s TPD experiments, dif-
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Figure 3.6: Barrier of the hydrogen transfer between two neighboring *CH2 to the
neighboring *CH and *CH3 species is 57.7 kJ/mol, which is 70.3 kJ/mol smaller
than the regular stepwise hydrogenation barrier to *CH3.

ferent amounts of methylene diiodide are sampled on a clean V(100) surface at

110K, when its saturation coverage is estimated less than ∼20% coverage, due to

its molecule size. Iodine atoms are also assumed to occupy some surface sites,

above 200K with C-I bond breaking. In this way, interactions among neighboring

adsorbates on the relatively crowded surfaces might effectively lower the barriers,

compared to our earlier calculations.

Table 3.6: Activation energy for hydrogenation steps when *C1 species and hy-
drogen co-adsorb on the surface.

Activation energy 0.25 ML 0.25 ML 0.50 ML 0.50 ML
(forward) (backward) (forward) (backward)
(kJ/mol) (kJ/mol) J/mol) (kJ/mol)

[C + H]* −→ *CH 79.6 25.9 79.6 + 13.2 25.9
[CH + H]* −→ *CH4* 82.8 17.6 82.8 + 4.8 17.6
[CH2 + H]* −→ *CH3(4fold)* 128.0 1.0 128.0 - 3.8 1.0
[CH3 + H]* −→ *CH4gas 120.7 84.7 120.7 - 16 84.7

To investigate this issue, 0.5 ML coverage of adsorbates is used to describe the

co-adsorption of two species binded on the 2×2 unit cell. As *H and *C1 species
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Table 3.7: Activation energy for hydrogenation and dehydrogenation steps among
co-adsorbed *C1 species on the surface. [A + B]* indicates the co-adsorption of
both adsorbates.

Activation energy 0.25 ML 0.25 ML 0.50 ML 0.50 ML
(forward) (backward) (forward) (backward)
(kJ/mol) (kJ/mol) J/mol) (kJ/mol)

*C + *H −→ *CH + * 79.6 25.9
[C + CH2]* −→ [CH + CH]* 77.9 - 1.7 86.0
[C + CH3]* −→ [CH + CH2]* 79.6 - 37.9 127.6
*CH + *H −→ *CH2 + * 82.8 17.6
[CH + CH]* −→ [CH2 + C]* 82.8 + 3.2 77.9
[CH+ CH3]* −→ [CH2 + CH2]* 82.8 - 69.7 57.6
*CH2 + *H −→ *CH3 + * 128 1.0
[CH2 + CH]* −→ [CH3 + C]* 128.0 - 0.4 41.7
[CH2 + CH2]* −→ [CH3 + CH]* 128.0 - 70.3 13.1
*CH3 + *H −→ CH4(gas) + 2* 102.8 84.7
[CH3 + CH]* −→ CH4(gas)+ *C 102.8 - 63.1 118.5
[CH3 + CH2]* −→ CH4(gas) + *CH 102.8 - 23.1 126.3

are abundant on the surface, we investigate the co-adsorption effect between *C1

and *C1 species, and also between *C1 and *H species. For the hydrogenation

steps from carbide to methane gas product, the barrier co-adsorbing *C1 and *H

at 0.5 ML reduces the barrier for *CH2 and *CH3 hydrogenation by only ∼10

kJ/mol, as shown in Table 3.6. But the co-adsorption of *C1 and *C1 surface

species decreases the hydrogenation barriers much more by allowing reactions

that transfer hydrogen atoms directly between the neighboring *C1 species, as

shown in Table 3.7. Most notably, the barrier to form *CH3 is reduced by 70.3

kJ/mol to 57.7 kJ/mol when the hydrogen is transferred from two neighboring

*CH2 adsorbates to *CH and *CH3 species (in Figure 3.6).

Moreover, because it is experimentally difficult to remove all oxygen from the

vanadium surface,104–107 we also investigated the effect of co-adsorbed oxygen on

the key reactions. Co-adsorption with oxygen lowers the hydrogenation barrier

of *CH2 (128.0 kJ/mol) to 73.8 (with 0.25 ML oxygen coverage) or 50.8 kJ/mol
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(with 0.50 ML oxygen coverage). Also harmonic vibrational frequency calcula-

tions suggest that the co-adsorption system has less entropy, which could decrease

the reaction barrier (Gibbs free energy) further. In other words, co-adsorbate in-

teractions among *C1, hydrogen, and residual oxygen adsorbates, all reduce the

barriers for *C1 group hydrogenation. Their neglect in the earlier model described

in Section 3.3.1 and 3.3.2 may help explain the artificially elevated temperature

scales of the simulated TPD spectra.

Table 3.8: Thermochemistry for hydrogenation steps with co-adsorbed *C1 and
*H species, also the hydrogen transfer steps with co-adsorbed *C1 and *C1 species.
Evaluated at 300 K and 1 bar.

Elementary step ∆Hrxn(0 K) ∆H◦

rxn ∆S◦

rxn ∆Hact(0 K) ∆H◦

act ∆S◦

act

(kJ/mol) (kJ/mol) (J/mol·K) (kJ/mol) (kJ/mol) (J/mol·K)

[C + H]* −→ CH* 67.8 73.1 53.2 93.2 92.4 -4.1
[CH + H]* −→ CH2* 84.8 83.4 -127.4 95.6 91.4 -47.6
[CH2 + H]* −→ CH3(4fold)* 133.7 136.9 36.6 129.5 130.1 11.3
[CH3 + H]* −→ CH4gas 32.4 35.0 139.4 104.1 104.5 0.5

[C + CH2]* −→ [CH + CH]* -16.2 -13.4 18.4 67.1 68.4 10.8
[C + CH3]* −→ [CH + CH2]* -98.0 -98.6 2.0 27.5 24.5 -24.4
[CH+ CH3]* −→ [CH2 + CH2]* -46.8 -46.8 -5.2 5.6 3.2 -26.0
[CH3 + CH]* −→ CH4(gas)+ *C -40.9 -43.5 126.3 38.3 37.9 -3.5
[CH3 + CH2]* −→ CH4(gas) + *CH -52.4 -41.0 241.4 73.1 75.7 28.3

To investigate the impact of these reduced barriers on the kinetics, detailed

thermochemistry data have been obtained for the co-adsorption between *C1 and

*C1 surface species, and also between *C1 and *H surface species (listed in Ta-

ble 3.8). TPD simulations were then run in the high-coverage regime, which

corresponds to a crowded surface were co-adsorbate effects would be most impor-

tant. Maximizing the co-adsorption effect by assuming that co-adsorbates diffuse

readily, methane production in the resulting simulations shifts down to around

275K in the TPD simulation with different *CH2 initial coverages (0.10, 0.15 and
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Figure 3.7: Simulated TPD spectra for methane formation on V(100) under dif-
ferent *CH2 initial coverage, with co-adsorption effect. The methane desorption
peak is located at 275 K, which agrees well with the experiments.

0.20ML), as shown in Figure 3.7, which is similar to the experimental results.

Flux analysis of the reaction kinetics indicates that the *C1 and *C1 surface

species co-adsorbate effects alter the methane formation mechanism. As shown

in Figure 3.8, the hydrogen transfer between *CH and *CH3 species is the main

source of methane formation. The regular stepwise hydrogenation reactions of *C1

species contribute much less to methane formation in this regime. In Figure 3.9,

conversion from two neighboring *CH2 adsorbates to the neighboring *CH and

*CH3 species plays an important role from 200K, and then from 230K, hydrogen
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Figure 3.8: Three reaction steps lead to methane formation. The real-time reac-
tion rate indicates only hydrogen transfer from *CH to *CH3 stimulates the low
temperature methane desorption.

transfer from *CH to *CH3 yields methane desorption with the first strong peak.

At 280K, two neighboring *CH adsorbates regenerate *CH2, which boosts the sec-

ond round of methane production from 300K with a slower pace. Co-adsorption

of *C1 and *C1 decreases the barriers effectively, which much lower methane des-

orption temperature in our simulation. In this way, consideration of co-adsorbate

effects will be helpful when the simulation is applied to relatively crowded surface.

To fully investigate how these barriers one would need to develop a microkinetic

model that considers the local environment of the reactants, using a kinetic Monte

Carlo approach or some sort of probability factor to estimate the likelihood that

the relevant adsorbates are located near each other. In reality, it is likely that the

true chemistry involves a mixture of these co-adsorption reactions and the simpler
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stepwise hydrogenation discussed earlier in this chapter. The neglect of the co-

adsorbate effects likely accounts for the temperature shift in the TPD spectrum

peaks.

3.5 Conclusions

A first-principles microkinetic model was constructed for methane formation

on V(100). At first glance, the DFT results appear to disagree with the experimen-

tal observations by predicting a very low barrier for methylene dehydrogenation.

However, this apparent discrepancy was resolved by simulating a set of isotopic-

substitution temperature programmed desorption experiments. The microkinetic

model reproduced the experimental isotopic distribution across a range of plausible

initial conditions. It also predicted the formation of the CH3D isotopomer, which

had not been identified in previous experiments but which new experimental data

here supports. The discrepancy between the peak positions in the simulations

versus the experiments might arise from the neglect of co-adsorbate effects. This

study highlights the value of close collaboration between theory and experiments

in unraveling complex heterogeneous chemical processes.

In the context of Fischer-Tropsch chemistry on V(100), it was found that

methylene dehydrogenation occurs rapidly at lower surface coverages. However,

the earlier suggestion that this step occurs slowly was found to be plausible under

high-coverage conditions. Still, even in the high-coverage limit, the surface ac-

cumulates measurable amounts of methylidyne species, which suggests that they
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may be important chain-growth intermediates for Fischer-Tropsch synthesis on

V(100).
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Chapter 4

Propene-formation on V(100)

4.1 Introduction

Stepwise hydrogenation for methane-formation has been studied in Chapter 3,

which validates the combination of DFT calculation and our microkinetic model.

But methane is only an undesirable byproduct in FT synthesis: hydrocarbon-chain

growth is the heart of FT synthesis. The preferred carbon-carbon coupling steps

are still controversial.23,57–67 Shen and Zaera presented the first strong surface-

science data for propene formation via FT synthesis on single-crystal V(100) sur-

faces. Based on their experiments, they argued for chain-growth via the alkenyl

mechanism and a key vinyl intermediates.77 In this way, propene-formation pro-

vides a relatively simple process for investigating FT hydrocarbon-chain growth.

Once again, we combine theoretical modeling and the TPD experiments from Shen

and Zaera to gain an understanding of propene formation on V(100).

In Shen and Zaera’s TPD experiments, methylene surface moieties were gener-
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Figure 4.1: Hydrocarbon-chain growth to propene initiated with methylene

ated on a V(100) single-crystal surface by thermal activation of adsorbed CH2I2,.
29,135,136

Hence, the TPD experiments are initiated with *CH2, and reaction pathways to

propene formation with the alkyl and alkenyl mechanisms are shown in Figure 4.1.

4.2 Computational details

At first non-spin polarization DFT calculation with PW9192 functional, were

applied to the 2×2 unit cell with a two-layer slab of V(100) surface. The relative

low computational cost on two-layer slab model calculations makes it possible to

cover more reaction steps involved in propene formation. In the end about 70

reaction steps were used to map the propene formation on V(100) surface. A

preliminary microkinetic model (Section 2.4) was constructed to investigate the

kinetics. From this preliminary model, 25 key reaction steps were identified on

a two-layer slab model. The rate constants and reaction thermochemistry for

these key steps were refined using DFT calculations on a thicker four-layer model.
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The DFT calculation on four-layer slab model were still initially done with the

PW9191,92 functional, but we also subsequently calculated all of the parameters

using another functional, RPBE,93 which is often believed to be more reliable for

computing heats of adsorption.110 In any case, the results show that the vanadium

system is not very sensitive to exchange correlation energy functional. The RPBE

rate constants and thermochemistry parameters were used in the microkinetic

model to investigate the competition among different reaction pathways to propene

formation.

4.3 Results and Discussion

4.3.1 Two-layer slab model

Coupling between two *C1 surface groups is the beginning of hydrocarbon-

chain growth. In the preliminary two-layer slab model, we include all possible

C1-C1 couplings and hydrogenation reactions among *C2 species, which are listed

in Table 4.1. In Figure 4.2, it is obvious that the C1-C1 coupling barriers are larger

than the hydrogenation barriers, which implies that carbon-carbon bond formation

will be the rate-limiting steps in propene production. This observation is consistent

with other DFT calculations on chain growth on other metal surfaces.38,69,76 We

also observe that the C-CH3 and CH-CH3 couplings have relatively low barriers,

which may make them important in chain growth. In addition to the C1-C1

coupling reactions, the C1-C2 coupling reactions subsequent hydrogenation steps
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Figure 4.2: C1-C1 coupling barriers are larger than hydrogenation barriers. Therefore, C-C coupling steps are expected to play a
critical role in the kinetics of hydrocarbon-chain growth.
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Table 4.1: Electronic energy profiles for all the possible C1-C1 coupling and related
hydrogenation reactions on V(100) in the two-layer slab model.

Elementary step ∆Erxn ∆Eact

*C1-*C1 coupling

*C + *C −→ *CC + * 119.6 200.7
*C + *CH −→ *CCH + * 114.4 180.3
*C + *CH2 −→ *CCH2 + ∗ 67.4 172.7
*C + *CH3 −→ *CCH3 + ∗ 26.9 63.8
*CH + *CH −→ *CHCH + * 171.0 276.0
*CH + *CH2 −→ *CHCH2 + ∗ 108.3 201.8
*CH + *CH3 −→ *CHCH3 + ∗ 35.5 80.9
*CH2 + *CH2 −→ *CH2CH2 + ∗ 139.7 198.1
*CH2 + *CH3 −→ *CH2CH3 + ∗ 84.9 221.5
*CH3 + *CH3 −→ *CH3CH3 + ∗ 22.8 159.5

Hydrogenation

*CC + *C −→ *CCH + * 23.1 87.8
*CCH + *H −→ *CCH2 + ∗ 23.2 84.8
*CCH + *H −→ *CHCH + * 84.9 104.3
*CCH2 + *H −→ *CCH3 + ∗ 74.7 76.6
*CCH2 + *H −→ *CHCH2 + ∗ 69.2 101.6
*CCH3 + *H −→ *CHCH3 + ∗ 36.9 65.0
*CHCH + *H −→ *CHCH2 + * 7.6 51.0
*CHCH2 + *H −→ *CHCH3 + ∗ 42.4 83.2
*CHCH2 + *H −→ *CH2CH2 + ∗ 101.7 120.6
*CHCH3 + *H −→ *CH2CH3 + ∗ 119.7 153.7
*CH2CH2 + *H −→ *CH2CH3 + ∗ 60.4 78.0
*CH2CH3 + *H −→ *CH3CH3 + ∗ 53.0 66.7
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were also investigated, and their energetics are provided in Table 4.2.

When we focused on C1 species in Chapter 3, it was found that the surface ac-

cumulates methylidyne under both low- and high-coverage regime, which suggests

that methylidyne may be an important chain-growth intermediates for Fischer-

Tropsch synthesis on V(100). In the examination of the C1-C1 coupling reaction

barriers involving methylidyne in Table 4.1 and 4.2, it seems that ethylidene (CH-

CH3) might be another important intermediate to consider in addition to vinyl

and ethyl. On vanadium, the C1-C1 coupling barrier to form ethylidene (CH-CH3,

80.9kJ/mol) is much lower than the barriers to form vinyl (CH-CH2, 201.8kJ/mol)

or ethyl (CH2-CH3, 221.5kJ/mol). In other words, a mechanism in which ethyli-

dene was the key chain-growth intermediate would likely be much faster than

pathways involving vinyl or ethyl. In particular, based on analysis of all the po-

tential reaction pathways in Table 4.1 and 4.2, we hypothesize that the ethylidene

mechanism in Figure 4.3 would be the preferred route for propene formation. This

mechanism first involves the formation of surface *CH and *CH3, as per the dis-

cussion in Chapter 3. These two species couple to form ethylidene. Subsequent

insertion of another methylidyne (*CH) produces adsorbed *CHCHCH3, which

can then be hydrogenated to form final propene product. In the end, we identified

25 key reaction steps involved in (1) methane formation, (2) the three propene for-

mation mechanisms in Figure 4.4, and (3) ethylene production as a byproduct of

the C2 species. The energetics of these key reactions were refined on the four-layer

slab model as described previously (shown in Table 4.3).
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Table 4.2: Electronic energy profiles for all the possible C1-C2 coupling and related
hydrogenation reactions on V(100) in the two-layer slab model.

Elementary step ∆Erxn ∆Eact

C1-C2 coupling

*CC + *C −→ *CCC + * 95.9 117.7
*CC + *CH −→ *CCCH + * 113.6 159.8
*CC + *CH2 −→ *CCCH2 + * 76.0 164.5
*CC + *CH3 −→ *CCCH3 + * -16.2 75.4

*CCH + *C −→ *CCHC + * 6.7 67.4
*CCH + *CH −→ *CCHCH + * 23.9 82.5
*CCH + *CH2 −→ *CCHCH2 + * 65.5 158.6
*CCH + *CH3 −→ *CCHCH3 + * 5.8 120.6
*C + *CCH −→ *CCCH + * 118.8 308.4
*CH + *CCH −→ *CHCCH + * 164.3 182.7
*CH2 + *CCH −→ *CH2CCH + * 116.0 208.0
*CH3 + *CCH −→ *CH3CCH + * 35.4 120.4

*CCH2 + *C −→ *CCH2C + * 107.6 111.0
*CCH2 + CH −→ *CCH2CH + * 142.9 149.8
*CCH2 + *CH2 −→ *CCH2CH2 + * 180.9 207.4
*CCH2 + *CH3 −→ *CCH2CH3 + * 4.2 126.3
*C + *CCH2 −→ *CCCH2 + * 128.2 206.6
*CH + *CCH2 −→ *CHCCH2 + * 163.0 201.8
*CH2 + *CCH2 −→ *CH2CCH2 + * 167.3 189.6
*CH3 + *CCH2 −→ *CH3CCH2 + * 82.6 110.2

*C + *CHCH2 −→ *CCHCH2 + * 71.6 192.3
*CH + *CHCH2 −→ *CHCHCH2 + * 124.1 202.6
*CH2 + *CHCH2 −→ *CH2CHCH2 + * 138.5 211.1
*CH3 + *CHCH2 −→ *CH3CHCH2 + * 57.7 167.4
*CHCH2 + *C −→ *CHCH2C + * 101.9 145.5
*CHCH2 + *CH −→ *CHCH2CH + * 134.4 165.7
*CHCH2 + *CH2 −→ *CHCH2CH2 + * not stable

*CHCH2 + *CH3 −→ *CHCH2CH3 + * 15.2 136.3

*C + *CH2CH3 −→ *CCH2CH3 + * -13.4 89.4
*CH + *CH2CH3 −→ *CHCH2CH3 + * 38.6 90.7
*CH2 + *CH2CH3 −→ *CH2CH2CH3 + * 50.0 189.5
*C + *CHCH3 −→ *CCHCH3 + * 84.7 181.9
*CH + *CHCH3 −→ *CHCHCH3 + * 99.5 183.8
*CH2 + *CHCH3 −→ *CH2CHCH3 + * 130.6 245.8

Hydrogenation

*CCCH2+*H −→ *CHCCH2 + * 65.2 99.7
*CCCH3+*H −→ *CCHCH3 + * 45.1 73.4
*CCCH3+*H −→ *CHCCH3 + * 74.7 97.5
*CCHC + *H −→ *CCHCH + * 45.4 125.2
*CCHCH + *H −→ *CCHCH2 + * 111.8 193.8
*CCH2CH +*H −→ *CCH2CH2 + * 97.0 130.5
*CCH2CH +*H −→ *CHCH2CH + * 49.4 133.9
*CHCCH2 +*H −→ *CH2CCH2 + * 72.3 114.7
*CHCHCH2 + *H −→ *CH2CHCH2 + * 84.7 140.1
*CHCHCH3 + *H −→ *CHCH2CH3 + * 58.7 102.2
*CHCHCH3 + *H −→ *CH2CHCH3 + * 101.2 139.3
*CH2CCH2 + *H −→ *CH2CCH3 + * 30.4 71.7
*CH2CHCH2 +*H −→ *CH2CHCH3 + * 34.3 91.9
*CH2CHCH3 +*H −→ *CH2CH2CH3 + * 39.1 92.3
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Figure 4.3: CHCH3 mechanism

4.3.2 Detailed comparison of the alkyl, alkenyl and ethyli-

dene mechanisms

4.3.2.1 Calculated thermochemistry and reactivity of key reaction steps

in propene-formation on V(100)

With the key reaction steps, we refine the thermochemistry data within the

four-layer slab model (shown in Table 4.3). Figure 4.5 shows the energy pro-

files of propene formation from diiodomethane adsorption in TPD experiments

on V(100). It is obvious that ethyl formation is hindered both kinetically and

thermodynamically relative to vinyl formation, due to large activation barriers

and thermodynamically unstable reaction intermediates. Although *CHCH3 is

slightly less stable than vinyl, the C-C coupling barrier required to form it is much

smaller, which suggests *CHCH3 may be kinetically important in hydrocarbon-

chain growth. Potential co-adsorbate interactions appear to preferentially lower

the CH-CH3 coupling barrier relative to the other carbon-carbon coupling reac-

tions, as shown in Table 4.4, where the CH-CH3 barrier decreases from 124.5

kJ/mol to 81.2 kJ/mol.
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Figure 4.4: Competition among three mechanisms: ethyl vs. vinyl vs. CHCH3
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Figure 4.5: The energetics of propene formation from diiodomethane adsorption in
TPD experiments on V(100). And to better describe the energy profile of current
three propene-formation mechanisms in the TPD experiments, the thermochem-
istry of adsorption of diiodomethane should be considered, which was estimated
via a thermodynamic cycle for the overall FTS reaction that combines the sur-
face reaction 3 *CH2 −→ propene∗ + 2 vac∗, the desorption of propene∗, and
the gas-phase reaction 3 CH2I2(g) −→ propene(g) + I2(g). The thermodynamics
of the last, gas-phase reaction were computed in Q-Chem137 using B3LYP/6-
311G** to avoid the need for an iodine pseudopotential. Though this is a different
functional and basis set than those used for the surface reactions, the B3LYP
∆H◦(298) = −141 kJ/mol for the gas-phase reaction agrees reasonably well with
the NIST experimental range of ∆H◦(298) = −146–158 kJ/mol (the range in this
value is primarily due to the uncertainty in the diiodomethane measurements).
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Table 4.3: Thermochemistry for key reaction steps in C1 ∼ C3 gas formation
included in the microkinetic model. All thermodynamic functions were evaluated
at 300 K and 1 bar.
Elementary step ∆Hrxn(0 K) ∆H◦

rxn ∆S◦

rxn ∆Hact(0 K) ∆H◦

act ∆S◦

act

(kJ/mol) (kJ/mol) (J/mol·K) (kJ/mol) (kJ/mol) (J/mol·K)

*CH3 + *H −→ CH4(g) + 2* 50.5 50.5 116.8 122.3 120.1 -22.1
*CHCH −→ CHCH(g) + * 342.8 346.2 155.3 342.8 346.2 155.3
*CH2CH2 −→CH2CH2(g) + * 96.4 98.0 161.6 96.4 98.0 161.6
*CH2CHCH3 −→ CH2CHCH3(g) + * 17.3 19.0 193.4 17.3 19.0 193.4

*C + *H −→ *CH + * 25.8 36.8 78.5 51.2 56.0 21.1
*CH + *H −→ *CH2 + * 78.1 74.1 -39.2 89.0 82.1 -74.1
*CH2 + *H −→ *CH3 + * 127.7 127.8 -16.2 180.8 178.2 -45.0
*CH2 + *H −→ *CH3(4-fold) + * 135.3 134.9 -14.8 131.2 128.1 -40.0
*CH3(4-fold) −→ *CH3 -7.6 -7.1 -1.4 21.8 18.7 -35.1

*CH2 + *CH3 −→ *CH2CH3 + * 130.6 127.7 -36.5 276.7 271.9 -45.3
*CH + *CH2 −→ *CHCH2 + * 158.6 151.6 -74.8 229.4 220.2 -107.8
*CH + *CH3 −→ *CHCH3 + * 91.3 81.1 -110.0 147.0 137.3 -107.2

*CHCH + *H −→ *CHCH2 + * 54.0 54.3 4.2 89.9 86.3 -44.1
*CHCH2 + *H −→ *CHCH3 + * 68.0 64.5 -50.0 102.6 98.0 -57.2
*CHCH2 + *H −→ *CH2CH2 + * 140.9 139.8 -27.7 145.9 140.2 -43.1
*CHCH3 + *H −→ *CH2CH3 + * 117.4 120.7 34.3 161.1 162.7 12.5

*CH2 + *CH2CH3 −→ *CH2CH2CH3 + * 172.8 169.0 -46.2 333.1 327.1 -75.0
*CH2 + *CHCH2 −→ *CH2CHCH2 + * 217.2 212.4 -67.2 302.8 297.9 -62.8
*CH + *CHCH3 −→ *CHCHCH3 + * 132.4 126.2 -63.6 203.4 199.5 -33.5

*CH2CH2CH3 + * −→ *CH2CHCH3 + H -30.1 -31.0 -12.1 33.4 31.8 -8.5
*CH2CHCH2 + *H −→ *CH2CHCH3 + * 111.0 110.8 -6.8 137.6 136.9 -1.3
*CHCHCH3 + H −→ *CH2CHCH3 + * 205.9 206.7 0.5 255.0 253.2 -16.3

*CH + *CH −→ *CHCH + * 182.7 171.4 -118.2 229.4 216.8 -124.9
*CH2 + *CH2 −→ *CH2CH2 + * 221.4 217.2 -63.3 289.3 267.4 -129.5
*CHCH3 −→ *CH2CH2 72.9 75.3 22.3 196.4 193.1 -12.9

78



Table 4.4: Activation energy for C-C coupling steps among co-adsorbed C1 species
on the surface. Evaluated at 300 K and 1 bar. [A + B]* indicates the co-adsorption
of both adsorbates.

Elementary step for C-C coupling ∆Erxn ∆Eact

(kJ/mol) (kJ/mol)
*CH + *CH3 −→ *CHCH3 + * 61.7 124.5
[CH + CH3]* −→ *CHCH3 18.5 81.2
*CH + *CH2 −→ *CHCH2 + * 139.9 214.6
[CH + CH2]* −→ *CHCH2 126.1 200.8
*CH2 + *CH3 −→ *CH2CH3 + * 97.4 256.7
[CH2 + CH3]* −→ *CH2CH3 97.9 257.2
*CH + *CH −→ *CHCH + * 159.0 210.4
[CH + CH]* −→ *CHCH 147.9 199.3
*CH2 + *CH2 −→ *CH2CH2 + * 200.2 277.0
[CH2 + CH2]* −→ *CH2CH2 139.6 216.4
*CH + *CHCH3 −→ *CHCHCH3 + * 113.6 193.7
[CH + CHCH3]* −→ *CHCHCH3 93.4 173.5
*CH2 + *CHCH2 −→ *CH2CHCH2 + * 189.0 287.1
[CH2 + CHCH2]* −→ *CH2CHCH2 150.2 160.0
*CH2 + *CH2CH3 −→ *CH2CH2CH3 + * 151.4 323.1
[CH2 + CH2CH3]* −→ *CH2CH2CH3 120.5 200.9

Besides propene, the C2 gas products (ethylene and ethyne) are also included

in our model. According to the DFT calculations, ethyne binds to the surface

strongly, and its desorption energy is over 300 kJ/mol. On the other hand, it

hydrogenates to ethylene readily, and ethylene desorbs much more easily. In ad-

dition, ethylene formation from direct coupling of two CH2 groups is very slow,

with a barrier of 277.0 kJ/mol. This means that gaseous ethylene observed in the

experiments probably forms via hydrogenation or dehydrogenation of other *C2

species (perhaps from vinyl or ethylidene, for instance).
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Figure 4.6: Experimental TPD spectra for C1 ∼ C3 gas products under different
CH2I2 exposures: methane production is the dominant reaction pathway for low
CH2I2 coverages; ethylene and propene desorptions are both observed with higher
CH2I2 coverages.102

4.3.2.2 Summary of the TPD data to be simulated

Before describing the microkinetic TPD simulations in detail, the TPD ex-

perimental data the simulations aim to reproduce are summarized.77,102 A clean

V(100) surface was dosed with various amounts of CH2I2 (from 0.4 to 5.0 L) at

110 K and the temperature ramped at a rate of 10 K per second until reaching

1200 K. A variety of gaseous products, including methane (315 K), ethylene (295

K), propene (300 K) were detected and followed via mass spectrometry.

It was observed that the desorption rates of C1 ∼ C3 gas products peak near

300 K (Figure 4.6).102 Methane production is the dominant reaction pathway for

80



Figure 4.7: Experimental TPD spectra showing the amount of propene obtained
after dosing different combinations of hydrocarbon precursors on V(100). a)
Ruling out *C2H5 and *C2H4 as major hydrocarbon-chain growth intermedi-
ates. b) Propene formation via vinyl intermediate, prepared by bromoethene,
iodoethene, or ethyne precursors. c) Propene isotopomer (C3H4D2) formation
from co-adsorption of [D2]diiodomethane and vinyl intermediate.77

low CH2I2 coverages. The desorption yield of ethylene is quite small at low CH2I2

coverages, but it does become comparable to that of methane beyond 1.5 L CH2I2

exposure. Propene is a minor product in all cases, but again, its production

increases with increasing dosages of CH2I2.

To help understand the mechanism, Shen and Zaera performed additional TPD

experiments in which they co-adsorbed various C1 and C2 species to see how

that affected the propene yield, as shown in Figure 4.7.77,102 They inferred that

*CH2CH3 and *CH2CH2 could not be the possible hydrocarbon-chain growth in-

termediates, since no significant propene formed after co-adsorbing CH2I2 with

either ethyl (Figure 4.7 a, top trace) or ethylene (Figure 4.7 a, second trace).
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They also argued against the direct coupling between *CH3 and *CHCH2 (Fig-

ure 4.7 a, bottom trace). In contrast, co-adsorbing vinyl with methylene surface

species prepared by bromoethene, iodoethene, or ethyne (Figure 4.7 b, bottom

three traces) all lead to considerable propene production, which they argued sup-

ports a direct CH2-CHCH2 coupling step in alkenyl mechanism. They also used

deuterium isotope labeling experiments with CD2I2 (Figure 4.7 c) to argue the

last hydrogenation step involves a *CH2 =CHCH2 intermediate to form propene

gas.

4.3.2.3 TPD simulation results with microkinetic model for propene

production

The thermochemistry calculated by DFT supports ethylidene surface species

as a potential key intermediate as well as vinyl and ethyl. This possibility was not

addressed in the earlier experimental work. Therefore, the microkinetic model is

used here to assess the role of ethylidene in propene synthesis and to determine

whether this alternative mechanism is consistent with the experimental evidence.

As before, various model choices and assumptions described in Section 2.4.2 were

made regarding the TPD conditions and the behavior of the reaction mechanism.

Unlike in Chapter 3, only the high-coverage regime has been considered for ethy-

lene and propene production. Analysis of the kinetics suggests that methane for-

mation will be more likely in the low coverage regime, and this is consistent with

the TPD experiments shown in Figure 4.6 that indicate that C2 and C3 species

are formed in significant quantities only at high coverages. Table 4.5 summarizes
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the key initial conditions for the TPD simulations.

Table 4.5: TPD microkinetic model conditions used to initialize the V(100) surface
for propene formation.

Initial fractional surface coverages θi:
*CH2 0.10∼0.25 ML
H2O* 0.10 ML
Vacant sites: 0.01 ML (high coverage)

Temperature program:
Initial temperature 100 K
Heating rate 1 K per 100 seconds
Final temperature 1000 K

Figure 4.8 shows simulated TPD profiles for gas desorption of methane, ethy-

lene and propene, with the high-coverage regime defined by the conditions specified

in Table 4.5, with different *CH2 initial coverages. The relative product yields of

methane, ethylene, and propene qualitatively agree with the experiments.77,102

At lower initial *CH2 coverages, methane is the primary product. As the initial

coverage of *CH2 increases, the amount of ethylene produced increases until it is

comparable with the methane production. Propene production also increases with

increasing doses of initial *CH2, though it is produced in much smaller quanti-

ties than methane or ethylene. Moreover, just as in the experiments, no gaseous

ethyne production is observed in the simulations.

The key differences between the simulations and experiments are the TPD

peak positions. Once again, the peak positions occur around 500 K, instead of

near 300 K as in the experiments. As discussed in Chapter 3, this discrepancy

may well arise from the neglect of co-adsorbate interactions in the model.
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We also investigated initially dosing the surface with both *CH2 and various

*C2 species to mimic the TPD experiments in Figure 4.7. Figure 4.9 shows the

results, which are similar to those from the TPD experiments. As in the experi-

mental TPD profiles in Figure 4.7, dosing the surface with methylene and ethyl,

methylene and ethylene, or methyl and vinyl does not produce propene gas in

any significant quantities (Figure 4.9 a). On the other hand, combinations of

methylene and vinyl or methylene and ethyne do produce propene (Figure 4.9 b).

We also mimicked the kinetic isotope TPD experiments in Figure 4.9 c by

dosing the surface with *CD2 and *CHCH2. Rather than compute explicit kinetic

isotope effects for each reaction as was done in Chapter 3, we obtained an estimated

isotope effect by averaging over the data in Table 3.2 and other *C1 ∼ *C3 isotope

calculations. In this manner, we estimate that dehydrogenation reactions occur

approximately three times faster than de-deuteration ones. Secondary isotope

effects are typically smaller, so we neglect any effect from deuterium substitution

on the carbon-carbon coupling reactions. The resulting isotopically labeled TPD

simulation also agrees reasonably well with the experiments in that dosing the

surface with a mixture of *CD2 and *CHCH2 yields C3H4D2 (Figure 4.9 c).

Overall, while the TPD peaks occur at too high of temperatures in the simu-

lations, the model accurately reproduces many key qualitative observations from

the Shen and Zaera experiments.
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4.3.2.4 Real-time flux analysis

Flux analysis was used to interpret detailed mechanism which leads to the

simulation results described above.

Reaction flux rates for each step in the alkenyl, alkyl and ethylidene mecha-

nisms are shown in Figure 4.10. On every stage to propene production, C1-C1

coupling, C1-C2 coupling and hydrogenation/dehydrogenation to propene adsor-

bates, reaction fluxes along the ethylidene mechanism surpass the others. In addi-

tion, Figure 4.11 clearly shows that hydrogenation of CHCHCH3 in the ethylidene

mechanism is the dominant pathway to propene production. Virtually no propene

is formed via the alkenyl or alkyl mechanisms. We also observe that ethylene

formation occurs via the hydrogenation of vinyl (Figure 4.11), which is consistent

with what was inferred from the DFT calculations in Section 4.3.2.1.

Figure 4.12 shows that the coverage of surface species during the TPD simu-

lations. Ethyl, ethylidene and vinyl all do appear on the vanadium surface. At

first, the lack of surface sites hinders dissociation of CH2, and methylene hydro-

genation occurs more readily, followed by CH2-CH3 coupling and also CH-CH3

coupling later. When the surface is not that crowded after methane desorption at

450 K, ethyl is dissociated back to methylene and methyl surface species. From

520 K, the hydrocarbon-chain growth continues from *C2 species to *C3 species

through *CHCH3 intermediate. Meanwhile vinyl is formed from dehydrogenation

of *CHCH3, and then yields ethylene desorption after hydrogenation. In this way,
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Figure 4.11: Preferred pathway for propene and ethylene formation. The real-time
reaction rate indicates hydrogenation of CHCHCH3 is the last step to propene
production; ethylene forms from the hydrogenation of vinyl.
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neither ethyl nor vinyl contributes significantly to propene formation. Even the

ethylene production could be traced to the dehydrogenation of ethylidene to vinyl.

Flux analysis also enables us to understand the results of the different initial

dosing combinations in Figure 4.9. In particular, when methylene and ethylene

are dosed together (Figure 4.9 a, middle trace), fast desorption of ethylene pre-

vents significant propene production. When methylene and ethyl are combined

(Figure 4.9 a, top trace), the ethyl dehydrogenates rapidly to form ethylene and

desorbs without forming propene. In contrast, the combination of methylene and

vinyl or methylene and ethyne (Figure 4.9 b, bottom two traces) produces propene

because both vinyl and ethyne can be hydrogenated to form the key ethylidene

intermediate. Finally, the propene isotopomer C3H4D2 production which was ob-

served in experiments that co-adsorbed *CD2 and vinyl (Figure 4.9 c, top trace)

does not result from CD2-CHCH2 coupling, but from CHCH2D-CD coupling (Fig-
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Figure 4.12: Evolution of the surface coverages of all detectable adsorbates as a function of time estimated from our microkinetic
modeling of the TPD experiments with *CH2 on V(100).
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ure 4.9 c, top trace). Overall, our model reproduces the major experimental TPD

observations well. However it attributes these results to a mechanism in which

ethylidene, not vinyl, is the key chain-growth intermediate.

4.4 Comparison with the mechanism on tradi-

tional FT catalysts

4.4.1 Background

Our studies of FT chemistry on V(100) in Chapter 3 and 4 suggest that

ethylidene is a key reaction intermediate in hydrocarbon-chain growth. Although

vanadium-based catalysts have many important applications in industry, e.g. vana-

dium phosphorous oxide (VPO) in converting n-butane to maleic anhydride,138

and vanadium oxides applied in the partial oxidation of hydrocarbons,139,140 metal-

lic vanadium is still a poor FT catalyst. Metallic vanadium oxidizes readily, pro-

duces large amounts of methane instead of longer-chain hydrocarbons due to the

high activation barriers for the chain-growth reactions. In FT synthesis, the syn-

gas production via steam reforming typically accounts for 60-70% of the capital

costs of the total plant.71 Therefore, maximum utilization of syngas in the FT

reactors is very important. Methane formation, which is the reverse process of

steam reforming, is unfortunately an undesirable by-product of FT synthesis. In

this way, suppressing methane-formation is necessary, and the selectivity toward

hydrocarbon-chain growth over methane formation is a key criterion used to judge
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FT catalysts. To better understand the FT chemistry, the study on practical FT

catalyst metals is necessary.

Across the periodic table, only Ru, Fe, Co and Ni, have enough activity for

commercial utilization. Ni is too hydrogenating and mainly produces unwanted

methane, like vanadium. Ru has the highest activity and selectivity towards long-

chain hydrocarbons, but it is expensive and found in low abundance on earth,

making it impractical for large-scale application. Hence, Fe and Co are typically

employed in industry at present, since they are much cheaper while maintaining

fairly good selectivity. Fe is better for high-temperature FT processes (573-623K),

with the yields of C1-C15 hydrocarbons and a large fraction of valuable chemicals

such as α-olefins and oxygenates. Fe and Co both work in low-temperature FT

processes (473-513K), which leads to the production of linear long-chain hydro-

carbons (ultra-clean diesel fuels). Since most FT research has focused on using it

to produce liquid fuels, most FT technologies developed in the last two decades

utilize the low-temperature process. Co is considered as the optimal choice for the

synthesis of long-chain hydrocarbons, although it is more expensive than Fe.141

There are already some DFT calculations on the practical FT catalysts (e.g.

Co, Fe and Ru) in the scientific literatures. Hu’s group investigated methane selec-

tivity on Rh, Co, Ru, Fe, Re flat and stepped surfaces, and believes that C-CH and

CH-CH coupling might be preferred in the competition between hydrogenation to

methane and hydrocarbon-chain growth, according to the estimation of effective

barriers (∆Eeff).
48,68–73 Studies on the Ru(0001) surface by the van Santen group

indicate that CH-CH2 and CH-CH3 are important on that catalyst.35,74,75 Calcu-
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lations from the Ziegler group focused on the Fe(100) surface, and their reaction

energy profiles suggest that CH-CH3 might be a key intermediate.38,76

Among current DFT calculations focused on FT synthesis, basically there are

two methods to determine the important reaction pathways: (1) qualitative anal-

ysis on energy profiles, higher reaction barriers, lower reaction rates;38,76 (2) quan-

titative microkinetic modeling to analyze the detailed kinetics, as we have done in

Chapter 3 and 4. Mechanisms through ethyl, vinyl and ethylidene intermediates

will be tested with the above three method, which could bring us a general idea

about the FT chemistry on several catalysts.

4.4.2 Comparison of reaction energetics and kinetics

4.4.2.1 Computational details

In this section, we combine DFT predictions from a number of different studies.

The calculation parameters (e.g. planewave cutoff energies and k-point sampling),

the exchange-correlation functionals and model surfaces used vary across the dif-

ferent studies (Table 4.6). This should not cause significant problems, however,

since the energy profiles for any particular elementary reaction step from different

groups are not compared quantitatively. We investigate the mechanism competi-

tion on the same catalyst surface, and then only compare the kinetically dominant

mechanisms across different catalysts.

93



Table 4.6: Summary on computational details of literature data, with DFT calculation on practical FT catalysts

Hu group71 Ziegler group38,76 van Santen group35,74,75 Our group

Software package SIESTA VASP VASP DACAPO

Exchange-correlation GGA-PBE GGA-PW91 GGA-PW91 GGA-RPBE
functional GGA-PBE (exchange-correlation effects) (exchange-correlation effects)

GGA-usPPS GGA-usPPS
(ion-electron interaction) (ion-electron interaction)

Cut-off energy 200 Ry 360 eV 300 eV 340 eV

K-points 4× 5× 1 7× 7× 1 5× 5× 5 4× 4× 4

Locate TS Constrained optimization ciNEB NEB NEB + TS search

Catalyst surface Rh Co Ru Fe Re Fe(100) Ru(0001) V(100)

Spin × ! × ! × ! × ×
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Table 4.7: Energy profile for propene formation on Fe(100) surface, obtained by
Ziegler group.38,76

Elementary step on Fe(100) ∆Erxn ∆Eact

(kJ/mol) (kJ/mol)
*CH2 + *CH3 −→ *CH2CH3 + * 24 145
*CH + *CH2 −→ *CHCH2 + * 31 114
*CH + *CH3 −→ *CHCH3 + * 42 84

*CH2 + *CH2CH3 −→ *CH2CH2CH3 + * -57 44
*CH2 + *CHCH2 −→ *CH2CHCH2 + * -15 95
*CH + *CHCH3 −→ *CHCHCH3 + * 0 70

*CH2CH2CH3 + * −→ *CH2CHCH3 + H 20 55
*CH2CHCH2 + *H −→ *CH2CHCH3 + * -13 98
*CHCHCH3 + H −→ *CH2CHCH3 + * -3 71

4.4.2.2 Qualitative analysis on energy profiles

Reaction barriers pay a critical role in determining reaction kinetics, so sim-

ple analysis of the reaction energy profiles provides valuable information about

the mechanism competition. In the methane-formation in Figure 4.13, vanadium

surface shows qualitatively similar chemistry to the other catalysts, including the

traditional FT catalysts Co and Fe. Specifically, methylene is not the most sta-

ble species. Instead, it can dehydrogenate quickly to methylidyne and hydrogen

surface species.

For propene formation, the Ziegler group performed DFT calculations on the

Fe(100) surface,38,76 as seen in Table 4.7. Just as for V(100), ethylidene forma-

tion exhibits a significantly lower activation barrier (84 kJ/mol) than vinyl (114

kJ/mol) or ethyl (145 kJ/mol), suggesting that ethylidene may also be an impor-

tant intermediate on Fe.
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Figure 4.13: Energy profiles of C1 species on Re, Fe, Ru, Co, Rh surfaces (right frame) obtained by Hu group71 and energy profiles
of C1 species on V surface (left frame) obtained by our group.
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4.4.2.3 Quantitative analysis on the real-time reaction flux

Using the reaction energetics in Table 4.7,38,76 we adapted our microkinetic

model to Fe(100). With 0.20 ML initial coverage of CH2, at a constant temperature

of 534 K (similar to the industrial FT temperatures), CH-CH3 coupling is still the

dominant pathway for hydrocarbon-chain growth (Figure 4.14), just as we saw on

V(100).

However, unlike vanadium, iron promotes chain growth due to the lower carbon-

carbon coupling reaction barriers. Propene accounts for roughly 20% of the pro-

duction on iron in our simulations, compared to less than 2% on vanadium. Over-

all, these comparisons suggest that the FT mechanism behaves similarly on iron

and vanadium. Therefore, the Shen and Zaera experiments on V(100) may provide

insights onto the chemistry occurring on iron. Further investigation is needed to

determine how this mechanism compares to that which occurs on cobalt.

Figure 4.14: Flux analysis on Fe surface: CH-CH3 coupling is the dominant path-
way at the beginning of hydrocarbon-chain growth.
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4.5 Conclusions

The mechanism leading to the production of C1-C3 hydrocarbons (e.g. methane,

ethylene and propene) in FT chemistry on V(100) are explored. The DFT cal-

culations here support inferences from earlier studies that the alkyl mechanism is

too energetically unfavorable to play a significant role in FT propene synthesis on

V(100). The earlier studies had argued for the alkenyl mechanism instead. How-

ever, the model developed here suggests a new interpretation of the experiments

in which ethylidene, *CHCH3, is the key chain-growth intermediate.

A microkinetic model was constructed to find out the active pathway(s) for

propene formation, among alkenyl, alkyl and CHCH3 mechanism. A set of simu-

lations based on this model qualitatively reproduce the experimental TPD profiles

with desorption yields of methane, ethylene and propene. Flux analysis indicates

vinyl and ethyl almost have no influence on hydrogen-carbon chain growth to *C3

species, while *CHCH3 appears to be the critical intermediate.

We also compared our model predictions for Fischer-Tropsch synthesis on

V(100) with other DFT predictions on the surfaces of traditional Fischer-Tropsch

catalyst surfaces such as cobalt, iron and ruthenium.35,38,68,69,71,74–76,142 While more

study is needed before conclusions can be drawn regarding the cobalt and ruthe-

nium surfaces, the ethylidene mechanism appears to be viable on iron surfaces.

The similarity of the predicted mechanisms on iron and vanadium suggest that the

Shen and Zaera experiments on vanadium may indeed provide useful experimental

insights into iron-catalyzed Fischer-Tropsch synthesis.
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Chapter 5

Conclusions

Fischer-Tropsch (FT) synthesis has long been one of most important industrial

reactions for synthetic fuel production, but much controversy still surrounds the

nature of the hydrocarbon chain-propagation intermediates: does it involve the

alkyl mechanism with an ethyl intermediate, the alkenyl mechanism with a vinyl

intermediate, or some alternative mechanism? The temperature-programmed des-

orption and x-ray photoelectron spectroscopy experiments by Shen and Zaera77

provided the first strong surface-science data for this chemistry occurring on vana-

dium (100) under ultrahigh vacuum. Based on this data, they argued that vinyl

formation and its coupling with methylene were the key propene formation steps.

However, it was unclear if this was the best interpretation for the data and how

meaningful those experiments were for the chemistry occurring on more practical

transition metal catalysts.

Compared to studies on complex real-world catalysts, the single-crystal, ul-

trahigh vacuum experiments provide an excellent opportunity of validating DFT
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predictions of the Fischer-Tropsch surface chemistry and building toward a uni-

fied theoretical and experimental interpretation of the mechanism. Specifically

we investigated whether the alkenyl mechanism is favored over the alkyl mecha-

nism, and whether one of those mechanisms or some alternative mechanism pro-

vided the best explanation for the experimental data on V(100). A first-principles

microkinetic model with DFT calculation results was constructed to investigate

Fischer-Tropsch chemistry on V(100), with particular emphasis on identifying the

key hydrocarbon-chain growth intermediates.

The model was first implemented to focus on C1 groups and the relatively

simple chemistry of methane production. Initially, the DFT results appeared to

disagree with the experimental observations by predicting a very low barrier for

methylene dehydrogenation. However, this apparent discrepancy was resolved by

simulating a set of isotopic-substitution temperature programmed desorption ex-

periments. The microkinetic model reproduced the experimental isotopic distribu-

tion across a range of plausible initial conditions. It also predicted the formation of

the CH3D isotopomer, which had not been identified in previous experiments but

which new experimental data here supports. According to the model, the experi-

mental data that was previously used to argue that methylene dehydrogenation is

rate-limiting results from some combination of limited residual background hydro-

gen in the experimental system and/or limited vacant vanadium surface sites at

which the dehydrogenation can occur. This study highlights the value of close col-

laboration between theory and experiments in unraveling complex heterogeneous

chemical processes.
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Next, a more complete model describing the production of C1-C3 hydrocarbon

products (e.g. methane, ethylene and propene) in FT chemistry was explored.

The DFT calculations agree well with the experimental inferences that the alkyl

mechanism is kinetically hindered compared to the alkenyl one. More significantly,

we identified ethylidene (*CHCH3) as another potential key intermediate. The

ethylidene mechanism exhibits comparatively low C-C coupling activation barriers

that facilitate hydrocarbon-chain growth. Microkinetic modeling demonstrated

that this ethylidene mechanism dominates over the alkyl and alkenyl mechanisms,

and that it can reproduce key features of the experimental data. Specifically,

the model reproduces the qualitatively correct ratios of methane, ethylene, and

propene products. It also correctly reproduces and explains major features from

the multiple TPD experiments that co-adsorbed methylene with various other

potential reaction intermediates. All of this data suggests that the ethylidene

mechanism uncovered by the DFT calculations and microkinetic model described

here provides a viable interpretation for the Fischer-Tropsch chemistry observed

in the Shen and Zaera experiments.

Finally, we compared our model predictions for Fischer-Tropsch synthesis on

V(100) with other DFT predictions on the surfaces of traditional Fischer-Tropsch

catalyst surfaces such as cobalt, iron and ruthenium.35,38,68,69,71,74–76,142 While more

study is needed before conclusions can be drawn regarding the cobalt and ruthe-

nium surfaces, the ethylidene mechanism appears to be viable on iron surfaces.

The similarity of the predicted mechanisms on iron and vanadium suggest that the

Shen and Zaera experiments on vanadium may indeed provide useful experimental
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insights into iron-catalyzed Fischer-Tropsch synthesis.

Future research should focus on (1) designing co-adsorption and/or isotopic

substitution TPD experiments to help discriminate between the alkenyl and ethyli-

dene mechanisms on V(100) and (2) further theoretical (and perhaps experimental

surface science) efforts to examine the transferability of this chemistry to catalysts

such as cobalt or ruthenium.
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Appendix A

Matlab code structure of microkinetic model

Matlab code was developed to integrate the microkinetic model equations to

simulate the surface reactions and gaseous product desorption occurring in the

TPD experiments. The Matlab code structure is illustrated in Figure A.1.

In TPD experiments, the sample gas is initially dosed on to the single-crystal

metal surface at low temperature (Tinitial). Then the system is heated at a con-

stant rate β (that is ∆T/∆t), stimulating surface reactions and gaseous product

desorption. Although the temperature rises continuously in the experiments, for

simplicity we model the heating as a set of short, constant-temperature intervals

∆T (e.g. ∆T = 1.0 K, ∆t = 100 s; or ∆T = 0.1 K, ∆t = 10 s for a smoother

simulated TPD curve), and with the temperature changing in discrete steps be-

tween each interval. This allows one to compute a set of fixed rate and equilibrium

constants for the current temperature:

Kc(T ) = e−∆Grxn(T )/RT (A.1)
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Figure A.1: Matlab code structure of microkinetic model. (1) The initial concen-
tration θi,0 for each species involved is set. If it is not the initial temperature, the
initial concentrations of species are assumed to be the final concentrations of the
last heating step (T−∆T ). (2) The rate constants are updated with the increasing
temperatures. (3) The differential equations with variables of all species concen-
trations are solved for a certain heating step. The same procedures from (1) to
(3) are repeated to simulate the next heating step until the final temperature.

TPD simulation from T to T

heating rate
initial final (100K -1000K)

T / t (1 K /100 s)¦¤ ¦¤

Estimation of rate constants
k(T)   k (T)j

Differential equations d¦Èi (T)

ode15s

/dt

solved by

T T Tinitial final¡Ü ¡Ü

True False
If T=T initial

Initial concentration

before heating i,0¦È
Initial concentration at T

=(T) (T- T)t ¦¤¦È ¦Èi, i,0 ¦¤

T= T+ T¦¤

¦Èi,t(T)

False

End
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kfor(T ) =
kBT

h
e−∆Gact(T )/RT (A.2)

krev(T ) =
kfor(T )

Kc(T )
(A.3)

where Kc(T ) is the equilibrium constant, kfor(T ) is the forward reaction rate

constant, krev(T ) is the reverse reaction rate constant, ∆Grxn(T ) is the reaction

free energy, and ∆Gact(T ) is the free energy of activation calculated by DFT

method. As stated previously, the temperature variation of ∆H and ∆S was

ignored when computing ∆G(T ).

The reaction flux for any elementary step j at the certain temperature T can

be expressed as:

reaction fluxj = kfor,j

SR
∏

l=1

θ
−νj,l
l − krev,j

SP
∏

l=1

θ
νj,l
l (A.4)

where νj,l is the stoichiometric coefficient of species i in reaction j; kfor,j and krev,j

are the rate constants for the forward and reverse reaction j that are estimated by

thermochemistry data; θ represents the variable of species surface coverage. The

rate constants are updated with the increasing temperatures.

In the heating interval at the certain temperature, linking all the elementary

steps that species i involved, a complete set of time-dependent ordinary differential

equations with variables of all species concentrations (or surface coverages θi) is

built:

dθi
dt

=
no.rxns
∑

j=1

νj,i[kfor,j

SR
∏

l=1

θ
−νj,l
l − krev,j

SP
∏

l=1

θ
νj,l
l ] (A.5)

It is solved using the stiff ordinary differential equation solver (ode15s in Matlab),

time stepping to steady state for a specified reaction time (∆t). All species concen-

trations could be mapped at this heating step. And the final distributions of the
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species at this moment provides the initial conditions in next heating step. Such

cycles of differential equations and heating are repeated until the final temperature

(Tfinal) is reached.
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Appendix B

Differential equation set to simulate methane for-

mation

For the simulations of methane formation with isotopic labeling (Chapter 3),

twenty-eight gaseous and surface species and thirty-five reactions are included in

the model, as shown in Table 3.2.

The elementary reaction steps are listed below, where ’V’ refers to a vacant

surface site, species with ’gas’ in the name are gaseous, and all others are surface

species. For jth elementary reaction step, kj and kij correspond to the forward

and reverse reactant rate constants, respectively.

1. CH3 + H −→ CH4gas + 2V

2. CH3 + D −→ CH3Dgas + 2V

3. CH2D + H −→ CH3Dgas + 2V

4. CH2D + D −→ CH2D2gas + 2V

5. CHD2 + H −→ CH2D2gas + 2V

6. CHD2 + D −→ CHD3gas + 2V
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7. CD3 + H −→ CHD3gas + 2V

8. CD3 + D −→ CD4gas + 2V

9. H + H −→ H2gas + 2V

10. H + D −→ HDgas + 2V

11. D + D −→ D2gas + 2V

12. C + H −→ CH + V

13. C + D −→ CD + V

14. CH + H −→ CH2 + V

15. CH + D −→ CHD + V

16. CD + H −→ CHD + V

17. CD + D −→ CD2 + V

18. CH2 + H −→ CH3 + V

19. CH2 + D −→ CH2D + V

20. CHD + H −→ CH2D + V

21. CHD + D −→ CHD2 + V

22. CD2 + H −→ CHD2 + V

23. CD2 + D −→ CD3 + V

24. CH2 + H −→ CH3 4f + V

25. CH2 + D −→ CH2D 4f + V

26. CHD + H −→ CH2D 4f + V

27. CHD + D −→ CHD2 4f + V

28. CD2 + H −→ CHD2 4f + V

29. CD2 + D −→ CD3 4f + V
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30. CH3 4f + V −→ CH3 + V

31. CH2D 4f + V −→ CH2D + V

32. CHD2 4f + V −→ CHD2 + V

33. CD3 4f + V −→ CD3 + V

34. OH + V −→ Oxy + H

35. H2O + V −→ OH + H

The differential equations are listed below, where θi represents the surface

coverage of species i:

dθH2gas

dt
= +k9 ∗ θH ∗ θH − ki9 ∗ θH2gas ∗ θV ∗ θV ;

dθHDgas

dt
= +k10 ∗ θH ∗ θD − ki10 ∗ θHDgas ∗ θV ∗ θV ;

dθD2gas

dt
= +k11 ∗ θD ∗ θD − ki11 ∗ θD2gas ∗ θV ∗ θV ;

dθCH4gas

dt
= +k1 ∗ θCH3 ∗ θH − ki1 ∗ θCH4gas ∗ θV ∗ θV ;

dθCH3Dgas

dt
= +k2 ∗ θCH3 ∗ θD − ki2 ∗ θCH3Dgas ∗ θV ∗ θV + k3 ∗ θCH2D ∗ θH − ki3 ∗

θCH3Dgas ∗ θV ∗ θV ;

dθCH2D2gas

dt
= +k4 ∗ θCH2D ∗ θD − ki4 ∗ θCH2D2gas ∗ θV ∗ θV + k5 ∗ θCHD2 ∗ θH −

ki5 ∗ θCH2D2gas ∗ θV ∗ θV ;

dθCHD3gas

dt
= +k6 ∗ θCHD2 ∗ θD − ki6 ∗ θCHD3gas ∗ θV ∗ θV + k7 ∗ θCD3 ∗ θH − ki7 ∗

θCHD3gas ∗ θV ∗ θV ;

dθCD4gas

dt
= +k8 ∗ θCD3 ∗ θD − ki8 ∗ θCD4gas ∗ θV ∗ θV ;

dθC
dt

= −k12 ∗ θC ∗ θH + ki12 ∗ θCH ∗ θV − k13 ∗ θC ∗ θD + ki13 ∗ θCD ∗ θV ;
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dθCH

dt
= +k12 ∗ θC ∗ θH − ki12 ∗ θCH ∗ θV − k14 ∗ θCH ∗ θH + ki14 ∗ θCH2 ∗ θV −

k15 ∗ θCH ∗ θD + ki15 ∗ θCHD ∗ θV ;

dθCD

dt
= +k13 ∗ θC ∗ θD − ki13 ∗ θCD ∗ θV − k16 ∗ θCD ∗ θH + ki16 ∗ θCHD ∗ θV −

k17 ∗ θCD ∗ θD + ki17 ∗ θCD2 ∗ θV ;

dθCH2

dt
= +k14 ∗ θCH ∗ θH − ki14 ∗ θCH2 ∗ θV − k18 ∗ θCH2 ∗ θH + ki18 ∗ θCH3 ∗

θV − k19 ∗ θCH2 ∗ θD + ki19 ∗ θCH2D ∗ θV − k24 ∗ θCH2 ∗ θH + ki24 ∗ θCH3 4f ∗ θV −

k25 ∗ θCH2 ∗ θD + ki25 ∗ θCH2D 4f ∗ θV ;

dθCHD

dt
= +k15 ∗ θCH ∗ θD − ki15 ∗ θCHD ∗ θV + k16 ∗ θCD ∗ θH − ki16 ∗ θCHD ∗

θV − k20 ∗ θCHD ∗ θH + ki20 ∗ θCH2D ∗ θV − k21 ∗ θCHD ∗ θD + ki21 ∗ θCHD2 ∗ θV −

k26 ∗ θCHD ∗ θH + ki26 ∗ θCH2D 4f ∗ θV − k27 ∗ θCHD ∗ θD + ki27 ∗ θCHD2 4f ∗ θV ;

dθCD2

dt
= +k17 ∗ θCD ∗ θD − ki17 ∗ θCD2 ∗ θV − k22 ∗ θCD2 ∗ θH + ki22 ∗ θCHD2 ∗

θV − k23 ∗ θCD2 ∗ θD + ki23 ∗ θCD3 ∗ θV − k28 ∗ θCD2 ∗ θH + ki28 ∗ θCHD2 4f ∗ θV −

k29 ∗ θCD2 ∗ θD + ki29 ∗ θCD3 4f ∗ θV ;

dθCH3

dt
= −k1∗θCH3∗θH+ki1∗θCH4gas∗θV ∗θV −k2∗θCH3∗θD+ki2∗θCH3Dgas∗

θV ∗ θV + k18 ∗ θCH2 ∗ θH − ki18 ∗ θCH3 ∗ θV + k30 ∗ θCH3 4f ∗ θV − ki30 ∗ θCH3 ∗ θV ;

dθCH2D

dt
= −k3 ∗ θCH2D ∗ θH + ki3 ∗ θCH3Dgas ∗ θV ∗ θV − k4 ∗ θCH2D ∗ θD + ki4 ∗

θCH2D2gas ∗ θV ∗ θV + k19 ∗ θCH2 ∗ θD − ki19 ∗ θCH2D ∗ θV + k20 ∗ θCHD ∗ θH − ki20 ∗

θCH2D ∗ θV + k31 ∗ θCH2D 4f ∗ θV − ki31 ∗ θCH2D ∗ θV ;

dθCHD2

dt
= −k5 ∗ θCHD2 ∗ θH + ki5 ∗ θCH2D2gas ∗ θV ∗ θV − k6 ∗ θCHD2 ∗ θD + ki6 ∗

θCHD3gas ∗ θV ∗ θV + k21 ∗ θCHD ∗ θD − ki21 ∗ θCHD2 ∗ θV + k22 ∗ θCD2 ∗ θH − ki22 ∗
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θCHD2 ∗ θV + k32 ∗ θCHD2 4f ∗ θV − ki32 ∗ θCHD2 ∗ θV ;

dθCD3

dt
= −k7∗θCD3∗θH+ki7∗θCHD3gas ∗θV ∗θV −k8∗θCD3 ∗θD+ki8∗θCD4gas ∗

θV ∗ θV + k23 ∗ θCD2 ∗ θD − ki23 ∗ θCD3 ∗ θV + k33 ∗ θCD3 4f ∗ θV − ki33 ∗ θCD3 ∗ θV ;

dθCH3 4f

dt
= +k24∗θCH2∗θH−ki24∗θCH3 4f∗θV −k30∗θCH3 4f∗θV+ki30∗θCH3∗θV ;

dθCH2D 4f

dt
= +k25 ∗ θCH2 ∗ θD − ki25 ∗ θCH2D 4f ∗ θV + k26 ∗ θCHD ∗ θH − ki26 ∗

θCH2D 4f ∗ θV − k31 ∗ θCH2D 4f ∗ θV + ki31 ∗ θCH2D ∗ θV ;

dθCHD2 4f

dt
= +k27 ∗ θCHD ∗ θD − ki27 ∗ θCHD2 4f ∗ θV + k28 ∗ θCD2 ∗ θH − ki28 ∗

θCHD2 4f ∗ θV − k32 ∗ θCHD2 4f ∗ θV + ki32 ∗ θCHD2 ∗ θV ;

dθCD3 4f

dt
= +k29∗θCD2∗θD−ki29∗θCD3 4f∗θV −k33∗θCD3 4f∗θV +ki33∗θCD3∗θV ;

dθV
dt

= +2∗k1∗θCH3∗θH−2∗ki1∗θCH4gas ∗θV ∗θV +2∗k2∗θCH3∗θD−2∗ki2∗

θCH3Dgas∗θV ∗θV +2∗k3∗θCH2D∗θH−2∗ki3∗θCH3Dgas∗θV ∗θV +2∗k4∗θCH2D∗θD−

2∗ki4∗θCH2D2gas∗θV ∗θV +2∗k5∗θCHD2∗θH−2∗ki5∗θCH2D2gas∗θV ∗θV +2∗k6∗

θCHD2∗θD−2∗ki6∗θCHD3gas∗θV ∗θV +2∗k7∗θCD3∗θH−2∗ki7∗θCHD3gas∗θV ∗θV +

2∗k8∗θCD3∗θD−2∗ki8∗θCD4gas∗θV ∗θV +2∗k9∗θH∗θH−2∗ki9∗θH2gas∗θV ∗θV +

2∗k10∗θH ∗θD−2∗ki10∗θHDgas∗θV ∗θV +2∗k11∗θD∗θD−2∗ki11∗θD2gas∗θV ∗θV +

k12∗θC ∗θH−ki12∗θCH ∗θV +k13∗θC ∗θD−ki13∗θCD ∗θV +k14∗θCH ∗θH−ki14∗

θCH2∗θV +k15∗θCH ∗θD−ki15∗θCHD∗θV +k16∗θCD∗θH−ki16∗θCHD∗θV +k17∗

θCD∗θD−ki17∗θCD2∗θV +k18∗θCH2∗θH−ki18∗θCH3∗θV +k19∗θCH2∗θD−ki19∗

θCH2D∗θV +k20∗θCHD∗θH−ki20∗θCH2D∗θV +k21∗θCHD∗θD−ki21∗θCHD2∗θV +

k22∗θCD2 ∗θH −ki22∗θCHD2 ∗θV +k23∗θCD2 ∗θD−ki23∗θCD3 ∗θV +k24∗θCH2 ∗

θH −ki24∗ θCH3 4f ∗ θV +k25∗ θCH2 ∗ θD −ki25∗ θCH2D 4f ∗ θV +k26∗ θCHD ∗ θH −
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ki26∗θCH2D 4f ∗θV +k27∗θCHD ∗θD−ki27∗θCHD2 4f ∗θV +k28∗θCD2∗θH−ki28∗

θCHD2 4f ∗θV +k29∗θCD2∗θD−ki29∗θCD3 4f ∗θV −k30∗θCH3 4f ∗θV +ki30∗θCH3∗

θV +k30∗ θCH3 4f ∗ θV −ki30∗ θCH3 ∗ θV −k31∗ θCH2D 4f ∗ θV +ki31∗ θCH2D ∗ θV +

k31∗θCH2D 4f ∗θV −ki31∗θCH2D ∗θV −k32∗θCHD2 4f ∗θV +ki32∗θCHD2∗θV +k32∗

θCHD2 4f ∗θV −ki32∗θCHD2∗θV −k33∗θCD3 4f ∗θV +ki33∗θCD3∗θV +k33∗θCD3 4f ∗

θV −ki33∗θCD3∗θV −k34∗θOH∗θV +ki34∗θOxy∗θH−k35∗θH2O∗θV +ki35∗θOH∗θH ;

dθH
dt

= −k1∗θCH3 ∗θH+ki1∗θCH4gas ∗θV ∗θV −k3∗θCH2D ∗θH+ki3∗θCH3Dgas ∗

θV ∗θV −k5∗θCHD2∗θH+ki5∗θCH2D2gas ∗θV ∗θV −k7∗θCD3∗θH+ki7∗θCHD3gas ∗

θV ∗ θV −2 ∗k9 ∗ θH ∗ θH +2 ∗ki9 ∗ θH2gas ∗ θV ∗ θV −k10 ∗ θH ∗ θD +ki10 ∗ θHDgas ∗

θV ∗ θV − k12 ∗ θC ∗ θH + ki12 ∗ θCH ∗ θV − k14 ∗ θCH ∗ θH + ki14 ∗ θCH2 ∗ θV − k16 ∗

θCD ∗ θH +ki16∗ θCHD ∗ θV −k18∗ θCH2 ∗ θH +ki18∗ θCH3 ∗ θV −k20∗ θCHD ∗ θH +

ki20 ∗ θCH2D ∗ θV − k22 ∗ θCD2 ∗ θH + ki22 ∗ θCHD2 ∗ θV − k24 ∗ θCH2 ∗ θH + ki24 ∗

θCH3 4f ∗ θV − k26 ∗ θCHD ∗ θH + ki26 ∗ θCH2D 4f ∗ θV − k28 ∗ θCD2 ∗ θH + ki28 ∗

θCHD2 4f ∗ θV +k34∗ θOH ∗ θV −ki34∗ θOxy ∗ θH +k35∗ θH2O ∗ θV −ki35∗ θOH ∗ θH ;

dθD
dt

= −k2∗θCH3∗θD+ki2∗θCH3Dgas∗θV ∗θV −k4∗θCH2D∗θD+ki4∗θCH2D2gas∗

θV ∗θV −k6∗θCHD2∗θD+ki6∗θCHD3gas∗θV ∗θV −k8∗θCD3∗θD+ki8∗θCD4gas∗θV ∗

θV −k10∗θH ∗θD+ki10∗θHDgas ∗θV ∗θV −2∗k11∗θD ∗θD+2∗ki11∗θD2gas∗θV ∗

θV −k13∗θC ∗θD+ki13∗θCD ∗θV −k15∗θCH ∗θD+ki15∗θCHD ∗θV −k17∗θCD ∗

θD+ki17∗θCD2 ∗θV −k19∗θCH2 ∗θD+ki19∗θCH2D ∗θV −k21∗θCHD ∗θD+ki21∗

θCHD2 ∗ θV −k23 ∗ θCD2 ∗ θD+ki23 ∗ θCD3 ∗ θV −k25 ∗ θCH2 ∗ θD +ki25 ∗ θCH2D 4f ∗

θV − k27 ∗ θCHD ∗ θD + ki27 ∗ θCHD2 4f ∗ θV − k29 ∗ θCD2 ∗ θD + ki29 ∗ θCD3 4f ∗ θV ;

dθOH

dt
= −k34 ∗ θOH ∗ θV + ki34 ∗ θOxy ∗ θH + k35 ∗ θH2O ∗ θV − ki35 ∗ θOH ∗ θH ;
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dθH2O

dt
= −k35 ∗ θH2O ∗ θV + ki35 ∗ θOH ∗ θH ;

dθOxy

dt
= +k34 ∗ θOH ∗ θV − ki34 ∗ θOxy ∗ θH ;
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Appendix C

Differential equation set to simulate propene for-

mation

For the propene formation mechanism discussed in Chapter 4, the final mi-

crokinetic model covers twenty-four gaseous and surface species and twenty-eight

reactions, as shown in Table 4.3.

The elementary reaction steps are listed below, where ’V’ refers to a vacant

surface site, species with ’gas’ in the name are gaseous, and all others are surface

species. For jth elementary reaction step, kj and kij correspond to the forward

and reverse reactant rate constants, respectively.

1. CH3 + H −→ CH4gas + V

2. CHCH + non −→ CHCHgas + V

3. CH2CH2 + non −→ CH2CH2gas + V

4. CH2CHCH3 + non −→ CH2CHCH3gas + V

5. H + H −→ H2gas + V

6. C + H −→ CH + V
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7. CH + H −→ CH2 + V

8. CH2 + H −→ CH3 + V

9. CH2 + H −→ CH3 4f + V

10. CH3 4f + V −→ CH3 + V

11. CH2 + CH3 −→ CH2CH3 + V

12. CH + CH2 −→ CHCH2 + V

13. CH + CH3 −→ CHCH3 + V

14. CHCH + H −→ CHCH2 + V

15. CHCH2 + H −→ CHCH3 + V

16. CHCH2 + H −→ CH2CH2 + V

17. CHCH3 + H −→ CH2CH3 + V

18. CH2 + CH2CH3 −→ CH2CH2CH3 + V

19. CH2 + CHCH2 −→ CH2CHCH2 + V

20. CH + CHCH3 −→ CHCHCH3 + V

21. CH2CH2CH3 + V −→ CH2CHCH3 + H

22. CH2CHCH2 + H −→ CH2CHCH3 + V

23. CHCHCH3 + H −→ CH2CHCH3 + V

24. CH + CH −→ CHCH + V

25. CH2 + CH2 −→ CH2CH2 + V

26. CHCH3 + V −→ CH2CH2 + V

27. OH + V −→ Oxy + H

28. H2O + V −→ OH + H

The differential equations are listed below, where θi represents the surface
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coverage of species i:

dθCH4gas

dt
= +k1 ∗ θCH3 ∗ θH − ki1 ∗ θCH4gas ∗ θV ∗ θV ;

dθCHCHgas

dt
= +k2 ∗ θCHCH ∗ θnon − ki2 ∗ θCHCHgas ∗ θV ;

dθCH2CH2gas

dt
= +k3 ∗ θCH2CH2 ∗ θnon − ki3 ∗ θCH2CH2gas ∗ θV ;

dθCH2CHCH3gas

dt
= +k4 ∗ θCH2CHCH3 ∗ θnon − ki4 ∗ θCH2CHCH3gas ∗ θV ;

dθH2gas

dt
= +k5 ∗ θH ∗ θH − ki5 ∗ θH2gas ∗ θV ∗ θV ;

dθC
dt

= −k6 ∗ θC ∗ θH + ki6 ∗ θCH ∗ θV ;

dθCH

dt
= +k6 ∗ θC ∗ θH − ki6 ∗ θCH ∗ θV − k7 ∗ θCH ∗ θH + ki7 ∗ θCH2 ∗ θV − k12 ∗

θCH ∗ θCH2 + ki12 ∗ θCHCH2 ∗ θV − k13 ∗ θCH ∗ θCH3 + ki13 ∗ θCHCH3 ∗ θV − k20 ∗

θCH ∗ θCHCH3+ ki20 ∗ θCHCHCH3 ∗ θV − 2 ∗ k24 ∗ θCH ∗ θCH +2 ∗ ki24 ∗ θCHCH ∗ θV ;

dθCH2

dt
= +k7∗θCH ∗θH −ki7∗θCH2 ∗θV −k8∗θCH2 ∗θH +ki8∗θCH3 ∗θV −k9∗

θCH2 ∗θH +ki9∗θCH3 4f ∗θV −k11∗θCH2 ∗θCH3+ki11∗θCH2CH3 ∗θV −k12∗θCH ∗

θCH2+ ki12 ∗ θCHCH2 ∗ θV − k18 ∗ θCH2 ∗ θCH2CH3+ ki18 ∗ θCH2CH2CH3 ∗ θV − k19 ∗

θCH2∗θCHCH2+ki19∗θCH2CHCH2∗θV −2∗k25∗θCH2∗θCH2+2∗ki25∗θCH2CH2∗θV ;

dθCH3

dt
= −k1 ∗ θCH3 ∗ θH + ki1 ∗ θCH4gas ∗ θV ∗ θV + k8 ∗ θCH2 ∗ θH − ki8 ∗ θCH3 ∗

θV + k10 ∗ θCH3 4f ∗ θV − ki10 ∗ θCH3 ∗ θV − k11 ∗ θCH2 ∗ θCH3 + ki11 ∗ θCH2CH3 ∗

θV − k13 ∗ θCH ∗ θCH3 + ki13 ∗ θCHCH3 ∗ θV ;

dθCH3 4f

dt
= +k9∗θCH2∗θH−ki9∗θCH3 4f ∗θV −k10∗θCH3 4f ∗θV +ki10∗θCH3∗θV ;

dθCHCH

dt
= −k2 ∗ θCHCH ∗ θnon+ ki2 ∗ θCHCHgas ∗ θV − k14 ∗ θCHCH ∗ θH + ki14 ∗
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θCHCH2 ∗ θV + k24 ∗ θCH ∗ θCH − ki24 ∗ θCHCH ∗ θV ;

dθCHCH2

dt
= +k12 ∗ θCH ∗ θCH2 − ki12 ∗ θCHCH2 ∗ θV + k14 ∗ θCHCH ∗ θH − ki14 ∗

θCHCH2 ∗ θV − k15 ∗ θCHCH2 ∗ θH + ki15 ∗ θCHCH3 ∗ θV − k16 ∗ θCHCH2 ∗ θH + ki16 ∗

θCH2CH2 ∗ θV − k19 ∗ θCH2 ∗ θCHCH2 + ki19 ∗ θCH2CHCH2 ∗ θV ;

dθCH2CH2

dt
= −k3 ∗ θCH2CH2 ∗ θnon + ki3 ∗ θCH2CH2gas ∗ θV + k16 ∗ θCHCH2 ∗ θH −

ki16 ∗ θCH2CH2 ∗ θV + k25 ∗ θCH2 ∗ θCH2 − ki25 ∗ θCH2CH2 ∗ θV + k26 ∗ θCHCH3 ∗

θV − ki26 ∗ θCH2CH2 ∗ θV ;

dθCHCH3

dt
= +k13 ∗ θCH ∗ θCH3−ki13 ∗ θCHCH3 ∗ θV +k15 ∗ θCHCH2 ∗ θH −ki15 ∗

θCHCH3 ∗ θV − k17 ∗ θCHCH3 ∗ θH + ki17 ∗ θCH2CH3 ∗ θV − k20 ∗ θCH ∗ θCHCH3 +

ki20 ∗ θCHCHCH3 ∗ θV − k26 ∗ θCHCH3 ∗ θV + ki26 ∗ θCH2CH2 ∗ θV ;

dθCH2CH3

dt
= +k11 ∗ θCH2 ∗ θCH3 − ki11 ∗ θCH2CH3 ∗ θV + k17 ∗ θCHCH3 ∗ θH −

ki17 ∗ θCH2CH3 ∗ θV − k18 ∗ θCH2 ∗ θCH2CH3 + ki18 ∗ θCH2CH2CH3 ∗ θV ;

dθCH2CHCH2

dt
= +k19∗θCH2∗θCHCH2−ki19∗θCH2CHCH2∗θV −k22∗θCH2CHCH2∗

θH + ki22 ∗ θCH2CHCH3 ∗ θV ;

dθCHCHCH3

dt
= +k20 ∗ θCH ∗ θCHCH3 − ki20 ∗ θCHCHCH3 ∗ θV − k23 ∗ θCHCHCH3 ∗

θH + ki23 ∗ θCH2CHCH3 ∗ θV ;

dθCH2CHCH3

dt
= −k4 ∗ θCH2CHCH3 ∗ θnon + ki4 ∗ θCH2CHCH3gas ∗ θV + k21 ∗

θCH2CH2CH3∗θV −ki21∗θCH2CHCH3∗θH+k22∗θCH2CHCH2∗θH−ki22∗θCH2CHCH3∗

θV + k23 ∗ θCHCHCH3 ∗ θH − ki23 ∗ θCH2CHCH3 ∗ θV ;

dθCH2CH2CH3

dt
= +k18∗θCH2∗θCH2CH3−ki18∗θCH2CH2CH3∗θV −k21∗θCH2CH2CH3∗
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θV + ki21 ∗ θCH2CHCH3 ∗ θH ;

dθV
dt

= +2 ∗k1 ∗ θCH3 ∗ θH −2 ∗ki1 ∗ θCH4gas ∗ θV ∗ θV +k2 ∗ θCHCH ∗ θnon−ki2 ∗

θCHCHgas ∗θV +k3∗θCH2CH2 ∗θnon−ki3∗θCH2CH2gas ∗θV +k4∗θCH2CHCH3∗θnon−

ki4 ∗ θCH2CHCH3gas ∗ θV +2 ∗k5 ∗ θH ∗ θH −2 ∗ki5 ∗ θH2gas ∗ θV ∗ θV +k6 ∗ θC ∗ θH −

ki6∗θCH ∗θV +k7∗θCH ∗θH −ki7∗θCH2 ∗θV +k8∗θCH2 ∗θH −ki8∗θCH3 ∗θV +k9∗

θCH2 ∗θH −ki9∗θCH3 4f ∗θV −k10∗θCH3 4f ∗θV +ki10∗θCH3 ∗θV +k10∗θCH3 4f ∗

θV −ki10∗ θCH3 ∗ θV +k11∗ θCH2 ∗ θCH3−ki11∗ θCH2CH3 ∗ θV +k12∗ θCH ∗ θCH2−

ki12∗θCHCH2∗θV +k13∗θCH ∗θCH3−ki13∗θCHCH3∗θV +k14∗θCHCH ∗θH−ki14∗

θCHCH2 ∗ θV + k15 ∗ θCHCH2 ∗ θH − ki15 ∗ θCHCH3 ∗ θV + k16 ∗ θCHCH2 ∗ θH − ki16 ∗

θCH2CH2 ∗ θV + k17 ∗ θCHCH3 ∗ θH − ki17 ∗ θCH2CH3 ∗ θV + k18 ∗ θCH2 ∗ θCH2CH3 −

ki18∗θCH2CH2CH3 ∗θV +k19∗θCH2 ∗θCHCH2−ki19∗θCH2CHCH2 ∗θV +k20∗θCH ∗

θCHCH3−ki20∗ θCHCHCH3 ∗ θV −k21∗ θCH2CH2CH3 ∗ θV +ki21∗ θCH2CHCH3 ∗ θH +

k22 ∗ θCH2CHCH2 ∗ θH − ki22 ∗ θCH2CHCH3 ∗ θV + k23 ∗ θCHCHCH3 ∗ θH − ki23 ∗

θCH2CHCH3 ∗ θV + k24 ∗ θCH ∗ θCH − ki24 ∗ θCHCH ∗ θV + k25 ∗ θCH2 ∗ θCH2− ki25 ∗

θCH2CH2 ∗θV −k26∗θCHCH3 ∗θV +ki26∗θCH2CH2 ∗θV +k26∗θCHCH3 ∗θV −ki26∗

θCH2CH2 ∗ θV −k27 ∗ θOH ∗ θV +ki27 ∗ θOxy ∗ θH −k28 ∗ θH2O ∗ θV +ki28 ∗ θOH ∗ θH ;

dθH
dt

= −k1∗θCH3∗θH+ki1∗θCH4gas∗θV ∗θV −2∗k5∗θH ∗θH+2∗ki5∗θH2gas∗

θV ∗θV −k6∗θC ∗θH+ki6∗θCH ∗θV −k7∗θCH ∗θH+ki7∗θCH2∗θV −k8∗θCH2∗θH+

ki8∗θCH3∗θV −k9∗θCH2∗θH+ki9∗θCH3 4f ∗θV −k14∗θCHCH ∗θH+ki14∗θCHCH2∗

θV −k15∗θCHCH2∗θH+ki15∗θCHCH3∗θV −k16∗θCHCH2∗θH+ki16∗θCH2CH2∗θV −

k17∗θCHCH3∗θH+ki17∗θCH2CH3∗θV +k21∗θCH2CH2CH3∗θV −ki21∗θCH2CHCH3∗

θH −k22∗ θCH2CHCH2 ∗ θH +ki22∗ θCH2CHCH3 ∗ θV −k23∗ θCHCHCH3 ∗ θH +ki23∗
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θCH2CHCH3 ∗θV +k27∗θOH ∗θV −ki27∗θOxy ∗θH+k28∗θH2O ∗θV −ki28∗θOH ∗θH ;

dθOH

dt
= −k27 ∗ θOH ∗ θV + ki27 ∗ θOxy ∗ θH + k28 ∗ θH2O ∗ θV − ki28 ∗ θOH ∗ θH ;

dθH2O

dt
= −k28 ∗ θH2O ∗ θV + ki28 ∗ θOH ∗ θH ;

dθOxy

dt
= +k27 ∗ θOH ∗ θV − ki27 ∗ θOxy ∗ θH ;
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