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ABSTRACT OF THE DISSERTATION
Hierarchical Reinforcement Learning with Model-Based

Planning for Finding Sparse Rewards
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Assistant Professor Yasser Shoukry, Co-Chair
Professor Fadi Kurdahi, Co-Chair

Reinforcement learning (RL) has proven useful for a wide variety of important applications,

including robotics, autonomous vehicles, healthcare, finance, gaming, recommendation sys-

tems, and advertising, among many others. In general, RL involves training an agent to make

decisions based on a reward signal. One of the major challenges in the field is the sparse

reward problem, which occurs when the agent receives rewards only occasionally during the

training process. This can make conventional RL algorithms difficult to train since the agent

does not receive enough feedback to learn the optimal policy. Model-based planning is one

potential solution to the sparse reward problem since it enables an agent to simulate their

actions and predict the outcome far into the future. However, planning can be computation-

ally expensive or even intractable when too many time steps are required to be internally

simulated, due to combinatorial explosion.

To address these challenges, this thesis presents a new RL algorithm that uses a hierarchy

of model-based (manager) and model-free (worker) policies to take advantage of the unique

advantages of both. The worker takes guidance from the manager in the form of a goal

or selected policy. The worker is computationally efficient and can respond to changes or

uncertainty in the environment to carry out its task. From the manager’s perspective, this

xiii



abstracts away the trivially small state transitions, reducing the depth needed for tree search,

and greatly improving the efficiency of planning.

Two different applications were used for evaluation of the hierarchical agent. The first

is a maze navigation environment, with continuous-state dynamics and unique episodes.

This makes the environment extremely challenging for both model-based and model-free

algorithms. The performance of the agent was evaluated on multiple platforms for the

random maze task, including DeepMind Lab. For the second demonstration, the proposed

algorithm was compared against other algorithms with the Arcade Learning Environment,

which is a popular RL benchmark. In comparison with state-of-the-art algorithms, the

proposed hierarchical algorithm is shown to have a faster convergence and greater sample

efficiency on several tasks. Overall, the proposed hierarchical approach is a potential solution

to the sparse rewards problem, and may enable RL algorithms to be applied to a wider range

of tasks, ultimately leading to better outcomes in various applications.
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Chapter 1

Introduction

1.1 The Sparse Reward Problem

The sparse reward problem is a common challenge in RL where an agent is trying to learn a

task, but the rewards it receives for its actions are sparse or infrequent. In some environments,

the rewards are sparse, meaning that the agent only receives a reward for completing the

task or reaching a certain milestone, while all other actions receive a reward of zero. This

makes it difficult for the agent to learn the optimal policy because it may not receive any

feedback for a long time, making it hard to distinguish between good and bad actions. This

is especially problematic in complex environments where the optimal policy is not obvious.

The sparse reward problem can lead to slow learning, or even the failure of the agent to learn

anything useful. This is also related to the credit assignment problem, where the agent may

not immediately know which of its actions led to a particular reward or penalty.

To overcome this challenge, researchers have developed a number of techniques, such as

shaping the reward signal, using a proxy reward, or using intrinsic motivation to encourage

exploration. These techniques can provide more frequent feedback to the agent, making it

1



easier to learn the optimal policy even in the presence of sparse rewards. However, these

techniques may not be applicable to all problems.

1.2 Thesis Outline

This dissertation presents a new solution to the sparse reward problem by using hierarchical

RL (HRL) that exploits temporal abstraction. The primary contribution of this research

is a hierarchical agent which uses Monte Carlo tree search (MCTS) methods for the high-

level controller (manager) and a model-free policy for the low-level controller (worker). The

combination of the two elements allows the manager to plan over long time horizons, which

in turn enables the agent to find rewards that may be sparse and distant. At the same time,

the worker is highly efficient for acting on the environment at base level time steps, which

avoids the heavy computational demands of using MCTS alone. The result is an agent that

is highly capable of solving a variety of tasks, computationally efficient, and sample efficient.

Chapter 2 provides a background of the most seminal works of research in RL and HRL,

including the algorithms used by the proposed agent. Chapter 3 introduces a basic version of

the hierarchical agent, where the manager based on MCTS plans over a feature-engineered

discrete 2D space and provides proxy rewards to the worker, which is based on A3C and acts

on a continuous 2D space. Chapter 4 shows a more advanced version of the hierarchical agent

which uses the “diversity is all you need” (DIAYN) method, which eliminates the need for

any feature engineering. This performance of this version of the agent is demonstrated on the

random maze task of the DeepMind Lab platform. Chapter 5 demonstrates the hierarchical

agent successfully solving a variety of general tasks in the Atari Learning Environment and

discusses the advantages and drawbacks of the approach in comparison to other state-of-the-

art RL baseline algorithms. Finally, a summary of the findings and future directions of this

research are presented in Chapter 6.
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Chapter 2

Background

RL is a type of machine learning (ML) that involves an agent learning how to make decisions

in an environment by maximizing a cumulative reward signal [1]. The agent interacts with the

environment by taking actions and receiving feedback in the form of rewards or punishments.

The goal of the agent is to learn the optimal policy that maps states to actions, in order to

maximize the cumulative reward over time. The basic steps involved in RL are as follows:

1. Define the problem. First, the problem needs to be defined in terms of the environment,

the agent, and the rewards.

2. Define the state space, action space, and reward function. The state space defines all

possible states of the environment, the action space defines all possible actions that

the agent can take, and the reward function defines the reward that the agent receives

for each action, given the state of the environment.

3. Determine the policy. The policy is a mapping of states to actions that the agent

uses to make decisions. The goal is to learn the optimal policy that maximizes the

cumulative reward over time.

3



4. Agent interacts with environment. The agent takes actions in the environment, and the

environment responds by transitioning to a new state and providing a reward signal.

5. Update the policy. The agent uses the reward signal to update its policy, in order to

improve its decision-making over time.

6. Repeat. The agent continues to interact with the environment, updating its policy

based on the feedback it receives, until it converges on an optimal policy.

This classical RL paradigm is formalized as in Figure 2.1. The basic structure is that the

agent observes the state St and reward Rt, and produces some action on the environment At.

The environment then transitions according to its internal transition model, which may be

deterministic or stochastic, and produces the next state and reward for the next time step,

St+1 and reward Rt+1.

Figure 2.1: The reinforcement learning paradigm. [1]

HRL is a subfield of RL which focuses on breaking down a complex task into smaller subtasks

and learning how to perform these subtasks in an hierarchical manner to achieve the overall

goal. This can make the learning process more efficient and easier for RL agents, as well as

provide a structure for representing and learning about the task.

As illustrated in Figure 2.2, there are typically two levels of decision making in HRL: a

high-level controller that selects subtasks and a low-level controller that executes them. The

high-level controller can learn to coordinate and plan long-term goals while the low-level

controller focuses on learning the optimal control policy for each subtask. The high-level and

low-level controllers are also referred to in this text as “manager” and “worker,” respectively.

4



Figure 2.2: Hierarchical reinforcement learning example. [2]

RL and HRL are often used in domains where there is no known optimal solution, or where

the solution is too complex to be determined by traditional methods. It has been applied to

a wide range of real-world applications, including games, robotics, and autonomous driving.

HRL has shown promising results in terms of faster convergence and improved performance

compared to flat RL, especially in domains that benefit from using a structured approach to

problem solving.

2.1 Markov Decision Processes

To further expand on Figure 2.1, a Markov decision process (MDP) is a framework used

to model decision-making in situations where outcomes are partially uncertain and depend

on the actions of a decision maker [1]. In an MDP, a decision maker interacts with an

environment by choosing actions at each step, and the environment responds by transitioning

to a new state and providing a reward or penalty to the decision maker.

The key assumption in an MDP is that the future state and reward depend only on the

current state and action taken, and not on any previous states or actions. This is known as

the Markov property. This property allows MDPs to be represented compactly as a state

space, action space, transition function, and reward function.

More formally, an MDP can be expressed as a tuple: (S, A, T, R), where S is the set of

5



states, A is the set of possible actions, T is the transition function, and R is the reward

function. Upon initialization, the environment produces state s, and the agent produces

action a, which results in a new state s′ and reward according to the transition function T

and reward function R, respectively.

The goal of solving an MDP is to find a policy, which is a mapping from states to actions, that

maximizes the expected cumulative reward over time. This can be done using algorithms such

as value iteration or policy iteration, which compute the optimal value function or policy

for the MDP. MDPs have many applications, including in robotics, finance, and artificial

intelligence.

2.2 Semi–Markov Decision Processes

A Semi-Markov Decision Process (SMDP) is an extension of the standard MDP framework,

as illustrated in Figure 2.3 [3]. While in an MDP, a state is considered to be fully observable

and a transition from one state to another occurs instantaneously. In an SMDP, states

may have different durations, and transitions between states may take variable amounts of

time. In an SMDP, the time spent in a state is a random variable, and the probability of

transitioning from one state to another depends not only on the current state and action

but also on the amount of time spent in the current state.

The state space in an SMDP is typically composed of pairs of (state, time) and the transitions

are described by a set of transition probabilities that depend on the state, the action taken,

and the amount of time spent in the current state. The reward function is typically defined

as a function of the state and time, rather than just the state.

SMDPs are used to model decision-making problems in which the time spent in a state is

important, such as resource allocation problems or production scheduling problems. Optimal

6



Figure 2.3: The state trajectory of an MDP is made up of small, discrete-time transitions,
whereas that of an SMDP comprises larger, continuous-time transitions. Options enable an
MDP trajectory to be analyzed in either way. [3]

control algorithms, such as the Semi-Markov Decision Process algorithm, can be used to find

the optimal policy in an SMDP, taking into account the duration of the state and the

expected reward over time.

The fact that there may be different durations between state transitions in an SMDP allows

for temporal abstraction. The closely related concept of options enable an MDP trajectory

to be analyzed in either coarse or fine time scales. This can be utilized in HRL to enable

the high-level controller to funtion at a course timescale, whereas the low-level controller

functions at a fine timescale. Using a dedicated module for the fine time horizon allows

for computationally efficient behavior when seeking short-term goals. At the same time, a

separate module for planning over coarse time horizon allows the agent to see the big picture

and connect the dots to achieving a distant reward.

Options have been used together with MCTS using predefined symbolic goals like GoToMov-

ableOption [6]. However, the drawback of this approach is that the symbolic goals are not

learned autonomously must be feature engineered. Another important work is the option

critic algorithm, which uses the intra-option policy gradient and termination gradient to

learn options from scratch [7].
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2.3 Model-Free RL

Model-Free RL allows for end-to-end navigation methods, where there is no clear separation

between the exploration and exploitation phases. These methods have gained traction due

to recent advancements [8, 9, 10]. The appeal of such approaches is generality. The man-

ual extraction of input features and the manual design of map-building and path-planning

algorithms can be avoided by instead formulating a reward function as a proxy for the navi-

gation objective. The RL agent then learns intermediate map representations that enable it

to maximize its reward.

End-to-end learning is a hot topic in the Deep Learning field for taking advantage of Deep

Neural Network’s (DNNs) structure, composed of several layers, to solve complex problems.

Similar to the human brain, each DNN layer (or group of layers) can specialize to perform

intermediate tasks necessary for such problems. The appeal of End to End models is that the

intermediate steps to solve a task, i.e. sensors abstraction, world model, behavior generation,

etc. are automatically learned by the multi-layered model.

A recent investigation reveals significant shortcomings of A3C, which is the state-of-the-

art DRL navigation algorithm [11]. Experiments show that while the algorithm is able to

efficiently exploit map information when trained and tested on the same map, it is unable to

do so when trained and tested on different maps. Even when tested and trained on the same

map, the performance of the algorithm deteriorates when the placement of the destination

is randomized. These observations indicate that A3C does not learn to solve the general

problem of maze navigation, but only the much narrower task of navigating in environments

it has been trained on. DRL also shows very poor ability to generalize over multiple tasks, as

in Atari 2600 games [12]. It was shown that the performance of these algorithms drastically

deteriorates after the positions of objects were subtly perturbed. This indicates that even

state-of-the-art DRL models still rely on exploiting brittle stimulus-response associations.
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While DRL agents may outperform humans on narrow tasks they have previously trained

on, there is still a long way to go until human-level generalization across tasks is achieved.

There are several limitations of model-free end to end learning. A huge amount of data is

necessary. In the RL context, this means many episodes need to be played out. Also, it can

be difficult to understand, improve or modify such a system. It may not be clear what a

certain neuron has learned or what its function is in the context of the whole network. If

some structural change must be applied, such as increasing the input dimensions, the whole

neural network (NN) must be replaced and trained all over again. Another limitation is

that some sub-tasks may have highly efficient solutions. If modules are used to solve sub-

tasks and cannot be integrated into the DNN, then the system cannot be considered end to

end anymore. Finally, it may be unfeasible to validate end to end systems. The potential

number of input/output/state tuples can be big enough to make validation of such systems

impossible. This especially important for some applications, such as self-driving vehicles,

where safety is a top priority.

Additionally, end to end may not work for some applications, as shown in [13] “We have

demonstrated that end-to-end learning can be very inefficient for training NN models com-

posed of multiple non-trivial modules. End-to-end learning can even break down entirely;

in the worst case none of the modules manages to learn. In contrast, each module is able

to learn if the other modules are already trained and their weights frozen. This suggests

that training of complex learning machines should proceed in a structured manner, training

simple modules first and independent of the rest of the network.”

Agent57

Agent57 is a state-of-the-art model-free RL agent that outperforms the standard human

benchmark on all 57 Atari games [14]. To achieve this result, a NN was trained which
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parameterizes a family of policies ranging from very exploratory to purely exploitative. The

agent has an adaptive mechanism to choose which policy to prioritize throughout the training

process. Additionally, Agent57 has a parameterization of the architecture that allows for

more consistent and stable learning.

2.4 Model-Based RL

To achieve transfer learning in video game playing, Kansky et. al. [12] argue that 1) object-

based representations can be used to exploit the structure of the domain, 2) a causal

model of the environment is necessary for planning, and 3) goal-oriented planning

enables generalization to new environments composed of familiar elements. To this end,

the authors developed a Probabilistic Graphical Model (PGM) named Schema Networks,

which was able to substantially generalize beyond its training experience. These findings

need not be limited to PGMs, but can be readily applied create new DRL algorithms which

can transfer experiences between similar tasks.

The approach proposed in this thesis is to solve the exploitation phase for general problem

solving using DRL, by adopting the above three conclusions that were reached by Kan-

sky et. al.. To exploit the structure of the domain, we use object-based representations

from the environment state. Using environment states directly could be avoided by using a

vision system for detecting and tracking entities in an image, e.g. a Capsule Network [15].

Object-based representations enable the agent to model the environment accurately using,

for example, an interaction network [16]. This, in turn, could allow the agent to plan its

actions according to a Monte Carlo tree search (MCTS) [4].
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2.4.1 Model-Based Planning

Model-based planning is a category of RL algorithms that utilize a model of the environment

to make decisions. There are two main approaches to model-based planning in RL: planning

with a learned model and planning with a known model.

In planning with a learned model, the agent learns the dynamics of the environment through

experience and then uses this learned model to plan ahead. This approach has the advan-

tage of being able to handle complex and partially observable environments, but it can be

computationally expensive to learn the model.

In planning with a known model, the agent has access to a pre-defined model of the en-

vironment, which is often provided by the designer of the environment. This approach is

computationally efficient but requires the designer to have a good understanding of the

environment.

In either case, the agent can use the model to simulate possible future states and evaluate

the expected value of taking different actions. This allows the agent to choose actions

that maximize expected future rewards. Overall, model-based planning can be a powerful

approach to RL, particularly when the environment is complex and uncertain. However, it

requires the agent to have a good model of the environment, which can be difficult to acquire

in practice.

Latent Action Partition

Latent Action Partition (LaP3) is a path planning method which extends the LaMCTS [17]

method to path planning. The method uses a latent representation of the search space

and adaptive region partitioning to reduce dimensionality. The method works by searching

over the trajectory space and recursively partitioning the space into subregions based on
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trajectory reward.

The disadvantage of this approach is that dimensionality reduction is performed after a

large number of states have already been generated. To perform planning efficiently, the

partitioning must first be performed to clean up the search space. This is in contrast with

the algorithm presented in this paper, where trivial states are abstracted away before being

stored in the tree data structure. In this case, planning can be performed efficiently at any

time, without any need to perform partitioning to clean up the search space.

Automatically Generating Abstractions for Planning

In general, problems can be hierarchically broken down, where lower-level tasks are solved

without violating the conditions set in higher levels. The authors in [18] propose a framework

for this hierarchical deconstruction of tasks. They propose assigning a level to each literal,

with level 0 being the complete ground state and higher levels being abstractions. Any plan

at level i can only access literals with level i or higher.

The authors also introduce the ordered monotonicity property, which specifies the conditions

necessary for a successful hierarchy. The property has three conditions: operators at level

i − 1 must preserve their order in level i, the addition of an operator at level i − 1 is only

allowed if it achieves some precondition for an operator at level i and if that precondition

has level i− 1, and if an operator at level i− 1 changes a literal with level i, that operator

must exist at level i. The authors provide some sufficient conditions for the property, which

can be used to organize literals in a topological order to create an abstraction hierarchy.
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2.4.2 Monte Carlo Tree Search

Monte Carlo tree search (MCTS) [4] is a versatile method used for planning, and methods

with world champion-level performance on discrete Markov Decision Processes (MDPs) such

as chess and Go rely on MCTS.

MCTS uses a tree data structure, which is used to contain the various possible actions and

their resulting states. Each node in the tree represents a particular state s, and each edge

represents a particular action a from state s, which leads to a new state s′. The branching

factor is the number of children at each node. In this case, the branching factor is the

action space of the environment. The tree is initialized with a single node, the root, which

represents the initial state of the episode.

MCTS consists of four stages: selection, expansion, rollout and backup.

Selection Starting at the root node, a tree policy based on the action values attached to

the edges of the tree traverses the tree to select a leaf node.

Expansion On some iterations (depending on details of the application), the tree is ex-

panded from the selected leaf node by adding one or more child nodes reached from the

selected node via unexplored actions.

Simulation From the selected node, or from one of its newly-added child nodes (if any),

simulation of a complete episode is run with actions selected by the rollout policy. The result

is a Monte Carlo trial with actions selected first by the tree policy and beyond the tree by

the rollout policy.
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Backup The return generated by the simulated episode is backed up to update, or to

initialize, the action values attached to the edges of the tree traversed by the tree policy

in this iteration of MCTS. No values are saved for the states and actions visited by the

rollout policy beyond the tree. Figure 2.4 illustrates this by showing a backup from the

terminal state of the simulated trajectory directly to the state-action node in the tree where

the rollout policy began (though in general, the entire return over the simulated trajectory

is backed up to this state-action node).

Figure 2.4: Monte Carlo tree search method. [4]

UCT Algorithm

Upper Confidence bounds applied to Trees (UCT) is an algorithm that deals with a flaw in

MCTS where a sub-optimal action with only a few bad potential outcomes may be chosen

instead of a better action. Regarding action selection in the framework of the multi-armed

bandit problem, the tradeoff faced by the agent is exploration vs exploitation, i.e. whether

the agent should seek more information about the expected payoffs or the agent should

choose the action with the highest expected payoff. Balancing these two, UCT uses upper

confidence bounds to select a node. Child node j is selected which maximizes the UCT

evaluation:
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UCTj = Xj + C ∗
√

ln(n)
nj

,

where Xj is the ratio of the child, n is the number of times the parent has been visited, nj

is the number of times the child has been visited, and C is a constant to adjust the amount

of exploration.

PUCT

The probabilistic upper confidence bound for trees (PUCT) algorithm is a popular algorithm

used in MCTS [9]. The PUCT algorithm works by constructing a search tree to represent

the state space of the problem. Each node in the tree represents a state, and the edges

represent possible actions that can be taken from that state. The algorithm selects nodes to

expand and simulate using a combination of two factors: the value estimate of the state and

the exploration bonus.

The value estimate is based on the expected reward for taking a certain action from a certain

state, and is updated as the algorithm explores the tree. The exploration bonus is a term

that encourages the algorithm to explore new, untried actions in order to find the best

solution. The exploration bonus is calculated using the upper confidence bound formula,

which balances the exploration-exploitation trade-off.

As in standard MCTS, PUCT repeats the following steps until a certain stopping criterion

is met: selection, expansion, simulation, and backpropagation.

The PUCT algorithm is able to efficiently find the optimal solution by balancing exploration

and exploitation, and by using the Monte Carlo approach to estimate the value of states.

The AlphaGo system combined deep neural networks and MCTS to achieve state-of-the-art

performance in the game of Go [19]. PUCT was one of the key algorithmic innovations that
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made this possible, and the paper provides a detailed explanation of the algorithm and its

implementation.

MuZero

The MuZero algorithm [20], by combining a tree-based search with a learned model, achieves

superhuman performance in a range of challenging and visually complex domains, without

any knowledge of their underlying dynamics. The MuZero algorithm learns an iterable model

that produces predictions relevant to planning: the action-selection policy, the value function

and the reward.

There is also a variant of the MuZero algorithm called MuZero Unplugged [21]. It is improved

by the Reanalyse algorithm which uses model-based policy and value improvement operators

to compute new improved training targets on existing data points, allowing efficient learning

entirely from demonstrations without any environment interactions, as in the case of offline

RL.

2.5 Hierarchical Reinforcement Learning

The benefits of HRL over standard RL are the following [22]:

• Faster learning of complex tasks: HRL can help speed up the learning process of

complex tasks by breaking them down into smaller sub-tasks, making the learning

process more efficient.

• Improved exploration: HRL can help an agent explore its environment more effectively

by guiding it to focus on the most promising areas of the environment.
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• Generalization to new tasks: HRL can learn a hierarchical policy that can be general-

ized to new, unseen tasks more easily than a flat RL agent, which has to learn a new

policy from scratch.

• Robustness to environmental changes: HRL can adapt to changes in the environment

more effectively by reusing learned sub-tasks and modifying them as necessary, instead

of starting the learning process from scratch.

• Increased interpretability: HRL can provide more insight into the decision-making

process of the agent by decomposing it into smaller sub-tasks, which can help make

the policy more interpretable and explainable.

• Reduced dimensionality: HRL can help reduce the dimensionality of the state and

action space, making it easier to learn and optimize the policy.

• Facilitation of transfer learning: HRL can facilitate transfer learning, where an agent

can use knowledge learned from one task to improve its performance on another related

task.

Standard RL planning suffers from the curse of dimensionality when the action space is too

large or when the state space is unfeasible to enumerate. Humans simplify the problem of

planning in such complex conditions by abstracting away details which are not relevant at

a given time and decomposing actions into hierarchies. Several researchers have proposed

to model the temporal-abstraction in RL by composing some form of hierarchy over actions

space [23, 24, 25]. By modeling actions as hierarchies, researchers extended the primitive

action space by adding abstract actions. Options framework [23], refer the abstract actions as

options, MAXQ [23] refer to them as tasks and Hierarchical Abstract Machines (HAM) [25]

refers to them as choices.

The common theme among these papers is to extend the Markov Decision Process (MDP)

to a Semi-Markov Decision Process (SMDP), where actions can take multiple time steps. As
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compared to MDP, which only allow actions of a discrete time-steps, SMDP allows modeling

temporally abstract actions of varying length over a continuous time. As represented in first

two trajectories of figure below. By extending the action space of the MDP over primitive

and abstract actions, hierarchical RL approaches superimpose MDPs and SMDPs.

HRL is appealing because the abstraction of actions facilitate accelerated-learning and gen-

eralization while exploiting the structure of the domain. Faster learning is possible because

of the more compact representation. The original MDP is broken into sub-MDP with fewer

states and fewer actions. The abstraction of states hides irrelevant details and hence reduces

the number of states. For example, in the Taxi Domain introduced in [23], if the agent

is learning to navigate to a location it does not matter if the passenger is being picked or

dropped. Details about location of passenger are irrelevant and hence the state space is

reduced.

Better generalization is possible because of the abstracted actions. In the taxi domain,

because an abstract action is defined, called NavigationNavigation, agent learns a policy

to navigate the taxi to a location. Once that policy is learned for navigation to pick up

a passenger, the same policy can be leveraged when then agent is navigating to drop the

passenger.

Two important promises of HRL are prior-knowledge and transfer-learning. A complex task

in HRL is decomposed into hierarchy (usually by humans). Hence, it is easier for humans

to provide some prior on actions from their domain knowledge. Different levels of hierarchy

encompass different knowledge and hence ideally it would be easier to transfer that knowledge

across different problems.

One minor limitation of HRL is that all the hierarchical methods converge to hierarchically

optimal policy, which can be a sub-optimal policy. For example in the taxi domain, if the

hierarchy decomposition states first navigate to the passenger location and then navigate to
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the fuel location, the HRL agent will find an optimal policy to do that in exactly that order.

This policy might be sub-optimal given an initial state which is closer to the fuel location.

This limitation is an artifact of restricting the action space while solving sub-MDPs. If the

full action space is available in all the MDPs, the exponential increase in computational

overhead makes the learning infeasible.

Max-Q Learning

The Max-Q framework has a clear hierarchical decomposition of tasks, while the options

framework do not have clear hierarchy. Options framework achieves temporal abstraction

of actions, Max-Q framework additionally also achieves state abstractions. While there has

been an attempt on discovering and transferring the Max-Q hierarchies [26], learning Max-Q

hierarchies directly from the trajectories is still an open problem. For large and complex

problem it might be a challenge to provide the task hierarchy or options and their termination

conditions.

19



Chapter 3

Hierarchical Reinforcement Learning

Agent for Path Planning

3.1 Introduction

Path planning is an important optimization tool not just for reinforcement learning, but

many other applications such as biology [27], chemistry [28] and robotics [29]. In general,

the objective is to find the best trajectory x = (s0, a0, s1, a1, . . . , sn) in the search space

Ω : x∗ = arg maxx∈Ω f(x), where f(x) is the reward.

The ability to plan is vital for solving tasks where rewards are sparse and may require

several sequential actions. For a reinforcement agent to solve such tasks, it is useful to

have an internal model of the environment, so that the agent can simulate their actions and

predict the outcome, allowing them to plan action sequences that maximize total reward

farther into the future. Model-based planning provides two main benefits: 1) it enables the

agent to find sparse rewards more consistently, and 2) it enables generalization to unfamiliar

scenarios [12]. On the other hand, planning can require many time steps to be simulated,
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making it computationally expensive.

In environments with continuous state space, real-valued positions and short time steps, the

branching factor is large, and the length of the sequence x∗ can be huge if rewards are sparse

and distant from the agent. The MCTS method will need to be modified and enhanced in

order to navigate in more challenging environments.

The sparse reward problem has been a problem for RL agents since it is very difficult for

conventional agents to find rewards that require long sequences of actions. This is because in

training it is difficult to assign credit to actions that are temporally distant from the reward

and yet we ultimately necessary to reach the reward. This is known as the credit assignment

problem.

The general maze navigation problem can be thought of as a sequential multi-task problem.

In this case, each task is a different random maze composed of a fixed set of entities (walls,

agent, destination). After learning the principles of navigation by training on some set

of mazes, the agent should be able to transfer its knowledge to solve new unseen mazes

efficiently. Therefore, some form of transfer learning between tasks [30] is required for a

general solution to the random maze navigation problem.

To make MCTS–based planning tractable for navigating environments with a state space

that is unfeasible to enumerate, such as a 2D or 3D space with real–valued positions, we first

note that many of these states may have only minor differences. In an environment with

short time steps, the vast majority of states are just empty space, and the distance between

s0 and s1 after just a single action a0 is tiny. It would be unnecessary and inefficient to

plan at the level of single time steps, as the tree data structure would become astronomical

in size. Instead, we wish for MCTS to plan only over the most interesting states by fast

forwarding through many of these uninteresting states.

To accomplish this we propose to use options [3] for temporal abstraction. Using this frame-
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work, we construct a hierarchical agent with separate components for the planning function

(manager) and the acting function (worker). The worker takes semantic goals from the man-

ager in the form of a goal or selected option. The worker is efficient at acting on single time

steps and can react to small changes in the environment state to carry out its task. This

frees up the manager from the minutiae of many small state transitions in the environment,

allowing it to plan more efficiently over extended time periods.

This approach is inspired by Figure 2.3 [3], where options enable a Markov Decision Process

to be analyzed on both coarse and fine time horizons. Using a dedicated module for the fine

time horizon allows for computationally efficient behavior when seeking short-term goals. At

the same time, a separate module for planning over coarse time horizon allows the agent to

see the big picture and connect the dots to achieving a distant reward.

3.1.1 Waterworld Random Maze Task

For evaluating the hierarchical learning algorithm, we use a 2D random maze environment

as shown in Figure 3.1. In each episode, a new maze appears, which requires the agent to

generalize to solving any maze, rather than overfitting to solving a particular maze. the

player (blue dot) must navigate from a random position in a random maze to the target

(green dot) before time runs out. The environment has complex continuous-state dynamics,

including inelastic collisions with walls which can be utilized by a skill player to conserve

velocity through turns. There are four possible actions, (up, down, left, right), which apply

thrust to the player sprite in the corresponding direction.

The mazes are generated according to a pseudorandom algorithm [31]. In total, the pre-

generated pool consists of 2,342 mazes, each 9x9 tiles in size with 31 wall tiles. The

reason for using a fixed number of wall tiles was so that the observation vector is of

constant size. Using a fixed-size observation vector is convenient and simplifies the de-
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Figure 3.1: Waterworld environment.

sign of the agent. The observation vector consists of the (x, y) coordinates of each entity:

(xplayer, yplayer, xtarget, ytarget, xwall0, ywall0, . . . , xwall30, ywall30).

3.1.2 Gridworld Random Maze Task

To facilitate planning, a simplified navigation environment called Gridworld is provided to

the manager. The environment consists of 3 elements, as shown in Figure 3.2: walls (black),

target (green) and player (blue). At each step in the internally-simulated environment, the

manager may take one of the following actions: move up, move down, move left, move right,

none.

Figure 3.2: Gridworld random maze task.

The GridWorld environment makes the 2D path planning problem very easy by making

the number of possible states small (with a discrete grid of only 9 × 9 tiles), and therefore

the maximum length of x∗ was small. This makes it tractable to use MCTS without any

enhancements or modifications.
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In the actual Waterworld environment, navigation is more challenging than the GridWorld

environment. In environments with continuous spaces, real-valued positions and short time

steps, the branching factor becomes much larger, and the length of the sequence x∗ can be

huge if rewards are sparse and distant from the agent. The MCTS agent from the previous

chapter will need to be modified and enhanced in order to navigate in more challenging

environments.

3.2 Methods

3.2.1 Hierarchical Agent with Feature Crafted Goals

As an initial foray into solving the continuous-space random maze task using a hierarchical

RL agent, we use some feature crafting (Gridworld) to create a proof of concept agent in

this section. The section after this will describe how to learn worker policies to avoid this

feature crafting.

The hierarchy consists of a manager and a worker, which work together by solving certain

functions necessary for solving the overall environment, as shown in Figure 3.3.

f managerEnv
zt

f worker

zi, ω

at

{g0, ..., gk}

zi'

Macro

Env

Planning phase

Acting phase

Figure 3.3: Hierarchical agent with goal-based planning.

The manager has access to the state of the environment and a discrete model of the envi-

ronment (denoted macro env). The model of the environment was feature crafted to allow
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MCTS to be performed over tiles of the environment (denoted zi) instead of raw environment

states (denoted zt). This dramatically reduces the branching factor and therefore the search

space for MCTS. MCTS takes the initial state of the episode, and searches paths in macro

env tile by tile until the target tile is reached. The overall plan then produced by fmanager is

denoted as G, which is defined as the sequence of subgoals, G = g0, g1, . . . , gn. The detailed

algorithm for the hierarchical agent is presented in Algorithm 1.

Algorithm 1 Pseudocode for manager function
// Assume Euclidean distance between two latent environment states d(x, y)
// Assume do_planning initialized to TRUE before first execution
rwt ← rtick
if do_planning then

do_planning← FALSE
G← tree_search(st) // Perform MCTS to produce goal matrix

end if
if d(g0, st) < goal_met_th then

rwt ← rwt + rgoal_met // Reward for reaching goal
end if
if d(g0, st) > goal_div_th then

do_planning← TRUE
rwt ← rwt + rgoal_div // Punishment for diverging from goal

end if

We extend the option-critic architecture by using MCTS to plan over options, rather than

using the output of the manager policy πΩ directly. In this case, the edges of the tree cor-

respond to options in a SMDP, rather than actions in a MDP. In the expansion phase of

MCTS, a candidate option is carried out with worker policy πω(a | s) acting on a simulated

environment until the goal is reached. The tree is then expanded with a new node repre-

senting the state resulting from that option. There is no training necessary for the manager,

as it simply enumerates new child nodes until the goal is found. Since the space is discrete,

it can easily enumerate over all tiles of the maze if necessary.

An illustration of the planning process is shown in Figure 3.4. The tree is shown on the left

with edges representing actions and vertices representing the resulting states from macro

env. The shortest path to the goal is shown in the branch to the right. The right side of the
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figure shows the path in the maze that corresponds to the tree. The arrows are color coded

to options. For example, blue represents the move left goal, and purple represents the move

up goal.

Figure 3.4: Illustration Monte Carlo tree search planning process for maze solving.

There are a few tuneable hyperparameters for this hierarchical agent. The threshold within

which a goal is considered met is named g_met_th, which was set to the diameter of the

goal, which is half the tile width. The threshold above which the worker policy has diverged

from the goal is named g_div_th, which signals that planning must be done again to give

the worker a more feasible (nearby) goal. g_div_th was set to twice the tile width for all

experiments.

The plan from the manager is then fed as input to the worker, denoted as fworker. The

worker is given a sequence of the next 3 goal positions, along with the environment state.

The worker is trained to reach the intermediate goals, one at a time. When the agent comes

close to the next goal a positive reward is given, denoted as rgoal_met, and set to 1 in the

experiments. When the worker goes beyond a certain threshold distance to the goal, a

negative reward value is given, denoted as rgoal_div, and set to 1 in the experiments. and the

planning process is restarted to provide new goals that are more easily reached. The worker
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policies are trained using the A3C algorithm in Figure 2 [8].

Algorithm 2 Asynchronous advantage actor-critic - pseudocode for each actor-learner
thread

// Assume global shared parameter vectors θ and θv and global shared counter T = 0
// Assume thread-specific parameter vectors θ′ and θ′

v

Initialize thread step counter t← 1
while T ≤ Tmax do

Reset gradients: dθ ← 0 and dθv ← 0
Synchronize thread-specific parameters θ′ = θ and θ′

v = θv

tstart = t
Get state st

while not terminal st and t− tstart < tmax do
Perform at according to policy π(at|st; θ′)
Receive reward rt and new state st+1
t← t + 1
T ← T + 1

end while

R =

0 for terminal st

V (st, θ′
v) for non-terminal st // Bootstrap from last state

for i = t− 1, . . . , tstart do
R← ri + γR
Accumulate gradients wrt θ′ : dθ ← dθ +∇θ′ log π(ai|si; θ′)(R− V (si; θ′

v))
Accumulate gradients wrt θ′

v : dθv ← dθv + ∂(R− V (si; θ′
v))2/∂θ′

v

end for
Perform asynchronous update of θ using dθ and of θv using dθv

end while

3.3 Results

The goal-based hierarchical agent was able to solve the continuous-space random maze task.

An illustration of the how the overall agent performs is shown in Figure 3.5. The total

sequence of goals G provided by the manager is shown as red dots. The worker is then

trained to reach the tile goals one at a time in order until the the target is reached.

The results of the feature-engineered hierarchical agent are shown in Figure 3.6. For com-

parison with a model-free agent, we also show the results of an A3C agent. The A3C agent
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Figure 3.5: Planning results and illustration of goals (red) from a random episode.

is able to learn some simple sweeping and searching behaviors, but is unable to solve the

random mazes consistently. This is because each episode is randomized, and policies that

were learned on the past maze are not useful for solving the next maze. In other words,

the ideal stimulus-response associations are unique to each maze. Without a model of the

environment and the ability to plan, the agent is unable find a general solution.

In comparison, the hierarchical agent quickly reaches a high performance in solving the mazes

consistently in a small number of steps. As the worker learns to reach intermediate goals,

the performance of the agent quickly improves.

Figure 3.6: Training results for A3C agent

The results show that the HRL approach can learn to solve the random maze task in more

efficiently than a model-free reinforcement learning algorithm. This is because the HRL

approach is able to generalize to new mazes and can adapt to changes in the environment.

These results suggest that the use of a hierarchical reinforcement learning approach can im-

prove the performance of reinforcement learning algorithms on tasks with complex dynamics

and long time horizons.
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3.4 Discussion

The goals-based hierarchical agent was able to solve the Waterworld environment well. How-

ever some human feature-engineering was required to get the agent to work successfully. Ide-

ally, we would like the agent to learn discretization strategies itself, rather than be provided

with a suitable discrete model. This is the topic of the next chapter.
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Chapter 4

Learning Diverse Policies for Path

Planning

4.1 Introduction

To avoid human feature engineering as in the previous chapter, it would be better to have the

worker automatically learn policies that are suitable for exploring the environment. This can

provide the manager with suitably discrete space to search, without providing a specialized

model of the environment. To achieve this, we use “diversity is all you need” (DIAYN) to

train a set of skills for the agent [5].

The path planning problem involves discovering high reward trajectories, which requires

optimizing a high-dimensional reward function. MCTS algorithms can be highly efficient at

this [17].

We propose a new path planning method that improves MCTS by making the sampling

function more efficient. We use options [3] over diverse policies [5] to provide dimensionality
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reduction in the MCTS sampling space via temporal abstraction. Together in a hierarchical

agent, the MCTS-based manager plans over the different states resulting from the diverse

worker policies. The worker policies automatically learn behaviors which are distinct from

each other and search the sampling space in different directions. Since the DIAYN policies

are temporally extended sequences, and have diverse behaviors, they lead to more interesting

and meaningful samples for MCTS. This makes exploration more efficient and greatly extends

the distance over which path planning can be performed by MCTS, allowing the agent to

find sparse rewards that may be very far away.

4.2 Hierarchical Agent with Learned Diverse Policies

The method for the hierarchical agent using DIAYN together with MCTS is shown in Algo-

rithm 3.

Algorithm 3 Pseudocode for Path Planning Hierarchical Agent.
Input: number of rounds T, Environment Oracle: f(x), Dataset D, DIAYN Sampling
Model h(x)
Parameters: Number of worker policies Npolicies, DIAYN re-training interval Nretrain,
Nworker_samples, UCB parameter Cp

Pretrain h(·) on D when D ≠ ∅
Draw Ninit samples uniformly from S0 = {(xi, f(xi))}Ninit

i=1 ⊂ Ω
for t = 0, . . . , T −Ninit − 1 do

if t divides Nretrain then
Train the sampling model h(·) using samples S ∪ D

end if
// Perform UCB MCTS using samples from h(·)

end for

First, the worker policies can be pretrained according to DIAYN as in Figure 4.1. Samples

from the environment were recorded into a dataset D. Pretraining is not strictly required

for the agent to successfully learn to solve the task, but it is recommended since untrained

worker policies are random and not diverse which will cause MCTS to waste computational

resources.
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Figure 4.1: DIAYN Algorithm. [5]

Figure 4.2: DIAYN Algorithm: the discriminator is updated to better predict the skill, and
the skill is updated to visit diverse states that make it more discriminable. [5]

MCTS then proceeds as usual, with the exception that the expansion step is carried out by

worker policies, as selected by the manager.

There are a few tuneable parameters for this method. First is Npolicies. This is the number of

worker policies, which will search the environment in different directions. For 2D navigation,

4 is enough to cover the cardinal directions and provides enough diverse policies to explore

the space efficiently. More policies can provide more granularity, or provide more behaviors

which may be required for a more rich environment. In the implementation of the worker

policies, the first two layers are shared by all policies. The output of these first layers are

then fed to the individual policy heads.

The Nretrain parameter determines how many samples should lapse before the worker policies

are retrained on the new data. If the initial dataset provides enough episodes, it may not be

necessary to fine tune the worker policies. If the environment is non-stationary, periodically
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retraining the worker may make it more efficient.

The number of rollout samples is determined by Nworker_samples. This sets the amount of

temporal abstraction (and dimensionality reduction) provided by the worker policies. If this

number is small, MCTS planning will occur more often, and the tree will be loaded with

more nodes. If this number is large, the worker policies will act for a long time without the

direction of the manager, which may result in wandering. For the experiments in this paper,

this number was set to 100 samples.

4.3 Results

To demonstrate the efficiency of the hierarchical navigation agent, we use a random maze

task from Deepmind Lab. The environment has some movement dynamics and short time

steps which make rewards very sparse, and requires the agent to make a very long action

sequences before reaching the goal.

4.3.1 Deepmind Lab Random Maze Task

DeepMind Lab [32] is a 3D learning environment which provides a suite of challenging 3D

navigation and puzzle-solving tasks for learning agents. Its primary purpose is to act as a

tested for research in AI, especially DRL. The DeepMind Lab environment also has some

basic physics such as acceleration and momentum.

Similar to the Waterworld random maze task, DeepMind lab contains a random maze task

located in the repository at

game_scripts/levels/demos/random_maze.lua
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Figure 4.3: DeepMind Lab environment.

Mazes were randomized for each episode in the testing and training in the experiments. A

few selected random mazes are shown below in Figure 4.4. As before, the mazes are size 9×9

with continuous valued positions within each tile. The mazes are large enough to require

thousands of time steps to traverse.

Figure 4.4: Textual representation of 4 selected random mazes in DeepMind Lab navigation
task. The goal is represented by "G" and walls represented by "*".

The complex dynamics together with the reasoning and planning required to solve large

mazes make the environment challenging for both model-free and model-based reinforcement

algorithms. Model-free agents perform well when presented with the same maze repeatedly.

However, they learn a brittle policy that does not perform well when presented with a

different maze. Model-free agents are unable to extract the principles of how the environment

works so that they can generalize to new instances. On the other hand, the continuous state

space is challenging for model-based planning agents, as planning would have to be performed

over very long action sequences.
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The worker policies were trained on dataset D, and their learned behaviors are illustrated

in Figure 4.5. The policies learn to search the space in different directions.

Figure 4.5: Worker policies trained according to DIAYN. Each color represents a different
policy. The plot shows the trajectories of the agent over 10 mini-episodes of 100 frames for
each different policy.

The training loss for the DIAYN worker is shown below in Figures 4.6–4.9.

Figure 4.6: Training loss of worker DIAYN actor.

Figure 4.7: Training loss of worker DIAYN critic1.

The average time to solve a maze is shown in Figure 4.10. The plot shows the agent is able

to find the goal reliably after about 40k training steps. This is around the same time the

DIAYN worker training loss reaches a minimum. After training, the MCTS agent was able

to solve all random mazes on the first trial.
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Figure 4.8: Training loss of worker DIAYN critic2.

Figure 4.9: Training loss of worker DIAYN discriminator.

Figure 4.10: Maze solving performance of hierarchical agent, as measured in average time to
solve maze per episode.

4.4 Discussion

This chapter presented a hierarchical reinforcement learning algorithm that uses a manager-

worker architecture. The manager uses MCTS to select actions and the worker policies

are trained using DIAYN. The worker policies are then used by the manager during the

expansion step of MCTS to search the environment in different directions.
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Chapter 5

Hierarchical Reinforcement Learning

Agent for General Tasks

5.1 Introduction to OpenAI Gymnasium Atari Tasks

For evaluating the agent, Atari environments are simulated via the Arcade Learning Envi-

ronment [33]. This popular benchmark provides a diverse set of reference environments, each

with unique agent-environment interactions and rules. Contained in the set is 57 Atari 2600

environments simulated through Stella and the Arcade Learning Environment. There is a

broad range of complexity for agents to learn. This set is part of the Gymnasium (formerly

Gym) open source Python library for benchmarking reinforcement learning algorithms.

Observation Space The observation issued by an Atari environment may be: the RGB

image that is displayed to a human player, a grayscale version of that image or the state of

the 128 Bytes of RAM of the console. For all experiments below, the state of the 128 Bytes

of RAM is used. Although this is not the same exact challenge a human would face, it is
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possible to use a vision model that can give a sufficient approximation of the RAM state.

The scope of this paper is the development and evaluation of the RL policy, and so the vision

model is outside the scope.

Rewards The exact reward dynamics depend on the environment and are usually doc-

umented in the respective game’s manual. Each game has a different range of possible

rewards.

Stochasticity Atari games use a pseudorandom number generator to produce variabil-

ity in gameplay. Given a fixed random seed, Atari games are entirely deterministic [33].

Therefore, in an unmodified Atari environment, agents could achieve optimal performance

by memorizing an optimal sequence of actions while completely ignoring observations from

the environment. To avoid this, ALE implements some elements to introduce stochastic-

ity [34]. One such element is sticky actions, where instead of always simulating the action

passed to the environment, there is a small probability that the previously executed action

is used instead.

Another element that produces stochasticity in the gameplay is stochastic frame skipping. In

each environment step, the action is repeated for a random number of frames. This behavior

may be altered by setting the keyword argument frameskip. If frameskip is an integer, frame

skipping is deterministic, and in each step the action is repeated frameskip many times. If

frameskip is a tuple, the number of skipped frames is chosen uniformly at random between

frameskip[0] (inclusive) and frameskip[1] (exclusive) in each environment step.

Different games in the ALE suite may have sticky actions, frame skipping, neither or both,

depending on their implementation. Each time an episode is presented, it may be different

than any previous episodes. This variability creates challenge for the RL agent to solve the

task. Agents must be able to generalize to perform well on ALE tasks.
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5.2 Hierarchical Agent for General Task Solving

A number of improvements and modifications were made the the hierarchical agent in the

previous chapters to make it more adapted for solving the Atari environments. The first is

that the PUCT variant of MCTS is used. The second alteration is to the NN architecture

to make it suitable for the RAM observation states. Finally, hyperparameters such as the

worker policy termination were tuned based on the performance in the various Atari tasks.

5.2.1 PUCT

The manager component of the HRL agent is once again implemented using a Monte Carlo

tree search algorithm, which uses random simulations to evaluate the potential value of

different actions. This algorithm is used to learn and execute high-level plans based on the

output of the DIAYN worker.

The PUCT variant of the MCTS algorithm was used [9], as described in Section 2.4.2. As in

standard MCTS, the algorithm proceeds with the four stages as outlined in 2.4.2: Selection,

Expansion, Simulation and Backup. The key difference with PUCT is that in each time

step in the the Selection stage, an action is selected according to the statistics in the search

tree, at = arg maxa(Q(st, a) + u(st, a)) using a variant of the PUCT algorithm: u(s, a) =

cpuctP (s, a)
√∑

b
Nr(s,b)

1+Nr(s,a) , where cpuct is a constant determining the level of exploration. This

search control strategy initially prefers actions with a high prior probability and low visit

count (dominated by left term), but asymptotically prefers actions with high reward value

(dominated by right term).
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5.2.2 NN Architecture

The NN architecture of the HRL agent based on the previous chapters has been implemented

for solving the ALE suite in the following ways:

The DIAYN worker consists of a deep neural network with 3 hidden layers, each containing

128 neurons. The input layer has 128 neurons, one for each byte of RAM observation. The

output layer has the same number of neurons as the number of possible actions in the game.

The activation function for the hidden layers is a rectified linear unit (ReLU), which is

generally fast to calculate and has been found to work well in many RL tasks. The output

layer uses a softmax activation function, which allows the outputs to be interpreted as

probabilities. The layers in the DIAYN worker are fully connected.

Overall, this implementation of the HRL agent is a deep neural network with multiple layers

that are fully connected, using ReLU and softmax activation functions, and optimized using

Adam. The DIAYN worker provides sub-plans to the MCTS component, which would be

used to learn and execute high-level plans. The parameters of the model, such as the weights

and biases of the neurons, are optimized using Adam.

5.2.3 Worker Policy Termination

In the HRL algorithm described above, it is necessary to determine when to terminate the

DIAYN worker, i.e. how many timesteps it should run, denoted by Nworker_samples. As before,

the approach taken for this problem is to use a predefined maximum number of timesteps

for the DIAYN worker, and to terminate it once this number of timesteps has been reached.

This maximum number of timesteps is determined through experimentation and testing, by

trying different values and observing the effect on the agent’s performance. Each game may

have a different optimal value, balancing computational efficiency with overall performance.
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5.3 Results

5.3.1 Experimental Procedure

The games selected for comparison were the ones with results available from the baselines

repository, as shown in Appendix A: BeamRider, Breakout, Enduro, Pong, Seaquest, and

SpaceInvaders. These games were selected to be diverse and challenging, in order to provide

a good test of the agent’s learning abilities.

The agent was trained on the selected games by providing it with the state of the 128 bytes

of RAM of the console as the input observation. This allows the agent to learn the dynamics

of the game and develop strategies for playing it. During training, the agent was evaluated

periodically to measure its performance on the games. This was done by running the agent

on the games and measuring its score and other relevant metrics and saving them to a log

file. This evaluation process occurred at an interval of every 1, 000 training samples. The

maximum score attained during training was used to measure its performance for comparison

with other RL algorithms, to evaluate the effectiveness of the hierarchical algorithm.

Hyperparameter Tuning Grid search was used to tune the hyperparameters of the algo-

rithm, such as the number of worker policies and the duration of the worker rollout. In grid

search, a range of values for each hyperparameter was specified, and the algorithm is trained

and evaluated for each combination of hyperparameter values within the specified range.

The combination of hyperparameter values that yields the best performance on the games

was then selected as the optimal set of hyperparameters, as shown in the results below.
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Game HRL High Score Npolicies Nworker_samples
BeamRider 6823 3 20
Breakout 464 3 30
Enduro 708 4 20
SpaceInvaders 1343 4 30
Qbert 19839 5 10
Seaquest 1904 5 10
Pong 20 3 10

Table 5.1: Summary of the results of the hierarchical agent (HRL) on selected games from
the Atari Learning Environment.

5.3.2 Atari Games Performance

Table 5.1 shows the performance of the hierarchical agent on several Atari games. Each

game was run for 10M time steps. The table also shows the optimal hyperparameters found

by grid search: the number of worker policies, Npolicies, and the duration of worker activity,

Nworker_samples.
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Figure 5.1: Performance of hierarchical agent on BeamRider.

5.4 Discussion

The results of the hierarchical agent show that it was able to successfully solve all 7 of the

Atari games from the Baselines data set (Appendix A). In comparison with the state-of-the-
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Figure 5.2: Performance of hierarchical agent on Breakout.
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Figure 5.3: Performance of hierarchical agent on Enduro.
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Figure 5.4: Performance of hierarchical agent on Pong.
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Figure 5.5: Performance of hierarchical agent on Qbert.
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Figure 5.6: Performance of hierarchical agent on Seaquest.
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Figure 5.7: Performance of hierarchical agent on SpaceInvaders.
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art algorithms shown in the Appendix, the algorithm achieves comparable high scores.

Another interesting result from the evaluation is the steepness of the learning curves. In

many of the games the hierarchical agent had the steepest performance gains initially, even

if it the high score saturated at a similar value as the baseline algorithms. This suggests that

the hierarchical agent may be more sample efficient, allowing the agent to achieve moderate

performance with fewer training samples.

Performance Variability There is variability in the performance of common agents used

in the OpenAI Baselines repository. this is why post-training agent performance has been

reported as a distribution, rather than a point estimate [35]. The graphs show the average

performance, as well as the min and max over 6 runs with varied random seeds.
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Chapter 6

Conclusion

6.1 Summary

An HRL algorithm was presented which uses MCTS as a high-level controller, and DIAYN as

a low-level controller. The combination of model-based planning together with a model-free

controller combines the best of both worlds, and is able to efficiently solve the sparse reward

problem.

The algorithm was shown to perform well on random maze navigation tasks, as well as

general-purpose Atari tasks. In comparison with state-of-the-art RL algorithms, the HRL

agent was shown to be competitive in terms of performance. In addition, the algorithm was

shown to be sample efficient, achieving moderate results after a small number of training

samples.

46



6.2 Future Directions

There are several potential avenues for future research based on this research. First is

that automatic hyperparameter tuning could avoid the expensive sweeping of grid search.

Autonomous addition of new worker policies as needed could avoid trying different values

and training each variation repetitively.

The other hyperparameter that could be made learnable is the worker rollout duration. This

could also be a variable duration termination function. This choice is environment dependent,

and there is a tradeoff between overall MCTS search effort and overall performance. If the

duration is a single base level time step, the hierarchy collapses, and the efficiency gains

of the hierarchical approach are lost. On the other hand, if the duration is too long, the

performance of the overall agent may suffer, as time steps are wasted with a suboptimal

policy being active.

HRL is a promising area of research in RL, with many challenges and opportunities. Over-

coming these challenges can enable the development of more efficient and effective RL algo-

rithms that can be used in a wide range of applications.
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Appendix A

OpenAI Baselines for Atari Learning

Environment

Below are the results for 7 different RL algorithms, reproduced from the OpenAI Baselines

repository [36].

Table A.1: Baseline results for the Atari environments.
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Figure A.1: Performance of baseline algorithms on BeamRider.

Figure A.2: Performance of baseline algorithms on Breakout.

Figure A.3: Performance of baseline algorithms on Enduro.

Figure A.4: Performance of baseline algorithms on Pong.

Figure A.5: Performance of baseline algorithms on Qbert.
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Figure A.6: Performance of baseline algorithms on Seaquest.

Figure A.7: Performance of baseline algorithms on SpaceInvaders.
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