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Abstract 

High-Resolution Soft X-Ray Photoionization Studies Of Selected Molecules 

by 

Eric Allen Hudson 

Doctor of Philosophy in Chemistry 

University of California at Berkeley 

Professor David A. Shirley, Chair 

Near-edge soft x-ray photoionization spectra were measured with~high resolution 

in energy for a series of molecules in the gas phase, using the Free University of Berlin 
, 

plane-grating SX-700-U monochromator at the synchrotron radiation sOlirce BESSY. 

Analysis of thespectra provides details of the cote-excited electronic states which are 

accessed, including quantum defects, naturallinewidths, vibrational spacings, molecular 

geometries, and molecular-field splittings. The interpretation of these results 

characterizes the valence and Rydberg orbitals which are populated by the transitions, as 

well as the core orbitals which are vacated. 

Photoionization spectra of carbon monoxide were measured near the carbon and 

oxygen K edges. Vibrational spacings and bond lengths are derived for several 

resonances. Results are consis~ent with the equivalent~core model and indicate the 

different influences of the carbon and oxygen Is core holes. Corresponding spectra of 

H2CO and D2CO were also measured. Assignment of the complex vibrational structure 

in the valence-shell and Rydberg resonances is facilitated by a comparison of the spectra 

for the two isotopic species. Geometric and vibrational parameters are derived for several 
.J 

carbon Is core-excited states. Isotopic shifts are observed in the energies and linewidths 

of some core-excited states. 

Sulfur hexafluoride photoionization spectra, measured near the sulfur L2,3 edges, 

show several series of weak, narrow Rydberg resonances. The high resolution ,and good 



counting statistics allow a complete assignment of these states. The lineshapes of the 

broad inner-well resonances also observed in these spectra are analyzed to establish the . 

. magnitudes of vibrational and lifetime broadening in these states. 

Spectra of the H2S and D2S molecules were also measured near the sulfur L2,3 . 

edges. Besides lower-energy transitions to inner-well states, a complex manifold of 

overlapping Rydberg resonances is observed. The rich fine structure of these states arises 

mainly from the removal of orbital degeneracies in the molecular field. Additional 

structure due to vibrational excitations in the final state is identified by a comparison of 

the spectra for the tw~ isotopic species. 

... 
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CHAPTER I 

I.A. Motivations: What may be learned from these experiments? 

This dissertati.on presents and interprets the results .of high-res.oluti.on S.oft x-ray 
i . 

ph.ot.oi.onizati.on measurements. In particular, near~edge ph.ot.oi.onizati.on spectra were 

measured f.or a series ofm.olecules in the gas phase. In this type .of experiment, the t.otal 

\ ph.ot.oi.on current produced by a gas is measured as the ph.ot.on energy is scanned thr.ough' 

an energy range which inc1udes,the i.onizati.on thresh .old f.or a core-level electr.on .of an 

at.om in the m.olecule. Peaks are .observed in the spectrum due t.o .the pr.om.otion .of the . 

c.ore electr.on int.o .one of the un.occupied .orbitals .of the m.olecule. Transiti.ons t.o b.ound 

valence-shell and Rydberg .orbitals will appear as peaks at ph.oton energies bel.ow the 

i.onization thresh.old, while transiti.ons to quasi-b.ound shape resonances will be .obserVed . . 

as br.oader peaks ab.ove thresh.old. Alth.ough the states at energies bel.ow thresh .old are 
( 

neutral, they are n.onetheless .observed in ph.ot.oi.onizati.on spectra because the d.ominant 

decay mechanism in the S.oft x-ray energy range is aut.oi.onizati.on. In fact, the 

ph.ot.oi.onizati.on spectra are nearly equivalent to the c.orresponding x-ray ph.ot.oabs.orpti.on 

spectra. F.or the results presented here, the distincti.on between these two types .of 

measurements isn.ot significant. The study of near-edge x-ray ph.ot.oabs.orpti.on is also 
, . 

c.omm.only referredt.o as X7"ray Abs.orpti.on Near-Edge Structure (XANES). Here that 

term will generally be restricted t.o S.oft x-ray absorpti.on and will alS.o be used t.o describe 

ph.ot.oi.onizati.on spectra. 

XANES spectra (and thus near-edge phot.oi.onizati.on spectra) provide inf.ormati.on 

ab.out the .orbitals .of the m.olecule which are un.occupied in the ground electr.onic state. 
I 

From a fundamental viewP.oint, kn.owledge .of these .orbitals is needed even f.or an 

understanding .of the ground state. Alth.ough within the Hartree-F.ock approximati.on 

these .orbitals are un.occupied, in fact they d.o influence gr.ound-state properties thr.ough 
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electron correlation, i.e. configuration interaction. These orbitals also playa role in the 

dynamics of a molecule, e.g. in a collision or chemical reaction. And these orbitals may 

. be populated in the many different excited electronic states of the neutral or ionized 

molecule. Naturally the details of a given orbital may vary in these different 

circumstances, but XANES can provide at least a basic characterization of the 

unoccupied molecular orbitals. 

Relative energies of the various unoccupied orbitals may be detennined from 

XANES spectra. For example, molecular-field splittings of low-lying Rydberg orbitals 

can be directly measured. The spatial distribution of an orbital accessed by a XANES 

transition may be inferred from transition intensities, naturallinewidths, and vibrational 

structure. Similar infonnation can be obtained from lower-energy photoabsorption 

experiments, where a valence electron is excited into an unoccupied orbital. This 

approach is also useful, and may achieve better energy resolution than is possible with 

XANES. However core-Ie~.el photo absorption has several inherent advantages over 

valence photoabsorption. First of all, occupied valence levels have small energy 

. separations .. Therefore excitations from different valence levels will tend to fonn 

overlapping series of peaks, and it may be non-trivial to associate each observed 

transition with the correct valence hole. In contrast, core levels are widely separated in 

energy, and x-ray absorption features are thus more easily assigned to the correct hole. 

Secondly, the symmetries of the various occupied valence orbitals are not always known, 

and it may therefore be difficult to identify the symmetry of orbitals accessed in 

transitjons from these initial states. Core-level symmetries are more easily detennined 

because these levels are very similar to their parent atomic orbitals. Thirdly, creation of a 

valence hole may have a dramatic effect upon the electronic and geometric structure of a 

molecule, because valence orbitals are often strongly bonding or antibonding. These 

hole-dependent changes may be difficult to distinguish from the influences of the newly

occupied orbitaL While a core hole will also have art influence upon the final-s~te 

... 
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structure, the hole is localized near one nucleus of the molecule, and will typically have a 

smaller influence than a valence hole. This influence is also more easily predicted. The 

effect of the core hole can often be modeled simply as the creation of a positive point 

charge at the nucleus. 

Near-edge photo absorption spectra also provide information about the core levels 

which are excited. For example, the natural line width of a transition is determined by 

the lifetime of the excited state. This lifetime is normally determined by the rate of decay 

of the core hole, by either autoionization or x-ray fluorescence. High-resolution 

photo absorption spectra may therefore be used to study trends in core-hole decay rates. 

These spectra are also useful for the measurement of various energy splittings in core 

levels. In particular, spin-orbit and molecular-field splittings may be determined and 

used to understand the effects of chemical bonding on atomic core levels. 

Promotion of a core electron into a previously unoccupied orbital creates a very 

highly excited electronic state of the molecule. Structural parameters of that electronic 

state may be determined if vibrational transitions are resolved in the photoabsorption 

spectrum. Upon electronic excitation, it is possible to excite one or more quanta of 

vibrational energy in the molecule, resulting ina series of peaks associated with a single 

ele~tronic_transition. The vibrational energy spacings observed are a measure of the force 

constants of the molecule in the excited state. The relative intensities of the individual 

vibrational excitations can be analyzed using the Franck-Condon principle to derive bond 

lengths and bond angles of the molecule in the excited state. 

High-resolution XANES spectra can provide some information about the structure 

and dynamics of highly excited electronic states. However, more complex measurements 

are possible which give more detailed characterizations of these states or which use these 

states to study other molecular properties. For example, measurement of the relative 

intensities of fragment ions can be used to characterize the decay dynamics of the states 

which are excited in XANES. Photoelectron and Auger electron spectroscopy can be 
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used to detennine the role of the excited electron in autoionization of the' excited state. 

Resonance-excited x-ray emission is a relatively new technique for studying occupied 

valence levels of the ground state. In these spectroscopies, and many others, a high 

resolution photo absorption spectrum is useful for the interpretation of experimental 
, 

results. High-resolution XANES can therefore be regarded not only as a tool with the 

specific abilities listed above, but also as a starting point for more sophisticated 

measurements. 

I.B:Historical development of soft x-ray absorption spectroscopy 

Measurements of x-ray absorption spectra date back to the beginning of this 

century, when Bragg diffraction was discovered and x-rays monochromators were first 

constructed [1]. There was considerable activity in this area over the following decades, 

including studies of condensed matter as well as gas-phase atoms and molecules [2]. 

There were similar advances, starting in the middle of the 19th century, in the area of 

ultraviolet (UV) absorption. Developments in both UV and X-ray absorption 

spectroscopy, along with major advances in quantum theory, created a framework for the 

interpretation of electronic excitation spectra. The resulting understanding of elecq-o.nic 

structure and spectra is thoroughly described in Ref. [3] for atoms and Ref. [4] for 

molecules. 

Historically, absorption spectra in the soft x-ray region (::::: 30-1000 eV) were 

difficult to measure due to the lack of intense sources of continuum radiation. Some 

spectra were measured using quasi-continuum spark sources [5], but the field was very 

limited until the 1960's, when synchrotron radiation fust became available. It was 

immediately obvious that this was a superior source of soft x-rays, because of the nearly 

featureless continuum as well as the high flux. As better soft x-ray monochromators were 

developed to exploit this radiation source, many near-edge molecular photoabsorption 
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spectra were collected and the resulting interpretations and associated theoretical work 

established a basis for modem work [6]. By modem standards, however, most soft x-ray 

spectra collected before the mid-1970's were not truly high resolution. 

In ,the 1970's the technique of Electron Energy Loss Spectroscopy (EELS) was 

improved, resulting in a truly high-resolution spectroscopy. EELS, which was developed 

in parallel with x-ray absorption, provides an alternate means of measuring absorption 

spectra. In EELS, a high-energy electron replaces the photon as the source of excitation 

energy. Since a free electron can occupy a continuum of energy levels, the incident 

electron can transfer any fraction of its energy to the molecule. Thus a spectrum is . 

obtained by measuring the energy loss of the inelastically-scattered electrons, using a 

very narrow incident-beam energy distribution. The groups of King, at Cambridge 

University [7], and Brion, at University of British Columbia [8], developed gas-phase 

EELS instruments which could measure near-edge spectra with resolutions close to the 

naturallinewidths of the spectral features. These instruments were used to study many 

atoms and molecules. The UBC group, in particular, studied an impressive number of 

molecules and systematically interpreted the results. The detailed understanding of near

edge spectra obtained from the work of the EELS groups is, in fact, the framework with 

which the present measurements were interpreted. However, for all its advantages and 

success, EELS has an inherently low count rate, and spectra usually have relatively small 

signal-to-noise ratios even for counting times of more than one day. 

From the mid-1970's to the mid-1980's, EELS was the method of choice for 

measuring high resolution XANES in the soft x-ray energy range. The performances of 

soft x-ray monochromators were improving, however, and more synchrotron radiation 

facilities were being developed. The modem era of high-resolution XANES began in the 

late 1980's, when several soft x-ray monochromators were commissioned with resolving 

powers (EI~E)of 5000 or more. The first and still the most famous spectrum of the 

current period of activity is the molecular nitrogen Is-to-1t* resonance, with well-resolved 
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vibrational structure, collected by' Chen and coworkers using the Dragon monochromator 

at the National Synchrotron Light Source (NSLS) [9]. Another Spherical Grating 

Monochromator (SGM) on Beam Line 6 at the Stanford Synchrotron Radiation 

Laboratory (SSRL) soon afterwards demonstrated a similar resolving power [10]. The 

next addition was the SX7001II monochromator [11] at the Berliner 

Elektronenspeicherring fUr Synchrotronstrahlung (BESSY), which provided the high

resolution soft x-rays used for the measurements in this dissertation. Since the initial 

measurements at SX700III, other high-resolution monochromators have been 

commissioned at various synchrotron radiation facilities around the world. 

As a result of the unprecedented combinations of resolution and flux provided by 

these new monochromators, there has been a recent flurry of activity in the area of high

resolution XANES. Besides the work contained in this dissertation, and other work of 

the same group [12], the group using the Dragon monochromator, as well as a newer 

SGM at NSLS, has actively investigated a number of molecules [13]. Other groups are 

also working in this area, and even more may be expected as high-resolution, high-flux 

monochromators become widely available. 

I.C. Survey of present measurements 

This dissertation presents molecular soft x-ray photoionization spectra which, for 

the purposes of this study, are equivalent to the corresponding XANES spectra. The 

SX7001II monochromator at BESSY provided the combination of high flux and high 

resolution required. Absorption of x-rays by the gas was detected by the total ion yield 

technique, in which a biased electrode is used to collect all ions produced by 

photoexcitation. Full details of the experiment are given in Chapter II. 

XANES spectra of four different molecules will be presented and discussed. The 

. first molecule studied in this series of experiments was carbon monoxide. The 

.. 
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interpretation of the observed carbon and oxygen K-edge spectra is fairly straightforward, 

and introduces some concepts used in the interpretation of more complex spectra. In 

, particular, the equivalent,.core model is applied and an analysis based on Franck-Condon 
I 

(FC) theory is demonstrated. Formaldehyde, because of its larger number of atoms, . 

exhibits more complex carbon and oxygen K-edge XANES spectra than those of CO. 

Both H2CO and D2CO were studied, exploiting the isotopic dependence of vibrational 

frequencies for the assignment of vibrational features in the spectra. By applying a poly

dimensional FC analysis, the geometries of several excited states of both isotopomers 

were ,derived. An unprecedented isotopic effect was observed in the energy and width of 

the Jowest-c:::nergy Rydberg state at both edges. 

The XANES spectra of sulfur hexafluoride were measured at the sulfur L2,3 edges 

and the fluorine K edge. The high symmetry and small size of the molecule allows a 

relatively simple interpretation of the observed spectra, even though this is a seven-atom 

molecule. The most striking result was the observation of many Rydberg states below the 

sulfur L2,3 edges. The naturallinewidths of these states are very small, especially in 

comparison to the linewidths of the intense inner-well resonance at slightly lower photon 

energy. XANES spectra were also measured at the sulfur Ll,2,3 edges of hydrogen 

sulfide. Considerable fme structure was resolved below the L2,3 edges. Interpretation of 

the spectra was facilitated by measuring both H2S and D2S. A detailed analysis revealed 

a molecular-field splitting of the sulfur 2p core levels and suggested that some observed 

states had characteristics intermediate between the common valence-shell and Rydberg 

classifications. Vibrational structure and isotopic shifts were resolved in the valence

shell region and were interpreted by considering the recently-established dissociative 

nature of these excited states . 

. LD. Basic principle and common themes 



/ 

8 

This dissertation is organized with separate chapters to discuss the results from 

each of the four molecules studied. This is a useful structure, but it may hide some of the 

common threads running through these different systems .. In this section, the basic 

principles underlying this research are introduced and connections between the different 

molecules are outlined. 

1. Rydberg states 

A Rydberg state arises from the promotion of an electron into a Rydberg orbital. 

Rydberg states are most easily defmedas states whose energies are predicted by the 

Rydberg formula 

(1.1) 

where EIP is the ionization potential of the electron's initial-state level, R is the Rydberg 

constant, n and Q are the principal and orbital-angular-momentum quantum numbers of 

the Rydberg orbital, and bQ is the quantum defect The quantum defect depends on Q 

because of the differing degrees of core penetration for s, p, d etc. orbitals. Generally bQ 

will be largest for s orbitals, which have no centrifugal barrier, and will decrease with 

increasing Q. b will also increase with Z, the nuclear charge, because the screening of the 

. nuclear charge by the inner electrons becomes less efficient in larger atoms. Rydberg 

states will typically be observed in one or more series with energies converging on EIP as 

predicted by Eqn. (1.1). Such series are identified for all the molecules discussed in this 

dissertation. 

A useful quantity for the description of Rydberg states is the term value 

T = Eip- EoQ . (1.2) 

.. 
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Ignoring configuration interaction and relaxation effects,which are nonnally small, the 

tenn value is associated only with the energy of the electron in the Rydberg orbital.' Thus 

the tenn value is especially useful for comparisons of Rydberg states corresponding to 

different absorption edges. While this dissertation is concerned only with core-excited 

electronic states, it is important to stress that Rydberg states also may arise when valence 

electrons are promoted to Rydberg orbitals. Indeed, these lower-energy Rydberg states 

are more thoroughly studied, and provide the basis for the modem understanding of 

Rydberg orbitals [14,15,16]. 

The Rydberg fonnula successfully predicts the tenn values of Rydberg states in 

multi-electron atoms, if n is larger than the maximum n of the occupied orbitals in the 

ground state. Moreover, it is also successful for predicting tenn values of many excited 

states in molecules . . The reason for this success is that Rydberg orbitals have a large 

spatial extent. Asn increases, Rydberg orbitals have less amplitude within the molecule, 

and more amplitude far away from the center, where the potential is atomic-like. Since 

the energy of an orbital depends on the entire one-electron wavefunction, higher Rydberg 

orbitals will have atomic-like energies. Another consequence of the large spatial extent 

of these orbitals is that transitions to higher Rydberg states will be successively weaker, 

s~mply due to diminishing Rydberg orbital amplitude in the region of the core electron. 

However dipole selection rules will not necessarily approach the atomic rules for 

. increasing n, because the region of the Rydberg orbital which ovedaps the core electron 

is within the molecule and feels the full molecular field. An example of this is seen in 

Chapter VI, where the 2p to np transitions in H2S show appreciable intensity, although 

the transition is forbidden by atomic dipole selection rules. 

Rydberg orbitals have little amplitude within the molecule, thus they are 

essentially non-bonding, especially for large values of n. However the excitation of a 

Rydberg state may nonetheless have accompanying changes in molecular geometry, 
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because the influence of the newly-created hole must also be considered. Valence holes 

can clearly have a dramatic influence on molecular geometry, since valence orbitals may 

be strongly bonding or m1:tibonding. Core holes will have a smaller but often notable 

influence upon molecular structure (as seen, for example, in Chapter m for CO). 

Therefore core-excited Rydberg states may in some cases show vibrational· sidebands as a 

, result of the geometry changes associated with the excitation. 

2. Valenee-shell states 

A valence-shell state arises from the promotion of an electron into an unoccupied 

molecular orbital. The analogy in an open-shell atom would be the promotion of an 

electron into the partially occupied. shell, i.e. the valence shell. Dipole-allowed 

transitions to valence-shell states tend to be more intense than corresponding Rydberg

state transitions, because molecular orbitals are spatially localized within the molecule 

and will have appreciable amplitude in the region of the ground-state electrons. Like 

Rydberg states, valence-shell states have been more thoroughly studied for valence 

excitations than for core excitations [14,15]. However, core-excitation is, in some ways, 

a more powerful means for studying molecular orbitals which are unoccupied in the 

ground state. For example, an unoccupied molecular orbital could be excited from a 

(highly localized) core level of each atom of a molecule, and the resulting relative 

intensities would provide a map of the orbital amplitude at the different atoms. 

From simple molecular orbital theory, it is evident that molecular orbitals which 

are unoccupied in the ground state are usually anti-bonding. Putting an electron into an 

anti-bonding orbital will tend to lengthen the associated molecular bonds, inducing 

vibrational excitation in the final state. Therefore core-excited valence-shell states 

generally show more extensive vibrational sidebands than the corresponding Rydberg 

states. There is an important exception howevel: It is possible that the creation of the 

.. 
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core-hole will have some compensating effect on the change in geometry, leading to a 

final state with a geometry closer to the ground state than might otherwise be expected. 

This is seen in Chapter III, for example, where more extensive vibrational structure is 

observed for the (C Is)-l Rydberg states than for the (C Is)-l1t* valence-shell state . 

Core-excited valence-shell states are of particular interest because they may be 

used to determine the orientation 'of moleCules adsorbed on surfaces. This technique, 

.' which is called NEXAFS [17], exploits the molecular symmetry of antibonding orbitals 

and the (usually) linear polarization of synchrotron radiation. The dependence of 

transition intensity upon the angle between the photon polarization vector and the surface 

normal reveals the orientation of the bond associated with the antibonding orbital. Some 

of the valence-shell states used in this approach lie above the ionization threshold of the 

excited core electron. In that case, the orbital accessed is only quasi-bound, i.e. the 

electron rapidly tunnels out of the orbital into the continuum of free-electron states and 

leaves the molecule. This special, but not unusual, type of valence-shell state is called a 

shape resonance. Chapter V includes a discussion of the shape resonances of SF6. 

3. Intermediate or mixed states 

The sharp division between valence-shell and Rydberg states which is perhaps 

suggested by the preceding discussion is not always valid. In fact, it is sometimes more 

accurate to classify· a state as mixed, i.e. intermediate between these two extremes. 

Chapter VI presents evidence of a mixed state in the core-excitation spectrum of 

formaldehyde. Another example is seen in Chapter VI for H2S. In that case, the spectral 

region between clearly identifiable valence-shell and Rydberg states shows some states 

with intermediate characteristics. The nature of mixed states has been more thoroughly 

investigated for valence excitations. While there is a general agreement that mixing is 

important in some situations, there is some controversy over the manifestation of that 
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mixing. Rohin [14] has argued that mixing occurs between conjugate pairs of valence

shell and Rydberg orbitals, generally resulting in a pair of mixed orbitals, one more 

Rydberg-like and the other more valence-sheIl-like. He stresses that transitions to both 

orbitals should be observed, although sometimes the transition to the valence-sheIl-like 

orbital will be very broad and difficult to identify. In contrast, Mulliken [18] has argued 

that mixing does not necessarily result in two distinct orbitals. The analysis used in this 

dissertation tends to follow Mulliken, i.e. identifying individual mixed states rather than 

conjugate pairs, but the results do not depend on the specific assumption of either point of 

view. 

4. Vibrational structure 

The promotion of an electron into a previously unoccupied orbital will generally 

change the geometry ofa molecule, i.e.·modifying the bond lengths and bond angles. 

Changes in geometric structure tend to induce the excitation of vibrational quanta in the 

final state. These excitations are observed as peaks at higher energies than the 

fundamental electronic transition, with spacings characteristic of the molecular 

vibrational frequencies in the excited state. This explains the sidebands observed for 

many transitions in molecular XANES spectra. Understanding the vibrational structure 

associated with a particular excited electronic state can provide details of the/influence of 

the hole and the spatial distribution of the excited electron. Vibrational structure is 

observed and interpreted for all the molecules studied in this dissertation. 

In complicated XANES spectra it may be difllcult to assign all the observed 

features. It is very helpful to have additional information. Such information is available 

in the spectra of isotopically-substituted molecules. Different isotopic spedesofa 

molecule tend tei have very similar electronic and geometric structures. However, due to 

the changes in atomic mass, they tend to have different vibrational frequencies. These 

". 
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differences are naturally very large when deuterium is substituted for hydrogen, because 

the mass changes by a factor of two. The vibrational frequencies in the excited states will 

be modified in the substituted molecule, and any vibrational sidebands in the spectra will 

show corresponding shifts. Thus this effect is useful for distinguishing vibrational 

sidebands from fundamental electronic transitions in a spectrum. The effect will, of 

course, be largest for those normal vibrational modes which include significant motion of 

the hydrogen/deuterium atoms. The energies of fundamental transitions, i.e. those '. 

without any vibration excitation, may also show small shifts upon isotopic substitution 

due to zero-point energy changes, as discussed below in Section I.D.6. Isotopic 

substitution is used in Chapters IV (H2CO vs. D2CO) and VI (H2S vs. D2S) to aid in the 

interpretation of complicated spectra. 

Once vibrational sidebands are identified in a XANES spectrum, it is immediately 

possible to determine vibrational frequencies of the excited electronic state from the 

spacing of the sidebands. This provides some information about the force constants, and 

thus the electronic structure of the excited electronic state, especially by comparison to 

ground-state vibrational frequencies. In polyatomic molecules, the vibrational spacings 

may also indicate changes in molecular symmetry, although this effect is not observed for 

the examples in this dissertation .. Further information about the structure of the excited 

state is contained in the intensities of the vibrational sidebands. By applying tl}e Franck

Condon (FC) principle[19], bond lengths and angles in the excited state,may be 

determined. The most important prediction of the FC principle is that extensive 

vibrational excitations tend to accompany large changes in molecular geometry. As 

mentioned above, in Sections I.D.l and I.D .2, changes in molecular geometry are 

indicative of the spatial distribution of the excited valence-shell or Rydberg orbital, as 

well as of the influence of the core hole. Therefore FC analysis is a particularly useful 

tool for the interpretation of molecular XANES spectra. 
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5. Equivalent-core approximation 

As mentioned above; the creation of a core hole may have a notable influence 

upon the electronic and geometric structure of the excited electronic state. However this 
.. r 

influence can usually be modeled by very simply by approximating the core hole as an 

additional positive charge at the nucleus of the atom. In other words, one can assume that 
\ 

the core orbiuil is localized in an extremely small region and thus that the core hole is a 

point charge. In this case, the core-excited atom is equivalent to a ground-state atom with 

one additional proton, Le. the next element on· the periodic table. Thus this model is 

known as the Z+ 1 or equivalent-core approximation. Note that this model is also useful 

in the case where the excited electron has left the system, i.e. the final state in 

photoelectron spectroscopy. Indeed, the model was initially developed todescribe.the 

core-excited ions created in photoelectron spectroscopy [20]. To apply the equivalent

core model in XANES, it is important to consider the excited e~ectron. If the core 

electron is promoted into the lowest unoccupied molecular orbital (LUMO), then the 

equivalent core molecule is the neutral Z+ I molecule in the ground state, because the 

"extra" electron of the Z+ 1 molecule occupies this LUMO. But if the transition is to a 

Rydberg state, then the equivalent-core molecule is the neutral Z+ 1 molecule in an 

excited electronic state, with its outermost electron promoted into the same Rydberg 

orbital. 

This model is applied in Chapter ITI for CO and the results show that the 

approximation is quite successful. If vibrational frequencies are corrected for the well

understood effects of different masses, the overall ag,reement between the core-excited 

values and the equivalent-core values is good. Bond lengths for core-excited states, 

derived using a FC analysis, also compare well to corresponding equivalent-core values. 

The success of the core model in the test case of CO is encouraging, and therefore the 

, equivalent core model is also applied to the other three molecules studied in this 

.• 
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dissertation~ This model has two important applications. It can be used to predict the 

influence of the core hole in a core-excited electronic state. It can also be turned around, 

using XANES as a way to study the structure of the equivalent-core molecule [21]. The 

latter application is natural, in a way, because the first valence-shell state 'of a core

excited cloSed-shell molecule, corresponds to an open-shell equivalent-core molecule in 

its ground state., Since closed-shell molecules are usually much more stable and inert 

than open-shell molecules, this approach is a simple way to learn about molecules which 

may be difficult to study directly. The results for H2CO in Chapter IV and H2S in 

Chapter VI are both discussed in this light. 

6. Dissociative states and zero-point vibratiotlal energy 

The core-excited, electronic states accessed in XANES have very short lifetimes, 

due to the rapid autoionization processes associated with core holes created in the soft x

ray energy range. However it is possible for a core-excited state to dissociate before this 

electronic decay occurs, i. e. the molecule fragments with a core hole in one oithe pieces. 

Very rapid dissociation is most likely to occur if the excited state accessed has a strongly 

repulsive potential. Another possibility is that the excited state is bound, but is so 

strongly coupled to a dissociative state that conversion to the repulsive potential and 

subsequent dissociation occurs before the core hole decays. 

One effect of dissociation is to shorten the lifetime of the excited state, as 

compared to a corresponding non-dissociative state which decays by autoionization . 

Therefore a dissociative state may becl1aracterized a larger natural line width than non

dissociative states in the same spectrum. There are other possible causes for differences 

in line broadening, however. The rate of autoionization may vary for different states in 

the same spectrum, as proposed in Chapter V for SF6. 
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Another effect of dissociation can be observed by comparing the corresponding 

XANES spectra of different isotopic species (or Itisotopomers lt
) of the molecule. 

Dissociative states will exhibit shifts in the energy of the fundamental peak upon isotopic 

substitution (for this effect, the fmal state of the transition must have a repulsive 

potential, rather than rapidly coupling to another state which is dissociative). These shifts 

. arise from changes in the zero-point vibrational energy of the molecule upon excitation. 

Even in the vibrational ground state of a particular electronic state, each vibrational mode 

contributes to the total energy of a molecule [i.e. the energy of the vibronic (vibrational

electronic) state]. Assuming a harmonic oscillator potential, this zero-point energy is 

given by 

(1.3) 

where the sum is over all the vibrational modes, and llroi is the vibrational spacing of the 

i th mode. Normally these zero-point vibrational energies are difficult to distinguish from 

the total electronic energy of the overall molecular state. However, a comparison of total 

energies between isotopomers would show these effects,. due to the isotopic dependence 

of vibrational frequencies. Of course, total energies are not ohserved in absorption 

experiments; only the difference in total energy between the initial and final state is 

measured. If vibrational frequencies are similar in these two states, there will be little 

change in the zero-point energy and thus only a small difference between the fundamental 

transition energies of the isotopomers. If the final state is dissociative, however, there is 

no potential well along the dissociating coordinate, and therefore no zero-point energy for 

that mode. The dissociative mode contributes to the zero-point energy in the initial state 

but not in the final state. Since that· contribution is just half the vibrational spacing for 

that mode, there will be a shift of the fundamental transition upon isotopic substitution. 

This shift will equal half the difference between the ground state vibrational spacing in 

.. 
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the twoisotopomers. For the case of deuteration, the fundamental transition will shift to 

higher energies for thedeuterated species. 

Even a vibrational mode which is not dissociative may cause isotopic shifts in the 

fundamental transition energy, if the frequency of that mode changes upon excitation. 

However, the best-resolved spectra in this dissertation can only detect energy shifts of 

more than zlO meV. To obtain this shift upon deuteration, a change in the vibrational 

spacing of about 65 me V for a mode involving motion of the hydrogen/deuterium would 

be required upon excitation. This corresponds to a change of more than 20% in the 

vibrational frequency for a stretching mode, and a much larger relative change for a 

bending mode. Of course, there may be several modes which change frequency and 

contribute to the isotopic shift. The conclusion is that only large changes in vibrational 

frequency can lead to observable shifts, and only modes with large isotopic dependencies, 

i.e. those that involve motion of the hydrogen/deuterium, will make significant 

contributions to the isotopic shifts. Clearly the largest possible change in a vibrational 

frequency occurs when the final state frequency is zero, i.e. the mode is dissociative. 

However it must be stressed that this effect may also be observed for completely non- . 

dissociative states if there is a large enough change in vibrational frequencies between the 

ground and final states. In Chapter IV there is a discussion of the isotopic shifts of 

. fundamental transitions in reference to H2CO and related molecules. In Chapter VI this 

effect is used to explain isotopic shifts in transitions to states which are known, from 

other studies, to be dissociative. 

7. Core-hole spin-orbit interaction 

For core levels with orbital angular momentum greaterthan zero, i.e. for p, d, etc. 

levels, there is an observable splitting in XANES spectra due to the spin-orbit interaction 

of the core hole. This splitting, and the associated branching ratio, wjll sometimes also 
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include contributions from the interaction of the core hole with the excited electron. The 

observable effects of the latter interaction provide information on the spatial distribution 

of the excited electron. This effect is discussed in Chapters V and VI in reference to SF6 

and H2S, respectively. In the latter case, there is also a modification of the observed spin

orbit splitting in XANES due to molecular-field effects on the core levels. More detailed 

introductions to these phenomena are given as needed in Chapters V and VI. 

E. Organization of chapters 

Chapter IT presents the technical details of the experiments. The following 

chapters present XANES spectra along with the corresponding analysis and discussion. 

Chapters III, IV, V, and VI discuss CO, H2CO, SF6, and H2S, respectively. Chapter VIT 

presents some ideas for future work in this area. 
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CHAPTER II: EXPERIMENT AND DATA ANALYSIS 

I1.A. Synchrotron radiation 

Synchrotron radiation was used as the radiation source for all the measurements 

presented in this dissertation. The primary advantage ·of synchrotron radiation in this case 

is that it provides a nearly structureless continuum, i.e. fl~ is a smooth function of photon 

energy. The inherently high flux in the soft x-ray energy range is another useful aspect of 

this radiation. Synchrotron radiation is produced when charged particles at relativistic 

energies experience a centripetal acceleration [1]. Electron (or positron) storage rings have 

been constructed at many locations around the world to exploit this effect. 

I1.B. The SX700/ll monochromator 

To measure photoionization spectra, the continuum of photon energies provided by 

the storage ring must be monochromatized. All the spectra presented here were measured· 

using the SX7001II monochromator [2,3], which is operated by the Free University of 

Berlin at the storage ring BESSY. The combination of high photon flux ,and high 

resolution in energy provided by this monochromator is essential for the measurement of 

high-resolution XANES. Fig. II-I shows a schematic of the monochromator optics,as 

well as a plot of calculated and measured energy resolution as a function of photon ~nergy. 

The monochromator has only three optical elements and no entrance slit, using instead the 

electron beam in the storage ring as the monochromator entrance "aperture". These features 

lead to an inherently high flux. Only one optical element is non-planar, and that 
-

(ellipsoidal) mirror was made to a very high tolerance. Because the ellipsoidal mirror has 

smaller figure errors over shorter length scales, the·optical aberrations can be reduced by 

shading most of the mirror and using only the central portion. This improves the energy 
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resolution at the expense of flux. All of the spectra shown in this dissertation were 

measured with some shading of the ellipsoidal mirror; the exact amount of shading was 

selected for the optimum combination of flux and resolution in each case. 

Another controllable contribution to the resolution is the vertical size of the electron 

beam in the ring. Because there is no entrance slit, this source size has a direct influence on 

the resolution. Some of the spectra discussed in Chapters ill and V were obtained using 

special small-source beam conditions in the storage ring, allowing higher resolution 

measurements. The exit slit size also contributes to the final resolution, but this parameter 

is more easily adjusted. Several slit sizes are available, with smaller slits providing better 

resolution but lower flux. The spectra of Chapters IV and VI, and some of the spectra of 

Chapter V, were obtained using a 2442Iine/mm grating. This grating provides 

significantly better combinations of flux and resolution than the l22lline/mm grating used 

for the earlier measurements. The resolution values plotted in ~ig. IT-I refer to the 1221 

line/mm grating. In the first order of diffraction, with a normal source size, the 2442 

line/mm grating provides resolution comparable to line (b) in Fig. IT-I. Further details of 

monochromator operation are provided in the individual discussions of experimental details 

in the following chapters. . 

In addition to the results presented in this thesis, the SX700IlI monochromator has 

been used to study the high-resolution photoionization spectra of several atoms and ., 

molecules in the gas phase [3,4]. Its high resolution has also. been exploited for a number 

of other experiments. For example, adsorbed molecules were studied by NEXAFS [5] and 

by photon-stimulated desorption [6]. A complete description of research at the SX700m is 

provided in a recent report [7]. 

II.C. ·.Photoionization gas cell 

To obtain the best possible high-resolution XANES spectra using the SX700m, a 

I 

.. 
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sensitive means of detecting photoabsorption in the sample gas is required. This was 

achieved using a photoionization gas cell. As shown in Fig. 11-2, the cell contains the 

sample gas at pressures <0.1 mbar, separated from the ultra-high vacuum of the 

monochromator by a thin window (:::::1000-1500 A). Absorption of soft x-rays by the 

sample gas in the interaction region is detected by the total ion yield method, i.e. all the ions 

produced by photoexcitation are collected and the ion current is measured. Specifically, the 

soft x -ray beam passes between two parallel copper plates in the gas cell for a distance of 

10 cm. A voltage of + 100 V is applied to one plate, forcing positive photo-ions to the 

opposite plate, which is connected to a picoammeter. It is preferable to collect ions rather 

than electrons, because some photoelectrons may be ejected from the window or from 

wherever stray x-rays strike a surface within the gas cell. 

Although the excited states studied in these experiments are neutral,the excited 

molecule or its dissociation fragments rapidly decay by emitting one or more electrons. 

The resulting ion current provides a measure of the photoabsorption qoss section. To be 

exact, the total ion yield technique gives a photoabsorption spectrum which is weighted by 

the average total positive chargepro,duced by the molecule upon excitation at a given 

photon energy. It is important to recognize that many different fmal states may result from 

these high-energy excitations, possibly including several highly-charged fragment ions 

from a single excited molecule. Thus the total positive charge produced may vary among 

the different final states, and the branching ratio to these different fmal states may have 

some spectral dependence. For example, if one resonance in a spectrum produces 

significantly more or less total positive charge than another resonance, then the spectrum 

measured by total ion yield will show a different intensity ratio than the corresponding 

phdtoabsorption spectrum. Therefore relative intensities observed in total ion yield spectra 
, 

should be carefully interpreted, as they may not exactly represent the absorption spectrum. 

In practice, these differences should not be very large. In this dissertation, the measured 

photoionization spectra are generally assumed to be equivalent to photo absorption spectra, 
. , 
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but the conclusions presented are expected to be valid even if this equivalence is not exact. 

Moreover, a general comparison of photoionization spectra to photo absorption spectra 

demonstrates that this assumption is reliable in many different cases. 

Spectra obtained using the total ion yield technique are subject to a systematic 

"saturation" error if the sample gas pressure is too high. This is caused by absorption of x

rays in the volume of gas between the window and the leading edges of the electrodes. 

Ions produced in some portion of this volume will collected by the cathode, i.e. they are in 

the active region of the ionization cell, but generally some ions will not be detected. 

Therefore the photon flux reaching the active region will be attenuated by the gas in the 

"dead" volume, as predicted by the Beer-Lambert Law 

(2.1) 

where Io is the incident photon flux, I is the transmitted flux,cr is the photoab~orption 

cross section, c is the concentration of absorber, and Q is the path length between the 

window and the active region. If the concentration c is large enough, changes in the cross 

section cr as the photon energy.is varied will cause measurable changes in the amount of 
J 

flux reaching the active region. In that case,·a peak in the total ion yield spectrum will 

appear broader and less intense than it otherwise would, because,atthe center of the peak 

the "dead" volume attenuates more photon flux than at the edges. This saturation effect 

may be avoided if the concentration, i.e. the gas pressure, is so low that the dead volume 

does not absorb appreciable flux, even at peak maxima in the spectrum. The saturation 

pressure may be determined empirically by comparing the shapes of the intense absorption 

features in spectra measured at different pressures. All the spectra presented in this 

dissertation were tested for saturation by comparison to spectra at higher pressures, and 

found to be unsaturated. Of course, saturation effects may be reduced by designing a gas 

cell with the smallest possible dead volume, i.e. minimizing Q by placing the electrodes 
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very close to the window. This would effectively increase the maximum measurement 

pressure, leading to higher signal-to-noise ratios. 

II.D. Data analysis 

To interpret the photoionization spectra in this dissertation, it was necessary to 
. ( 

extract various parameters from the data. In the limit of perfect instrumental resolution; i.e. 

Llli=O, peaks in XANES spectra normally have a Lorentzian lineshape. Each individual 

transition is then characterized by an energy, a naturallinewidth, and an intensity. The 

energy of the transition is the difference between the [mal (core-excited) and initial (ground) 

states. The Lorentzian (natural) linewidth corresponds to the lifetime broadening of the 

state. The intensity (area) is proportional to the cross-section for the transition. In 

practice, an instrumental contribution to the linewidth must also be considered, due to the 

limitations even of the highest-resolution experiments. For the SX7001ll monochromator, 

the resolution function may be roughly approximated by a Gaussian lineshape, although 

better approximations are possible [3]. Deviations from this approximation should not 

significantly affect the conclusions of the present work. 

Because the naturallinewidths tend to be large for core-excited stateS, XANES 

spectra often include regions of overlapping peaks. For example, vibrational spacings are 

often comparable to or less than naturallinewidths and/or spectral resolution, and Rydberg 

states inherently have smaller energy separations as the excitation energy increases towards 

threshold. To best understand such spectra, it is desirable to deconvolute these regions of 

overlapping peaks, remove the instrumentallinewidth, and thereby obtain the energy, 

naturallinewidth, and relative intensity of each individual absorption peak. In the present 

work, this deconvolution was achieved, as much as possible, by analyzing the spectra with 

a least-squares-minimization curve-fitting routine. 

Each individual peak was modeled by a Voigt function, i.e. by a Lorentzian 
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function convoluted with a Gaussian function .. One contribution to the Gaussian linewidth 

stems from instrumental broadening due to the fInite resolution of the monochromator. 

Unresolved vibrational progressions associated with one electronic excitation will cause 

additional broadening, which can be approximated by a Gaussian lineshape. In general, 

the total Gaussian linewidth derived from a fIt will reflect both of these contributions. 

The data analysis presented in this dissertation often required considerable curve

fItting to extract the signIficant features of the spectra This least-squares analysis was 

accomplished using a VAX-based software package XFIT [8], which allows great 

Bexibility in the specification of the fIt functions. For example, the Franck-Condon (FC) 

fIts of Chapters Ill, IV, and IV were accomplished by interfacing an existing FC code with 

XFIT. 
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FIGURE CAPTIONS: 

Figure II-I: (Bottom) Schematic view of the SX700IlImonochromator. (Top) The 

monochromator resolution dE (FWHM) as a function of photon energy. The straight lines 

indicate the expected relation dE a E3/2. (a) Normal source size, first order of diffraction. 

(b) Small source size, first order of diffraction. (c) Small source size, second order of 

diffraction. 

Figure II-2: Schematic view of the ionization cell used for the measurement of gas-phase 

total-ion-yield spectra 

.. 
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CHAPTER III: HIGH-RESOLUTION PHOTOIONIZATION OF 

CARBON MONOXIDE AT THE CARBON AND OXYGEN K

EDGES 

III.A. Introduction 

The carbon [1,2] and oxygen [3] K-edge XANES of carbon monoxide has been 

. studied previously with high resolution in energy using Electron Energy Loss 

Spectroscopy (EELS). In the present experiment, using soft x-rays from the SX7001I1 

monochromator, the spectral resolution was improved at the oxygen K-edge, and the 

signal-to-noise ratio was significantly improved at both edges. The resulting spectra show 

previously unobserved-features, especially in the carbon K-edge Rydberg states and the 

oxygen K-edge valence-shell and Rydberg states. A Franck-Condon analysis is applied to 

. the observed vibrational structure. The derived excited-state vibrational spacings and bond 

lengths are compared to the known values for the corresponding equivalent-core-molecule 

electronic states. 

III.B. Experimental 

The spectra were measured using the SX7001II monochromator with the 1221 

o line/mm grating. At the carbon K -edge, in the second order of diffraction, the spectral . 

resolution was 70 meV (FWHM). At the oxygen K-edge,with small-source beam 

conditions and second-order diffraction, the resolution was =115 meV. High-purity 

carbon monoxide (99.997%) at pressures of =0.05 mbar was used; with a 1500 A AI (1 % 

Si) window separating the monochromator from the gas cell. 
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III.C. Carbon K-edge 

1. Overview 

Fig. ill-I shows the photoionization spectrum of CO near the carbon K-edge. The 

lowest-energy feature is the (C Is)-l1t* resonance, plotted with an expanded energy scale 

in the inset of Fig. ill-I. A series of less intense features, converging on the carbon Is 

ionization threshold at 296.1 eV, are assigned to transitions to Rydberg states with 

vibrational sidebands. Assignments and derived energies of the individual states are given 

in Table TIl-I. Above threshold there is further structure, assigned to two-electron 

excitations. These 2h-2e states arise from the simultaneous promotion of the C Is electron 

and a valence electron into the 1t* and Rydberg orbitals. 

2. (C Is)-! 1t* resonance 

Four vibrational transitions, from 0-70 to 0-73, were resolved for the (C Is)-l 1t* . 

. resonance, as indicated in the inset of Fig. ITI-1. A Franck-Condon analysis, with ground

state parameters hY" = 269.0 meV and R" = 1.1283 A [4], resulted in the excited-state 

parameters hy' = 256(2) meV, hYx' = 3.6 meV and R' = 1.153(1) A, where the uncertainty 

is indicated in parenthesis in units of the last digit (Double primes indicate ground state 

parameters while primes refer the to excited state.) The resulting fit is plotted with the data 

in the inset of Fig. TIl-I. These results agree fairly well with those of Refs. [1,2], with 

smaller errors. Note that in Ref. [2] it was suggested that the bond length decreases 

relative to the ground state. The present results definitively show that the bond length 

increases, i.e. the excitation is to the repulsive side of the potential. 
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3. (C Is)-1 Rydberg resonances 

Fig. III-2 shows the fine structure observed below the C Is ionization threshold. 

These features are assigned, as indicated in Fig. III-2 and Table ill-I, to excitation of the C 

Is electron into various Rydberg orbitals, with accompanying vibrational sidebands. This 

interpretation agrees with earlier assignments, wi,th some small differences and with more 

states resolved. Note that core-excited carbon corresponds to ground-state nitrogen, within 

the Z+ 1 approximation. Thus the present assignments were guided by well-established 

assignments for the equivalent-core states, i.e. the excited states of NO arising from the 

promotion of the (valence) electron in the 21t molecular orbital (the 1t* orbital of CO) into 

the Rydberg orbitals. A comparison of term values is shown in Table III-land discussed 

again in Section IILE. 

The two prominent triplets in the energy range292-294 eV are assigned to the (C 

1s)-1 3sO' and (C ls)-l 3p1t Rydberg resonances,each with a fundamental transition (0-70) 

and two vibrational sidebands. In addition, the least-squares analysis indicated the 

presence of a weak pair of previously unobserved transitions underlying the 3p1t states. In 

analogy to the NO valence and N2 1s-1 spectra, these features are assigned to the (C 1s)-1 

3pcr state with one vibrational sideband. Franck-Condon fits of the (C 1s)-1 3sO' and (C 

1s)-1 3p1t vibrational structure give larger vibrational spacings, hv'(3sO') = 307(3) meV and 

hv'(3p1t) = 309(3) meV, and shorter bond lengths, R'(3sO') = 1.077(1) A and R'(3p1t) = 
L073(1) A, as compared both to the ground state and the (C 1s)-I1t* state. These results 

are consistent with the stronger bonding expected for excitations into the nonbonding 

Rydberg orbitals rather than into the antibonding 1t* orbitaL They also indicate that the C 

Is core hole tends to strengthen the bond, relative to the ground state. This is expected 
.-

because the bonding electrons of ground-state CO are somewhat polarized towards the 

. oxygen end, and the creation of the C Is core hole redistributes these bonding electrons to 

increase the interatomic electron density. This may be seen directly by comparing the 
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spatial distributions of the 11t molecular orbitals for CO with those of NO (i.e. the 

equivalent-core molecule for C*O). As shown in Fig. ID-3 [5], these orbitals are more 

asymmetric in CO than in NO. Note that in the (C ls)-11t* state, the bond-strengthening 

effect of the C Is core hole is overcome by the presence of the excited electron in the 

strongly anti-bonding 1t* orbital, as demonstrated by the larger bond length and smailer 

vibrational spacing, as compared to the ground state. 

\ ' 

Above 294.4 e V there are many overlappingJeatures, but due to the good 

, combination of statistics and resolution a definitive analysis and assignment is possible. In 

particular, six electronjc states are identified, most showing vibrational sidebands, as 

indicated in Fig. 111-2 and Table III-I. A Franck-Condon analysis was performed for the 

(C 1s)-1 3d1t and (C ls)-1 4p1t states, with the results shown in Table 111-2. The Rydberg 

formula predicts the energies of the (C 1s)-1 np1t states reasonably well, for n>3, with the 

quantum defect ~ = 0.75 and the CIs ionization threshold at 296.080 eV. For the (C 

1s)-1 3p1t state, the corresponding quantum defect is 0 = 0.775. 

The derived vibr~tional spacings for the (C 1s)-1 Rydberg states are shown in Table 

111-2. As expected, these spacing are larger than that of the , ground state, because of the 

bond-stregthening influence of the carbon Is core-hole. The observed values agree with 

the vibrational spacing recently measured for carbon Is core-ionized CO [at arid above the' 

energy of the (C Is)-1 cr* shape resonance] [6], and also with the 'vibrational spacing and 

derived bond len~th measured at the carbon Is ionization threshold using zero-kinetic

energy photoelectron spectroscopy [7] (see Table 111-2). The similarity of the bond lengths 

and vibrational spacings in the core-ionized and core-excited Rydberg states demonstrates 

the non-bondj,ng character of the Rydberg orbitals. 

I1I.D. Oxygen K-edge 

\ 

1. Overview 
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The photoionization spectrum of CO near the oxygen K-edge is shown in Fig. III-

4. The observed structure may be assigned in analogy to the carbon K-edge spectral 

assignment. The feature at 533-536 eV is an intense (0 Is)-1 7t* resommce'with previously 

unobserved vibrational fine structure. At higher energies there are weaker transitions to (0 

Is)-1 Rydberg states., 

2. (0 Is)-l 7t* resonance 

The (0 Is)-1 7t* resonance is much wider than the corresponding resonance below 

the carbon K-edge, with a distinctly different fme structure. The regularly-spaced peaks 

within the (0 Is)-1 7t* resonance are assigned to an extensive vibrational progression, 

which produces the very large peak width. The individual vibrational peaks are more 

poorly resolved than the less extensive vibrational series of the (C Is)-1 7t* resonance for 

three reasons: 1) The instrumental resolution is larger at higher photon energies; 2) The. 

naturallinewidth of the oxygen Is core level is larger than that of the carbon Is core level; 

3) The vibrational spacing is smaller in the (0 Is)-1 7t* resonance than in the (C Is)-I1t* 

resonance. 

A least-squares analysis of the fme structure yielded a vibrational spacing of 146(1) 

meV for the (0 Is)-1 7t* state, remarkably less than the ground-state value, hv" = 269 meV. 

A Franck-Condon fit was not performed, because of difficUlty in determining the energy of 

the fundamental transition (i.e. the band origin). The broad intensity envelope of the (0 

Is)-1 7t* resonance clearly indicates, however, that there is a large change in bond length 

relative to the ground state of the molecule. This is in striking contrast to the very limited 

vibrational progression and relatively small change in bond length for the corresponding 

resonance at the carbon K-edge. Both transitions promote an electron into the same 7t* 

molecular orbital, thus the difference in fmal-state structures is attributed to the differing 

,.~' 

/ 
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influence of the carbon and oxygen Is core holes upon molecular bonding. As discussed 

above in Section TII.C.2, the carbon core hole tends to strengthen bonding by pulling 

bonding electron density towards the center of the molecule. The oxygen cote hole hasthe 

opposite effect, i.e. bonding electron density is withdrawn from the center of the molecule. 

This effect, in combination with the presence of an electron in the antibonding 1t* orbital, 

results in a large decrease in bond strength for the (0 Is)-11t* resonance as compared to the 

ground state. 

"' 3. (0 1s)-1 Rydberg resonances 

The (0Is)-1 Rydberg resonances shown in Fig. 111-4 are assigned in analogy to the 

carbon K-edge spectruniof Fig. ITI-2. The (0 Is)-1 Rydberg states have vibrational 

sidebands, but these features are not as well-resolved as they are in the corresponding . . 

Rydberg resonances below the carbon K-edge. This difference arises for the same reasons 

given above for the (0 ls)-11t* resonance. Despite the poorer resolution, some Franck

Condon analysis is possible. Derived parameters for the (0 Is)-1 3sO' and (0 Is)-1 3p1t 

states are hv'(3sO'):::: 227(8) me~,hv'(3p1t) = 224(9) meV, R'(3sO') = LI67(9) A, and 

R'(3p7t) = L 159(9) A. These results indicate a weakening of the bond, as compared to the 

grOUnd state and the (C Is)-1 Rydberg states. This is expected from the influence of the 

oxygen Is core hole. Note that the derived vibrational frequencies are larger for the 

(0 ls)-1 Rydberg states than for the (0 ls)-11t* state, indicating a stronger bond for the 

Rydberg states, because the Rydbergorhitals are essentially non-bonding and the 1t* orbital 

is strongly antibonding. 

III.E. Comparison to equivalent-core molecules 

Table ill-lshows the derived term values for the (C Is)-1 states of CO in 
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comparison to the tenn values of the corresponding states in the equivalent-core molecule 

NO. The good agreement supports the present assignment, which in fact used this 

comparison as a guide. Table ITI-2lists the results of Franck-Condon analyses for the 

various core-excited states of CO. The derived vibrational spacings and bond lengths are 

compared to known values for corresponding states in the equivalent-core molecules NO 

and CPO The good agreement indicateS the level of accuracy of the equivalent-core 

approximation. The largest discrepancies occur for the 7t* states, where the approximation 

is perhaps less valid because the 7t* orbital has appreciable amplitude near the core vacancy. 

(N Is)-1 core-excited states ofN2 [8] may also be compared to the equivalent-core NO 

molecule, giving slightly poorer agreement in Table ill-2 than for the (C ls)-1 core-excited 

states of CO. Note that the vibrational spacings in the last column of Table ill-2are 

corrected for differences in atomic masses. 

A comparison of bond lengths and vibrational spacings in the core-excited Rydberg 

states to the corresponding values in the ground state indicates that the influence of the core 

hole upon bond strength is smaller in core-excited N2 than in core-excited CO. Because the 

bonding electrons of ground-state N2 are inherently unpolarized, the redistribution of that 

charge due to the creation of the core hole has only a small effeCt on the bond strength. 

This contrasts with CO, where the polarization of the ground-state bonding electrons 

provides a greater potential for a core-hole-induced modification of the bond strength. 
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Table ill-I: Energies and assignments of the (C 1s)-1 core-excited states and their 

vibrational sidebands. Uncertainties in the units of the last digit are given in parenthesis, 

based upon an assumed value of 287.400 eV for the (C ls)-I1t*, VI = 0 resonance. In the 

last two columns, the te~ values for the (C 1s)-1 states and the equivalent-core 21t-excited 

states of NO are compared. All energies are in eV. 

VI = 0 VI = 1 VI = 2 VI = 3 Term values 

coa NOb. 

(C 1s)~1 
1t* 287.400 287.656(2) 287.912(2) 288.168(3) 8.680 9.264 
3sa 292.368(2) 292.665(2) 292.956(2) 3.712 3.799 
3p1t 293.331(1) 293.630(2) 293.922(2) 2.749 2.786 
3pa 293.499(3) 293.787(4) 2.581 2.672 
3d1t 294.614(2) 294.920(5) 295.226(6) 1.466 1.503 
4p1t 294.803(2) 295.090(2) 295.374(5) 1.277 1.309 
4d1t 295.275(5) 295.56(1) 0.805 0.863 
5p1t 295.345(3) 295.635(5) 0.735 0.768 
6p1t 295.561(5) 295.866(7) 0.519 0.508 
7p1t 295.744(9) 

a Relative to the C Is binding energy (296.080eV, determined by the Rydberg analysis). 
b Relative to the 21t binding energy (Ref. [4 D. 
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Table ill-2: Equilibrium distances R, vibrational energies hv, and anharmonicity constants 

hvx for CO (this work) and N2 [8] in the ground state and in core-:excited states. 

Uncertainties in the units of the last digit are given in parenthesis. The parameters in the 

last two columns are taken from ref. [4] and the hv values were corrected for the 

differences in, reduced masses (multiplied by [16/15]112, [49/45]112, and [133/124]112 for 

NO~N2*, NO~C*O, and CF-7CO*, respectively). 

Comparison with 
equivalent-core 
NO and CF 

R hv hvx R hv 
(~) (meV) (meV) (A) (meV) 

CO 
ground 1. 12832a 269.025a 1.65a 
(C Is)-l1t* 1.153(1) 256(2) 3.6 NO 1.1508 246 

(C Is)-l 3scr 1.077(1) 307(3) 5(1) 1.0634 307 
(C Is)-l 3p1t 1.073(1) 309(1) 4(1) 1.062 310 

, (C Is)-l 3d1t 1.08(1) 309(1) 0 1.0585 307 
(C Is)-l 4p1t 1.083(1) 292(1) 2(1) 
(C Is)-l ion 301(3)b 1.063 308 
(C Is)-l ion 1.077(5)C 309(17)C 1.063 308 

(0 Is)-l1t* 146(1) CF 1.2718 168 

(0 Is)-l 3scr 1.167(9) 227(8) 1.154 229 
(0 Is)-l 3p1t 1.159(9) 224(9) 1.151 232 

N2 
ground 1.09768a 292:42a 
(N Is)-l1t* ' L164d 235d NO 1.1508 244 
(N Is)-l 3scr 1.077d 293d 1.0634 304 
(N Is)-l 3p1t 1.073d 3()()d 1.062 307 

aRef. [4]. bRef. [6]; measured by photoelectron spectroscopy at KE ::::: 7.5 and 16 e V, 
i.e. at the energy of the cr* shape resonance, and also somewhat higher. 
cRef. [7]; measured by zero-kInetic-energy photoelectron spectroscopy. dRef. [8]. 

w' 
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FIGURE CAPTIONS: 

Figure III-I: The photoabsorption spectrum of gas-phase CO near the carbon Kedge. 

Note the vertical scale change, which multiplies intensity in the region 292-310 eV by a 

factor of 10 relative to the lower range 287-292 eV, and also shifts the baseline. The inset 

shows the (C Is)-l1t* resonance with an expanded energy scale, to better display the 

vibrational sidebands and the results. of a least-squares Franck-CQndon fit to the data. 

Figure ill-2: An expanded view of the Rydberg region of Fig. ill-I, showing the (C Is}-l 

Rydberg states of CO. Assignment bars indicate the seven vibrational progressions which 

are resolved. The results of least-squares Franck-Condon fits for each progression are 

plotted with the data. Note the vertical scale change at 294.4 eV, which doubles the 

intensity of the data in the upper range and shifts the baseline. 

Figure III-3: Spatial distribution of the I1t molecular orbital in ground-state CO and NO. 

Reprinted from Ref. ,[5] with permission. 

. Figure III-4: The photo absorption spectrum of CO near the oxygen K-edge. Note the 

vertical scale change, which multiplies intensity by a factor of 10 in the upper range and 

also shifts the baseline. Assignment bars and the results of a least-squares Franck-Condon 

analysis are shown with the data. The weak but distinct vibrational structure within the (0 

Is)-I1t* resonance is observed here for the first time. 
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CHAPTER. IV : HIGH-RESOLUTION PHOTOIONIZATION OF 

FORMALDEHYDE AT THE CARBON AND OXYGEN K-. 

EDGES 

IV.A. Introduction 

Limitations in spectral resolution and/or counting rates have restricted the study of 

vibrational features in the core-excited electronic states of molecules. In particular, 

vibrational fine structure in XANES has been examined mainly for diatomic molecules; 

few poly atomic systems have been fully characterized. For formaldehyde, H2CO, 

excitations of the carbon Is and oxygen Is electrons into 1[* and Rydberg orbitals were 

studied by EELS with a resolution of ===250 meV [1], providing only an approximate 

understanding of these core-excited states. The EELS spectra were compared to the results 

of theoretical calculations [2], but several questions remained unresolved. Because H2CO 

is a four:-atom molecule with six vibrational modes, a relatively complicated fme structure is 

expected; excitations of various combinations of vibrational modes can produce'highly 

structured spectra, particularly below the carbon Kedge. 

The present study benefits from both higher energy resolution and lower noise 

levels, as compared to the EELS results. The carbon and oxygen K-edge photoionization 

spectra of H2CO and, for the first time, D2CO, have been measured. For the prominent 

(C Is)-l1[* resonance, vibrational fine structure is resolved and assigned to the C-O and 

symmetric C-H stretch modes as well as the CH2 scissors bend mode. Several of the more 

intense (C Is)-l Rydberg states also exhibit vibrational excitation of these two stretch 

modes. For deuterated formaldehyde, D2CO, isotopic shifts in vibrational spacings and 

spectral intensities are clearly observed in the vibrational sidebands. Equilibrium bond 

lengths and bond angles are derived from Franck-Condon analyses of vibrational fme 

structures. Below the carbon Is ionization threshold, Rydberg states up to n=9 are 
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assigned. Striking isotopic shifts effects are also observed in the energy and linewidth of 

the ground vibrational level of the 3S-al Rydberg state, for both carbon Is and oxygen Is 

excitations. These shifts are tentatively attributed to large changes in the vibrational zero

point energy upon excitation, perhaps indicating a dissociative state. Similar effects in the 

carbon K -edge spectra of several other molecules are discussed. 

IV.B. Experimental 

These measurements utilized the 2442 line/mm grating on the SX700IlI 

monochromator. In the first order of diffraction,the spectral resolution was =60 meV 

(FWHM) at the carbon K-edge and ===150 meV at the oxygen K-edge. The photon energy 

was calibrated using the (C Is)-l1t*, v'=Oresonance of gas-phase CO (at hv = 287.40 eV) I 

and the (N Is)-l1t*, v'=O resonance of gas-phase N2 (at hv = 400.88 eV) [3]. Gas-phase 

H2CO and D2CO were produced by themial decomposition of the corresponding 

paraformaldehyde at ===70· C. Sample pressures of 0.06-0~08 mbar in the gas cell were 

separated frofu the monochromator by a 1500 A AI (1 % Si) window. 

IV.C. CarhonK-edge 

1. Overview 

Fig. IV -1 shows an overview photoionization spectrum of H2CO in the region of 

the carbon Is ionization threshold. The (C Is)-l1t* resonance is observed between 285 

and 287 eV. The spectrum shows a series of peaks between ===290 eV and the carbon K

edge at ===294.5 eV. These arise from the promotion of the carbon Is electron into Rydberg 

orbitals: The inset shows a very broad resonance ===15 eV above threshold; this is assigned 

to a a* shape resonance. The weaker broad feature at ===301 e V, indicated by the dashed 

(I 
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vertical bar, is tentatively assigned to multielectron excitations. 

2. (C ls)-l1t* res.onance 

In the EELS measurement, the (C 1s)-I1t* resonance was observed as a relatively 

broad feature at =286 eV, with a small shoulder on the low-energy side [1]. In contrast, 

the present high-resolution spectra reveal detailed fine structure. The (C 1s)-I1t* 

resonances for H2CO and D2CO are shown in more detail in Fig. IV-2. The distinctive 

peaks and shoulders, with isotopic shifts, allow for the first time a detailed analysis of the 

many transitions involved. 

The designation of this state as a 1t* resonance is made in analogy to the 

corresponding resonance in core-excitation spectra of diatomic molecules. In the C2v 

symmetry of the formaldehyde molecule, the 1t* orbital loses its degeneracy and splits into 

two components. The lower level has b2 symmetry and is occupied in the ground 

electronic state [2]. Thus, the resonances observed here correspond to transitions into the 

unoccupied orbital of bi symmetry. Having established the exact symmetry of this 

resonance, the commonly used "1t*" designation will be used henceforth. 

To interpret vibrationally resolved spectra of polyatomic molecules, a normal 

coordinate analysis is essential. In the present analysis, the approach described by Wilson, 

Decius, and Cross [4] was applied. In the space of internal coordinates, which 

conveniently represents internuclear distances and bond angles, the G matrix (derived from 

the atomic masses and molecular geometry) and the F matrix (which contains the force 

constants) were constructed. The values of the force constants were taken from Ref. [5]. 

The internal coordinates were transformed into symmetry coordinates (symmetric C-H 

stretch, C-O stretch, HCH scissors bend, etc.) and then to normal coordinates by 

simultaneously diagonalizing the F and G matrices. The contributions of the syrrimetry 

coordinates to the normal coordinates was thereby obtained. Some of the normal 
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coordinates have significant contributions from more than one symmetry coordinate. Thus, 

the commonly used designations [6] for the VI, V2, and v3 vibrational modes as C-H 

symmetric stretch, C-O stretch, and HCH scissors bend, respectively, are only 

approximate, as expected. Moreover, the contributions of the symmetry coordinates to a 

given normal coordinate depend on mass and geometry; thus they will be different for 

H2CO and D2CO. 

An unambiguous fit of the (C ls)-I1t* resonance is difficult to achieve, because 

strong excitations of three of the six normal modes, in any combination, are dipole-allowed 

for this transition. The present fit takes all three of these totally-symmetric modes into 

account. They are the VI mode (mainly symmetric C-H stretch), the V2 mode (mainly C-O 

stretch), and the v3 mode (commonly attributed to HCH scissors bend, but consisting in 

reality of mainly C-O stretch with ",,30% HCH bend). These normal modes have ground

state vibrational energies ofhvI=345.0 meV, hV2=216.5 meV, and hV3=186.0 meV for 

H2CO [6] and hVI=254.9 meV, hV2=211.0 meV, and hV3=137.1 meV for D2CO [6]. The 

isotopic differences in ground-state vibrational energies are largest for VI and smallest for 

V2, ~hich confirms the assignments of these normal modes to predominantly C-H and C-O 

stretch modes, respectively. Results of the least-squares fit are plotted in Fig. IV -2 with 

the data, and discussed in Section IV.C.4. 

The first peak, at hv=285.59 e V, is caused by a transition from the v"=(O,O,O) 

level of the electronic ground state [1.)"=(0,0,0) denotes the vibrational ground level: 

1.)1"=0,1.)2"=0, '03"=0] to the 1.)'=(0,0,0) level of the (C Is)':I1t* electronic state. As 

usual, the single prime indicates vibrational parameters for the electronically excited state, 

the double prime applies to the gJ,"ound electronic state, and 'l>t is the quantum number for 

the ith vibrational mode. At higher photon energies, transitions are visible which include 

the excitation of quanta of vibrational energy in one or more of the normal modes. The 

sub spectra of Fig. IV-2 show the '\)2' vibrational series for different fixed '\)1' and '\)3' 

quantum numbers. The solid subspectrum represents only the '\)2' ("C-O stretch") series 
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(0,0,0), (0,1,0), (0,2,0), (0,3,0), etc.; the dotted sub spectrum stands for the '\)3'=1 series 

(0,0,1), (0,1,1), (0,2,1), (0,3,1), etc. For reasons of clarity, the subspectra of the higher 

series show the sum of '\)2' and '\)3' transitions: The dashed subspectrum represents the 

'\)1'=1 series with combinations of '\)2' and '\)3' excitations (1,0,0), (1,1,0)+(1,0,1), 

(1,0,2)+(1,1,1)+(1,2,0), etc.; while the dash-dotted and dash~double-dotted ones are the 

'\)1'=2 series (2,0,0), (2,1,0), etc.; and the '\)1'=3 ~eries (3,0,0), (3,1,0), etc.; 

respectively. 

Turning from the H2CO to the deuterated form, D2CO, a substantial change in the 

vibrational fine structure of the (C Is)-l1t* resonance is observed (see Fig. IV-2). Itis 

remarkable that this change occurs not only in the higher photon-energy region, for 

excitations of the VI normal mode, which is usually assigned to the symmetric C-H stretch, 

but also in the low-energy region, where mainly the V2 mode is excited. In particular, the 

intensity ratio of the [1£st two peaks is clearly different between the two isotopic species. 

The second peak is assigned to the (0,1,0) vibrational level, and the V2 mode is primarily 

composed of the C-O stretch. This observation indicates that, upon ex~itation of the (C 

Is)-l1t* resonance, the C-O bond length changes more in the case of H2CO than for 

D2CO. (The isotopic effect upon this intensity ratio may also result from the differing V2 

vibrational energies in the two isotopic species, but clearly this difference is small in this 
. . ' 

case.) Isotopic shifts of the vibrational energies are indicated in Fig. IV -2 for only three 

selected vibr~tional states: the (0,0~1) state by dotted vertical lines, the (1,0,0) state by 

dashed vertical lines, and the (2,0,0) state by dash-dotted vertical lines. , 

3. (C ls)-l Rydberg resonances 

Fig. IV-3 shows the transitions to the (C Is)-1 Rydberg excited states in H2CO and 

D2CO. A comparison of the H2CO and D2CO spectra immediately distinguishes 

fundamental transitions to Rydberg states (i.e. without vibrational excitation) from 

.. 
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vibrational sidebands (i.e. including excitation of vibrations in the [mal state). 

Fundamental transitions will exhibit no isotopic energy shift, whereas vibrational sidebands 

will shift to lower energies in the deuterated species. The only exception to this rule in the 

present work is found for the (C 1s)-1 3s-a1 Rydberg state, where an isotopic energy shift 

is observed even for the fundamental transition [see the dash-dotted sub spectra in F~gs. IV-

3(a) and (b), and the discussion below]. Solid sub spectra lines are used in Fig. IV-3 to 

represent the fundamental peaks, i.e. transitions to the ground vibrational level of core

excited Rydberg states. 

Rydberg series in core-excited molecules are normally assigned on the basis of their 

quantum defects as well as by' comparison with known series in the valence-excited 

equivalent-core molecule. Using the Z+ 1 approximation, the equivalent-core molecule of 

(C Is)-l H2CO is H2NO. Since little data is available for H2NO, a comparison to the (C 

Is)-l Rydberg states of CO [7] is used here instead. In the two molecules, CO and H2CO, 

the C-O bonds are fairly similar, with the two H atoms in H2CO expected to influence 

mainly the intensities and vibrational sidebands of the Rydberg transitions .. This leads to 

the assignments given in Fig. IV-3 and in Table IV-I for both H2CO and D2Co. Table IV-
. . i . . 

1 also provides a comparison of the present results for H2CO with those of other 

measurements and of theoretical calculations. A number of previously unresolved Rydberg 

states were identified in the present work and will be discussed in more. detail below. 

The fIrst relatively broad feature at hv",,290.2 e V arises from the transition to the (C 

Is)-l 3s-a1 core-excited Rydberg state, which shows a high-energy shoulder due to 

vibrational excitations. This resonance can be compared to the (C Is)-l 3scr state in CO 

[7]. The natural width of this peak, derived from a least-squares fIt, is 240 me V (FWHM), 

which is much larger than the derived widths of the (C Is)-11t* states and of the higher 

Rydberg states in H2CO. The (C Is)-1 3s-a1 state of formaldehyde is also broader than all. 

the (C Is)-1 states in CO (including the (C Is)-1 3scr state). Although the (C Is)-1 3S-a1 

transition was previously observed in the EELS study [1], it did not appear any broader 
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than the higher Rydberg excitations due to the lower energy resolution of the EELS 

measurements. This broadening is accompanied by a distinctive isotopic shift of the energy 

of this peak, which changes from 290.178 e V for H2CO to 290.232 e V for D2CO. The 

change in energy is indicated in Fig. IV -3 by vertical bars. A close inspection of Fig. IV -3 

shows that an isotopic effect is also observed for the width of the 3s-al Rydberg state. The 

naturallinewidth, determined from a least-squares analysis, is only 180 meV for D2CO as 

compared to 240 me V for H2CO. These effects will be discussed in more detail in Sec. 

IV.E, in conjunction with the similar effects for the (0 Is)-1 3s-al and 

(2bl)-1 3s-al states of formaldehyde and for the (C Is)-1 3s state of other molecules. 

Among the higher Rydberg states, both the 3p and 4p states exhibit a splitting into 

b2 and bl component levels, caused by the removal of degeneracy of the p states in C2v 

symmetry. Note that the molecular coordinates are chosen with the x axis perpendicular to 

the molecular plane, according to the nomenclature of Ref. [8]. Actually, a molecular-field 

splitting into three states (aI, bl, and b2) is expected, but theoretical predictions put the (C 

Is)-1 3p-al state only 100 meV higher than the (C Is)-1 3p-b2 state, with an oscillator· 
. . 

strength only "",1 % that of the (C Is)-1 3p-b2 state [2,9]. Thus the (Cls)-1 3p-al state is 

not expected to be observed, and there is no indication of it in the data. The b2-bl splitting 

is largest for the (C Is)-13p state (476 meV), such that the two 3p peaks were already 

resolved as separate peaks in the lower-resolution EELS work [1] and tentatively assigned 

as in the present study. Because neither peak shows an isotopic energy shift, an alternative 

assignment of the (C Is)-13p-bl peak at hv=291.73 eV to a C-H symmetric stretch 

vibrational excitation of the (C ls)-13p-b2 state can now be excluded, confirming the 

adopted assignment. 

The molecular-field splitting of the 4p states is naturally smaller (107 meV) because 

these orbitals have a larger spatial distribution and thus feel a weaker anisotropic field as 

compared to the 3p states. The two features observed are again assigned to the b2 and hI 

components, in analogy to the 3p states. However, the theoretical predictions for the (C 

.. 
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IS)-l 4p states [2] differ from those for the (C Is)-l 3p states, suggesting the alternative 

assignment that the observed splitting arises from the b2 and a 1 components. For the 

higher p states, a molecular-field splitting is no longer resolved. Fig. IV-3 shows that the 

(C Is)-l np Rydberg series, converging at the c.arbon Is ionization threshold, IPC-K, is 

resolved up to n=7 and fitted up to n=9. A least-squares fit of the spectrum of Fig. IV-3 

with the Rydberg formula leads to a carbon Is ionization threshold ~f IPC-K =294.352 e V 

and a quantum defect of Op=1.08. The fit results are shown by the solid'line through the 

data points in Fig. IV-3.' In analogy to the corresponding spectrum forCO [7], transitions 

to (Cls)-l nd Rydberg states can also be identified in the spectra of Fig. IV-3. An 

additional excitation is observed at an energy of 292.2 eV, which can be assigned to a (C 

Is)-1 4s state and its vibrational sidebands; this Rydberg state was not observed for CO [7]. 

The present assignments differ from those.ofRef. [1], particularly for the 3d and 4s 

Rydberg states. The quantum defects derived from the present assignment, Os=1.4 and 

Od=O.05, appear to be more reasonable. The more recent theoretical predictions for the 

energy of the (C ls)-l 4s state, relative to the calculated energies of the other Rydberg states 

[9], also tend to support the present assignment (see Table IV-I). Calculations of the 

energies of the (C Is)-l nd Rydberg states would be useful to better ev:aluate the present 

assignment. 

Particularly for the lower Rydberg states, clearly resolved vibrational sidebands are 

observed which are easily identified by their strong isotopic energy shiftS (see dotted and 

dashed subspectra in Fig. IV -3). The isotopic effects on vibrational spacings are indicated 

by the vertical-bar diagrams in Fig. IV-3. Note also the isotopic dependence of the relative 

intensities of the vibrational excitations. As in the case of the (C Is)-l1[* resonance, more 

than one vibrational mode contributes to each set of fme structure. ThiS is most easily seen 

for the (C Is)-l 3p-b2 and (C Is)-l 3p-b1 Rydberg states, where the vibrational sideban,ds 

are clearly characterized by two different vibrational spacings. In contrast to the (C Is)-l 

1[* resonance, only two vibrational modes are observed for the Rydberg state,s; the lower-
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energy V2 mode(mainly C-O stretch) and the higher-energy VI mode (mainly C-H 

symmetric stretch). It is striking that the (C 1s)-1 3p-h2 state, for both H2CO and D2CO, 

shows a relatively more intense v2 vibrational sideband, as compared to the (C 1s)-1 3p-bl 

state (see Fig. IV-3, dotted components). 

4. Franck-Condon analysis 

For the quantitative analysis of the vibrational structure in the (C 1s)-I1t* and 

(C 1s)-1 Rydberg resonances, a Franck-Condon (FC) calculation was combined with a 

least-squares curve-fitting analysis. UnlIke the case of diatomic molecules, where a one

dimensional potential curve determines the vibrational states, in the present case of a 

polyatomic molecule each normal coordinate has its own set of FC parameters derived from 

a multidimensional potential surface. The advantage of using normal coordinates is t:hat 

they can be treated independently in a FC analysis, in the limit of small vibrational quantum 

numbers. The essential result of this independent-mode approximation is that the relative 

branching ratios between vibrational levels of a given mode are independent of the quantum 

numbers of the other modes. For example, the relative intensities o{the (0,0,0), (1,0,0), 

(2,0,0), etc. progression are the same as the relative intensities of the (0,1,0), (1,1,0), 

(2,1,0), etc. progression, within this approximation. 

The multimode FC analysis used here was based on the single-mode algorithms 

first given ~y Hutchisson [10]. In this analysis, only the v}, v2, and v3 vibrational modes 

were included. These three !nodes are expected to dominate the vibrational structure 

because dipole-allowed electronic excitations will preferentially excite the totally-symmetric 

al modes v}, V2, and V3. Substantial excitation of the V4 (bl symmetry) and vs, v6 (b2 

symmetry) modes are not expected due to selection rules. Since C2v symmetry is assumed 

in the final state, the symmetry coordinates associated with the V4, vs, and v6 modes are 

not adjusted in the analysis. The possiblity of small contributions to the spectrum from 

y' 
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excitations of these modes, however, cannot be excluded. Note that the above arguments 

are only valid for a planar H2CO molecule with C2v symmetry. The geometry of the (C 

1s)-1 7t* excited state of H2CO is predicted by the equivalent-core ground state of the 

nitroxyl radical H2NO, which is probably not planar, but has an inversion barrier of only 

=6 meV [11] .. Since this barrier is much less than the zero-point energy expected for the 

out-of-plane bending mode, V4, the assumption of a planar H2CO molecule in the (C Is)-1 

1t* state seems to be reasonable. Note that this slightly non-planar geometry is caused by 

the unpaired 7t* electron (which actually has b2 symmetry). The aI-symmetry carbon Is 

core hole. cannot cause deviations from planarity. Thus deviations from planarity should be 

smaller for the Rydberg states than for the 7t* state, simply because the Rydberg orbitals 

have less amplitude near the nuclei and the valence electrons. Th~refore a planar geometry 

is also assumed for all the Rydberg states. 

As discussed in Section IV.C.2,·the contribution of the symmetry coordinates to the 

normal :r:nodes has been calculated for the gro1¥1d states of H2CO and D2CQ; The results 

are shown in Table IV-2. Note that this transformation matrix is block-diagonalized, e.g. 

the three al symmetry coordinateS contribute only to the three al normal modes. The 

changes in normal coordinates upon excitation, derived from the multimode FC analysis, 

were transformed to symmetry coordinates using this matrix. This assumes that the same 

transformation matrix applies in the (C 1s)-1 excited states as in the ground state. Because 

this transformation is derived from the ground-state force constants and geometry of the 

molecule, this assUmption is not strictly valid. Indeed, the observed vibrational excitations 

and changes in vibrational spacings relative to the ground state indicate that the force 

constants and geometry do change upon excitation. However, this parallel-mode 

approximation allows a straightforward interpretation of the results of the FC analysis. The 

transformation matrix is not expected to change drastically upon core-excitation, so the 

qualitative results of the analysis are reliable. Because of this approximation, the derived 

geometric parameters may be subject to somewhat larger errors than the indicated 
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uncertainties, which were are based only on the statistical quality of the data and the fit In 

fact, some of the results discussed below are more easily understood as artifacts of the 

parallel-mode approximation than as real structural effects. 

As a result of the least-squares analysis, the FC parameters for the (C Is)-I1t* state ' 

of H2CO were derived, i.e. the vibrational energies hVi (i=I,2,3) and the changes in bond 

lengths (C-H and C-O eqUilibrium distances R) and in the HCH molecular bond angle 8, 

along with the corresponding values for D2CO. In the FC calculations, anharmonic Morse 

potentials were used for these three excited-state vibrational modes, while harmonic 

potentials were assumed for the ground-state modes, because those anharmonicities are not 

known. Note thatthe Morse po~ntial is valid for the v3 mode, where contributions from 

bond-stretching motions will contribute anharmonicity to the potential, even if the H-C-H 

, bending contribution is assumed to be harmonic. The results of the/FC,analysis are 

summarized in Table IV-3. The use of the Morse potential in the excited state allows the 

determination of the sign of the change in symmetry coordinates, ie. it indicates whether a 

bond distance increases or decreases. 

For the (C ls)-I Rydberg states, the lower signal intensities and the overlaps 

• between different Rydberg states make a full FC analysis difficult The spectra were 

therefore analyzed by accounting only for two of the vibrational modes (VI,V2), since the 

results for the (C ls)-I1t* resonance show that the v3 mode is only weakly excited. Thus 

only the vibrational energies hVi (i=I,2) and the 'changes in bond length were determined 

for these states (see Table IV-3). Different intermolecular distances are obtained by 

assuming different HCH (DCD) molecular bond angles, 8. The values shown in Table IV-

3 are derived by assuming no change in this angle upon excitation. The derived values 

change by less than 0.01 A if the HCH (bCD) angle e is varied by ±100. Forthe (C Is)-l 

Rydberg states, a harmonic potential was assumed; thus it is not possible to determine 

whether an electronic transit;ion takes place to the attractive or the repulsive side of the 

excited-state potential curve. As a result, the sign of the bond length change is not known. 
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Table IV -3 therefore lists two possible equilibrium internuclear distances for each R of the 

core-excited Rydberg states. One of the values is less likely (see below) and is set in 

square brackets. 

The results show that the equilibrium C-O distance in formaldehyde, Rc-o, 

increases in the (C Is)-I1t* state relative to the ground state, as also seen for the CO 

molecule [7]. In H2CO, however, this increase (=0.10 A) IS much larger than in the CO 

molecule (=0.025 A), so that the intensities of vibrationally excited states with C-O 

stretching-mode character in the (C Is)-I1t* resonance of formaldehyde are much higher 

. than those of the analogous excitations of CO. While in the (C Is)-I 1t* of CO, the . 

intensity of the v'=1 excitation amounts to only ::::::10% of that of the v'=O excitation, for 

formaldehyde the corresponding V2' excitations are found to be roughly equal in intensity 

(see solid sub spectrum in Fig. IV-2). This is quite similar to the well-known case of the 

N2 (N Is)-I1t* resonance, for which the equilibrium distance is known to be 0.066 A 

larger than in the ground state [3]. For the VI mode of H2CO (mainly symmetric C-H 

stretch), excitation into the lowest (C Is)-I1t* vibrational state (Vl'=O) is strongest (see the 

relative intensities of the solid, dashed, and dash-dotted subspectra in Fig. IV-2). 

For the (C Is)-I3p-b2 and (C Is)-I 3P:-b2 Rydberg states, excitations of the C-O 

stretching mode v2 are much less intense than for the (C 1 s)~ I1t* resonance. Similarly, the 

excitation of the VI vibrational mode is also less intense in the (C Is)-I 3p Rydberg states, 

as compared to the (C Is)-l1t* resonance. The ~hanges in.intemuclear equilibrium 

distances, derived from the FC analysis, are summarized in Table IV-3. While the 

qualitative trends of the results are believed to be reliable, limitations on the validity of the 

parallel-mode approximation may introduce inaccuracies in the bond distances which are 

larger than the statistical error bars shown. For the (C Is)-I1t* resonance, there is a 

decrease of the C-H (C-D) distance and an increase of the C-O distance with respect to the 

ground states. This means that the C-H (C-D) bond is strengthened, while the C-O bond is 

weakened by the excitation. These changes are confirmed by the observed increase in the 
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VI mode vibrational energy and decrease in the v2 mode vibrational energy (see TableN-

3). Qualitative predictions of these changes can be made by examining the orbital diagrams 

of Fig. IV-4 (from Ref. [12]). The observed weakening of the C-O bond is expected from 

the spatial distribution of the antibonding 1t* Ch2) orbital, which is located mainly on C and 

. 0, but not on the H atoms. The influence of the carbon Is core hole leads to the 

strengthening of the C-H bond because the C-H bonding 1bl and 4al orbitals are 

somewhat polarized towards the H atoms. The increased positive charge on'the carbon 

atom pulls these bonding electrons towards the carbon, strengthening the C-H bond. As 

discussed for the CO molecule [7], the C-O bonding orbitals in formaldehyde (in particular, 

3al) are polarized towards the oxygen atom, so th~lt the carbon core hole will·also tend to 

strengthen the C-O bond. For the (Cls)-I 1t* resonance, this C-O strengthening is more 

than compensated by the C-O antibonding character of the 1t* orbital, even more than for 

the CO molecule [7]. 

For the (C Is)-1 Rydberg excitations, the FC analysis of the present data does not 

indicate whether the bond lengths increase or decrease relative to the ground state. The 

Rydberg orbitals are expected to be non-bonding, however. Thus, from the arguments 

given just above, it can be predicted that the carbon Is core hole will induce a slight 

decrease of both the C-O and C-H (C-D) bond lengths. Therefore the smaller value given 

for each bond length in a (C Is)-1 Rydberg· state in Table IV-3 is preferred; the larger values 

are considered less likely and are therefore set in square brackets. In either set of values, 

the magnitude of the change in the C-O bond distance is much larger for the (C Is)-I1t* 

state than for the (C Is)-1 Rydberg states. This is consistent with the strongly C-O 

antibonding nature of the 1t* orbital and the essentially nonbonding character of the 

Rydberg orbitals. The expected strengthening of the C-H (C-D) and C-O bonds in the 

Rydberg states should be reflected by a corresponding increase in the VI and v2 vibrational 

spacings, as compared to the ground state. Table IV-3 indicates, however,thatthe 

vibrational spacings actually decrease in several cases. This can arise, even if the 
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characteristic vibrational frequencies of both the C-H (C-D) and C-O bonds increase, if the 

composition of the normal mode changes upon excitation. For example, the observed ' 

decrease in the v2 vibrational spacing ofH2CO upon excitation of the (C ls)-l 3p-b2 state 

may result from larger contributions from the symmetric C-H stretch to this normal mode, 

rather than from a weakening of the C-O bond. If these proposed changes in the normal- . 

mode compositions actually occur, then the parallel~mode approximation used here is not 
/ 

completely valid. 

The derived (C ls)-l1t* molecular geometry ofH2CO can be compared with 

calculated values for the ground state of the equivalent-core molecule H2NO [13,14,15]. 

The results of these calculations reflect the same trend as found here for the C-H and C-O 

distances, but the absolute values (RN~H =0.99 A [13,14,15], RN-O =1.30 A [13], 1.26 A 

[14], and 1.34 A [i5]) are slightly different A discrepancy is also observed between the 

calculated (H-N-H) molecular bond angle for the ground state of H2NO (9=116° [15]) and 

the derived value for H2CO in the (C Is)-l1t* state. 

IV.D. Oxygen K~edge 

Fig. IV -5 shows the oxygen K -edge region of the photoionization spectrum of gas

phase formaldehyde. As in the carbon K-edge region, the spectrum is dominated by an 

intense (0 Is)-l1t* resonance at 530.8 eV and a series-of weaker tran~itions to (0 Is)-l 

Rydberg states at higher energies. All these peaks can be assigned in analogy to the 

corresponding spectrum for gas-phase CO [7]. The resulting assignments are given in Fig. 

IV-5 and summarized in Table IV-I, ~hich also shows a comparison with former' 

measurements and theoretical calculations. 

The (0 Is)-l1t~ resonance shows a very broad width, presumably due to 

unresolved vibrational structure, similar to the analogous resonance in CO [7]. In the 

present case, however, the V2 vibrational spacing (mainly C-O stretch) is apparently below 

r. 
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the resolution limit [AE=150 meV (FWHM)].The V2 vibrational spacing for the (0 1s)-I 

1t* state can thus be estimated to be S 1 00 meV, smaller than that of the equivalent state in 

CO (hv=l46 meV). Such a small v2 vibrational spacing is not unreasonable, in view of the 

present result for the (C ls)-I1t* state, where the V2 vibrational spacing was found to be 

only =65% of the corresponding energy in the CO molecule. Note that, in the ground 

state, the H2CO V2 vibrational energy is "",80% of the GO vibrational energy. Together, 

these results suggest that the 1t* orbital is more strongly antibonding (for C-O) in H2CO 

than in CO. This conclusion is also supported by the much larger increase in C-O bond 

length upon excitation of the (C 1s)-I1t* state of H2CO than for the corresponding 

excitation in CO. Comparison of the V2 vibrational spacing (160 meV) in the (C 1s)-11t* 

resonance of H2CO to the upper limit of 100 meV for the (0 1s)-ln* resonance indicates a 

weaIcer C-O bond in the latter state. This is expected due to the C-O bo~d-weakening 

influence of the oxygen Is core-hole. 

The energy spacing of the VI vibrational mode is not expected to be less than 100 

meV in the (0 1s)-I1t* state of formaldehyde, considering the ground-state value of 345.0 

meV (254.9 meV) in H2CO (D2CO), and similar values in the (C 1s)~1 states (see Table IV-

3). This suggests that there is no significant vibrational excitation of the VI mode when the 

oxygen Is electron is excited into the 1t* orbital. Since, on the other hand, strong VI 

excitations are observed for the (C 1s)-I1t* state (see Fig. IV-2), it appears that these 

excitations are caused mainly by the creation of a carbon Is core hole and much less by the 

addition of an electron to the 1t* molecular orbital. This result supports the interpretations 

given in the previous section. 

The equivalent-core molecule to H2CO in the (0 1s)-I1t* state is ground-state 

H2CF. Semi-empirical calculations predict the bond lengths Rc-H = 1.11 A and Rc-F = 

1.32 A in that molecule [16]. A comparison of these results to the ground'::state values for 

H2CO, given in Table IV-3, supports the qualitative arguments given above. The C-H 

bond length is essentially unchanged, while ,the C-O(C-F) bond length shows a large 

" 

/ . 
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increase_going from H2CO to H2CF. 

The lowest (0 ls)-I Rydbe~g state is assigned to a transition to the (0 Is)-I 3s-al 

state. This peak is quite broad, as ,seen above for the (C ls)-I 3S-al transition. The 

remaining (0 Is)-I Rydberg peaks arisefrom transitions into nporbitals (up to n=7) and 
, . 

converge to the oxygen Is ionization ¢reshold 1PO-K. A least-squares fit of this series 

with the Rydberg formula gives IPO-K =539.30 eV and Op=l.Ol. This assignment is much 

more consistent than that given in Ref. [1],. where the most intense peak was assigned to 

the (0 ls)-14s state. All the Rydberg states are noticeably asymmetric, with tails extending 

to higher energies. This is probably due to unresolved vibrational sidebands of the V2 

mode, with vibrational energies apparently smaller than those in the corresponding states of 

CO (hv===225 meV) [7]. As seen for the (0 Is)-I1t* resonance, the VI vibrational mode 

does not seem to be'1loticeably excited in the (0 Is)-I Rydberg states. Apparently the 

oxygen Is core hole has little influence on the strength of the C-H bonds. 

The lower spectn:lm in Fig.·IV-5 is the (0 Is)-I photoionization spectrum ofD2CO. 

Clearly there are only minor isotopic differences observed in this energy range. This is 

mainly because vibrational fme structures are not resolved in these (0 Is)-I core-excitation 

spectra, giving rise, at best, to high-energy shoulders of the observed peaks. A notable 
. . 

isotopic effect is observed for the (0 Is)-I 3S-al Rydberg state; there is a decrease of 

linewidth and a shift to higher energies upon deute~ation. These effects are diScussed 

below along with the very similar observations for the (C Is)-I 3s;.al state. 

IV.E. Isotopic effects 

1. Isotopic effects on vibrational fine structure 

It has already been mentioned above that all observed vibrational modes in these 

'spectra exhibit isotopic effects, even though only H (and not C or 0) was replaced by the 
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heavier isotope (D). This applies, in particular, to the V2 mode, which consists mainly of 

symmetric C-O stretching motions. To understand these isotopic effects, one must 

consider the ,contributions from all the different symmetry coordinates to the various normal 

modes. These contributions were determined for the ground electronic states of H2CO and 

D2CO by a normal-mode analysis, as described above, with the results shown in Table IV-
1 

2. Note that the contributions of the symmetry coordinates to a given normal vibrational 

mode change strongly upon deuteration, e.g. whereas the VI mode in H2CO consists of 

=78% C-H symrrietric stretch, only =50% ofC-D symmetric stretch contributes to this 

mode in D2CO. For the V2 mode, the contribution of the symmetric C-H (C-D) stretching 

vibration increases from = 10% in H2CO to ==='26% in D2CO. 

The observed effects of deuterationon the vibrational energies in the core-excited 

states can only be discussed in a qualitative way, since the relative contributions of the 

symmetry coordinates to the normal modes are not known for these states. It is generally 

expected, however, that all the vibrational energies will decrease upon deuteratiort, if the 

composition of the normal modes does not change. The results of Table IV -3 show that 

decrease is indeed observed for the (C Is)-1 states. The only exception is in the (C Is)-I1t* 

resonance, wherehv2 increases by 12±6% upon deuteration. An increase in vibrational 

energy is possible, despite decreasing energies of all the symmetry-coordinate vibrational 

energies, if the contribution to this mode from the C-H symmetric-stretch coordinate, with 

its high vibrational energy, increases upon deuteration .. Comparing the compositions of the 

V2 normal mode in the ground states of the two isotopic species, as shown in Table IV -2, it 

is seen that the .high-frequency C-H(C-D) stretch makes a significantly larger contribution 

in D2CO than in H2CO. This explains the very small decrease observed for the ground

state vibrational energy hV2 upon deuteration, as shown in Table IV-3. Apparently in the 

(C Isyl1t* exCited state, the compositions of the normal modes have changed enough, 

relative to the ground state, to make hV2 increase upon deuteration. This is a direct 

demonstration that the parallel-mode approximation has limited validity for the (C Is)-I1t* 
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excited state. 

The changes in bond distances, going from H2CO to D2CO, which are small in the 

molecular ground state [-0.004 and -0.0005 A for the C-H(D) and C-O distances, 

respectively], are much larger in the (C Is)-1 core-excited states. In the (C Is)-I1t* state, 

for example, they amount to +O.054±O.OO8 and -0.014±O.01O A for the C-H(D) and C-O 

distances, respectively. Thus, for the (C Is)-I1t* state, the C-D distance in D2CO is larger 

than the C-H distance in H2CO, while the opposite is observed for the C-O distance. This 

is in qualitative agreement with the observed decrease (or increase) in vibrational frequency 

of the VI. (or V2) excited-state mode upon deuteration. Of course, the bond lengths for the 

(C Is)-1 states were derived using the parallel-mode approximation, i.e. by assum~ng the 

composition of the normal modes is unchanged upon excitation. The actual compositions 

of the normal modes in these states, which are not known, might lead to derived geometries 

for H2CO and D2CO with smaller isotopic differences than are obtained here. In fact, that 

situation seems more likely than the rather large isotopic effects on molecular geometry 

derived in the present analysis. 

2. Isotopic effects on the (C ls)-t 3s-at and (0 ls)-l 3~-al Rydberg states 

Table N-4 summarizes the results for the linewidths, W, and the energy positions, 

E, of the (C Is)-~ 3s-al and (0 Is)-1 3s-arRydberg states as obtained from the least-

.. squares analysis .. For both of these Rydberg states, a substantial decrease in linewidth and 

a shift of the excitation energy to higher values are observed when H is replaced by D. The 

isotopic effects appear to be larger for the (C Is)-1 3s-al state (AW=-60 meV, AE=+54 

meV) than for the (0 Is)-l 3S-a1 state (A:W=-44meV, AE=+40 meV). 

There are three unusual effects observed for the (C Is)-l 3s-a1 and (0 Is)-13s-al 

Rydberg states: (1) The fundamental transition shifts to higher energy upon deuteration; 

(2) The linewidth decreases upon deuteration; (3) The linewidth is larger than the 
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linewidths of other Rydberg states (with,the same cote hole). Effect (1) may be explained 

by a large change in the vibrational energies of the molecule upon excitation, which implies 

a different zero-point vibrational energy contribution in the initial and fmal states, with an 

accompanying isotopic dependence of the functamental transition energy. These zero-point 

influences on the energies of fundamental transitions were discussed in Section I.D.6. The 

contribution of vibrational mode i to the shift of the fundamental transition energy upon 

deuteration is given by Ll~=(1I2)[hvi"(H2CO)-hvi"(D2CO)-hvi'(H2CO)+hvi'(D2CO)]. 

Of course, .the largest changes in vibrational energy generally occur when the fmal state has 

a purely repulsive potential for on~ (or more) of the vibrational modes, i.e~ the final-state 

vibrational energy of that mode is zero. In that case, the resulting dissociation of the 

molecule can occur so quickly that it will compete with the autoionization decay of the 

excited state, leading to a larger naturallinewidth. This rapid neutral dissociation has been 

observed for core-excited valence-shell states in HBr [17], BCl [18], and H2S [19]. This 

process would explain effect (3), with the dissociation presumably involving removal of 

one of the H(D) atoms. 

If the dissociation rate is smaller for D2CO than for H2CO, this·model also explains 

~ffect (2). This isotopic dependence of the rate can arise if there is a small barrier to 

dissociation along the excited-state potential, such that the H atom can rapidly tunnel 

through the barrier, whereas the D atom tunnels more slowly because of its larger mass. 

Of course, if there is such a barrier to dissociation, there is a zero-point vibrational energy 

for the associated vibrational mode. While this implies a smaller isotopic effect on 

vibrational zero-point energy than for a purely repulsive potential, the excited-state 

vibrational energy of the dissociative mode could be significantly smaller than in the initial 

state, contributing to the observed isotopic shift of the fundamental transition. To 

summarize,·effect (1) is explained by any large changes in the vibrational energies upon 

excitation, including those arising from a purely repulsive excited-state potential. Effect (2) 

suggests a dissociative decay of the neutral excited state, which proceedS faster than 

. . 
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autoionization. And effect (3) can arise if the dissociation potential includes a barrier which 

is penetrated faster by a H atom than by a D atom. 

This interpretation of the observed effects suggests that the core-excited 3s-a 1 state 

are dissociative within the lifetime of the core hole. Resonant Auger electron spectroscopy 

and resonant photo-ion mass spectroscopy could be used to study these states, and 

possibly determine if this model is correct Those techniques, along with theoretical 

calculations, were used to characterize the dissociative states of H2S below the sulfur 2p 

ionization threshold [19]. This possibility indicates the ability of high-resolution XANES 

to identify promising directions for more detailed investigations of core-excited electronic 

states. 

For the (C Is)-1 3S-al state, the VIand V2 vibrational energies are known from the 

least-squares analysis [hVl'=324 (236) meV, hV2'=123 (106) meV for H2CO (D2CO)]. 

The combined contribution of these two modes to the isotopic shift of the fundamental 

transition energy is therefore ~1,2=-5 meV. This implies that +59 meV of the observed 

shift is caused by the other four modes. If the excited state is dissociative, with a purely 

repulsive potential surface that rapidly expels a H (0) atom, then the Vs vibrational mode 

[predominantly asymmetric C-H (C-D) stretch] is essentially absent in the excited state. 

This creates an isotopic shift ~S=+42 meV, using the ground state vibrational energies 

from ref. [6]. In this case, the combined shift from the VI, v2, and Vs modes, 

~1,2,S=+37 meV, is somewhat smaller than the observed shift of +54 meV; the 

difference can be attributed to changes in the other three vibrational energies and/or by the 

uncertainties of the measurements. 

A further consideration in the interpretation of the observed isotopic energy shifts is 

the relative .energy calibration of the H2CO and D2CO spectra. The present results indicate 

that the spectra of the two isotopic species compared in Figs. IV-2, IV-3, and IV-5 are 

aligned; i.e. the fundamental transitions (except those the 3s-al orbital) show no energy 

shift upon deuteration. However, due to difficulties in the absolute calibration of energy in 
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these measurements, there is possibly some error in the relative alignment of the energy 

scales for H2CO and D2CO. Such a shift would appear if the zero-point vibrational energy 

of the core-ionized molecule, e.g. H2C*0+, is different from that of the ground state. This 

difference would be observed as a uniform isotopic energy shift of the upper Rydberg 

states, caused by a corresponding shift in the ionization threshold. Therefore such a shift is 

expected if the core-ionized molecule has significant changes in vibrational energies, 

relative to the ground state. In case of carbon Is ionization, it was predicted above thatthe 

carbon core hole will tend to strengthen the bonding. This should be reflected by larger 

vibrational energies, if the composition ,of the normal modes is not modified too much by 

the excitation. This would result in an shift of the upper Rydberg states, and the carbon Is 

ionization threshold, to lower energies upon deuteration. While the observed shift of the 
t 

{C Is)-1 3s-al state upon deuteration would be increased by this difference in ionization 

threshold energy, the part of that shift due to the unique character of the 3s-a 1 orbital would 

still be the value reported here. It would be desirable, in regard to these issues, to measure 

the carbon Is binding energies of H2CO and D2CO by x-ray photoelectron spectroscopy 

with high resolution, and thereby independently determine whether an isotopic shift of the 

threshold exists. 

3. Comparison to the (2bt)-lvalence-excited Rydberg states of 

formaldebyde 

The preceding se<;::tion shows that the assuinption of a rapidly dissociating (C Is)-1 

3s-al state provides a plausible explanation for all three observed effects, and in particular 

gives a reasonable prediction of the observed isotopic energy shift. Presumably a similar 

explanation could apply for the (0 ls)-t 3s-at state, since the difference in the location of 

the core hole should not affect the dissociative nature of the state. It is somewhat 

unexpected, however, that promoting an electron to a Rydberg orbital creates a dissociative 
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potential. In fact, the characterization of the 3s orbital in these states purely as a,Rydberg 

orbital is probably inaccurate, based upon the observed behavior. This orbital may have 

intermediate character, i.e. it may resemble a valence orbital to some extent. This 

possibility was aIniady mention~d by Lessard and Moule for the 3s orbital in the (2b1)-1 3s

a 1 valence-excited state of formaldehyde [20]. In that case, they suggest that the 

intermediate character of the 3s orbital may arise from mixing of the (2b1)-1 3s-a 1 state with 

the (2b1)-1 (5* inter-valence state at :::::3.5 eV higher energy (see Section I.D.3). Such 

mixing seems less likely for these core-excited states, because the corresponding (C Is)-l· 

(5* resonance is observed well above threshold, :::::19 eV higher than the (C Is)·:} 3S-a1 

transition (see Fig. IV-I). In any case, the sign of the observed isotopic energy shift 

indicates that the overall bonding is weaker in the (C Is)-l 3s-a1 and (0 Is)·l 3S-a1 states 

than in the ground state,and therefore 3s-a1 orbital in these states must be somewhat anti-

bonding. 

The study of the valence-excited Rydberg states of formaldehyde by Lessard and 

Moule [20] is of interest, because they observed notable isotopic shifts of the fundamental 

energies, which are largest for the (2b1)-1 3S-a1 state (~E=+39 meV). They present a . 

detailed discussion of isotopic energy shifts in electronic transitions, based upon the same 

zero-point vibrational energy arguments discussed here. Isot~pic energy shifts were 

observed for the (2b1)-1 3p-a1 and (2b1)-1 3p-b1 states; which were :::::60% of the shifts 

seen for the (2b1)-1 3s-al state. The present results do not indicate corresponding isotopic 

shifts for any of the (C Is)-l 3p or (0 Is)-l 3p states. 

4. Similar isotopic effects in the (C Is)~l 3s states of other molecules 

A survey of high-resolution XANES spectra shows that the effects seen for the 

core-excited 3s Rydberg states of formaldehyde are not unique. In fact, an isotopic shift of 
/ 

the fundamental transition energy was observed for the (Cls)-13s states of propane, 
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ethane, and possibly methane, when compared to the fully deuterated isotopic species [21]. 

In particular, the energy of the (C Is)-13s state increases ==20 meV between C2H6 and 

C2D6; and a similar amount between C3Hg and C3Dg. A smaller increase was proposed, 

but not directly observed, between CB4 and CD4. No other fundamental transitions in 

these spectra showed isotopic shifts. In contrast to the present case of formaldeJIyde, 

notable isotopic effects upon the (C Is)-13s linewidths were not observed in the alkane 

spectra [21]. The carbon K-edgespectra of ethylene exhibit similar isotopic effects,.as 

shown in Ref. [22]. In that case, a comparison of the spectra of C2B4 and C2D4, and the 

derived transition energies, shows that most of the fundamental transitions below the 

carbon K edge are shifted -20 meV upon deuteration. This is indicative of an isotopic shift 

of the carbon Is ionization threshold, as discussed above in Section IV.E.2. The (C Is)-l 

3s resonance, however, shows no shift; by necessity since the two spectra were aligned 

using this feature. It may be that the spectra are in fact misaligned, i.e. there is a +20meV 

shift of the (C Is)-l 3s resonance upon deuteration, and the other fundamentals do not 

shift. In any case, the energy separations between the (C Is)-l 3s state and the higher

energy fundamental transitions are reduced upon deuteration, as seen for formaldehyde and 

the alkanes listed above. Ref. [22] also presented spectra of C2H2 and C2D2, but those 

results do not clearly indicate any notable isotopic shifts of the (C Is)-l 3s state. 

5. An alternative explanation for the isotopic effects on the (C 1s)-1 3S-al 

and (0 1s)-13s-al Rydberg states 

The zero-point vibrational-energy explanation of the isotopic effects, as given above 

in Section IV.E.2, is very likely correct, insofar as it addresses energy shifts. The only 

assumption was that fairly large changes in the vibrational energies occurred upon 

excitation. However, to explain the large linewidths of the (C Is)-13s-a1 and (0 Is)-13s

a 1 states, and the isotopic dependence of those widths, it was necessary to assume that 

to 
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these states were rapidly dissociating. This behavior is rather surprIsing, even if the 3s 

Rydberg orbital is presumed to have acquired some valence character. In their analysis of 

the (2bl)-1 3S-al state of formaldehyde, Lessard and Moule apparently found no indication 

of dissoci~tive behavior [20]. The known cases of rapidly dissociating core-excited states 

. clearly involve a transition to a valence-shell orbital, not to an intermediate or Rydberg 

orbital [17,18,19]. In the absence of experimental results to better characterize the (C Is )-1 

3s-al and (0 Is)-1 3s-al states, the following alternative explanation, which does not 

assume a dissociative state, is worth 'consideration. 

The isotopic effects upon linewidth in the (C Is)-1 3s-al and (0 Is)-1 3s-al states 

may be a result of the large size of the formaldehyde molecule, which causes the deepest 

Rydberg orbital to be perturbed by the molecular orbitals. As a consequence, this orbital is 

no longer purely atomic-like; it becomes a mixed orbital. The observed effects suggest that 

this deviation is more pronounced for H2CO (larger linewidth, lower energy) than for 

D2CO, which is plausible, if the D2CO molecule,is assumed to be smaller in the core

excited 3s-al states as compared to H2CO in the corresponding states. This is reflected in 

the FC fits results for the·(C Is)-1 3p-b2 states in the two molecules (see Table IV-3), 

which indicate that the C-D bond length is shorter by ::={).03 A as compared to the C-H 

bond length. 

The isotopic effect on the energy of the core-excited 3S-al state (see Table IV-4) is 

then explained on the basis of an interaction with the molecular orbitals. In the larger core

excited molecule, H2CO, the 3s-al electron penetrates the screening electrons more and 

sees a less completely screened nuclear potential. This cauSes an increase in the quantum 

defect and a corresponding decrease in the energy of the core-excited state. In D2CO, the 

effect is reduced due to the smaller size of the molecule. The magnitude of this energy 

effect may be comparable to that of the zero-point vibrational-energy effect described 

above, accounting for some of the observed energy shift. A strong dependence of the 

energy of the '(C Is)-1 3s state upon molecular geometry has also been suggested for C02 
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[23]. 

The large width of the (C Is)-1 3s-al state.as well as the observed isotopic effect 

(see Table IV -4) are then explained by a breakdown of the Born-Oppenheimer 

approximation. For a Rydberg orbital that is perturbed by molecular orbitals, the orbital 

energy will depend on the size of the molecule, as discussed above. In this case, a 

coupling between the orbital energy and the zero-point vibrational motion of the ground

state molecule is possible, since the excitation energy may then depend on the size of the 

molecule at the instant of excitation. The result is a distribution of excitation energies, 

observed as a non-Lorentzian line broadening. Again the effect will be larger for H2CO 

than for D2CO due to molecular size. 

It might be expected that these isotopic effects are larger for the (0 1s)-1 3s-al state, 

as compared to the (C 1s)-1 3S-al state, because in the former case, the Rydberg orbital is 

less centered on the molecule. This is not borne out by the results listed in Table IV -4. 

One reason is that the vibrational fme structure of the (0 1s)-1 3S-al state was not resolved, 

so that the vibrational contributions, which were deconvoluted for the (C ls)-13s-al state, 

could not be removed. This explains the smaller isotopic effect upon the energy of the 

observed peak; the smaller vibrational spacings in D2CO, as compared to H2CO, will lead 

to an underestimate of the isotopic energy shift of the fundamental transition, if the fine 

structure is not resolved. 
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Table IV-I: Energies (in eV) of the (C Is)-1 and (0 Is)-1 core-excited states ofH2CO in 

Assignment This work 

(C Is)-l x* 285.590 
3s-al 290.178 
3p-b2 291.253 
3p-bl 291.729 
4S-al 292.217 
3d 292.755 
4p-b2 292.978 
4p-bl 293.085 
4d 293.559 
5p 293.460 
6p 293.811 

'7p 293.963 
8p 294.057 
9p 294.123 

(0 Is)-lx* 530.82 
3s-al 535.43 

. 3p-al 536.34 
4s-al 
4p 537.78 
5p 538.46 
6p 538.73 
7p 538.94 

EELsa 

285.7 
290.15 
291.21 
291.64 
292.68 
292.10 
292.95 

293.45 
293.92 

530.80 
535.47 
536.13 
537.65 

Theoryb 

286.06 
290.64 
291.63 
292.05 
293.00 

293.27 
293.32 

529.78 
534.50 
535.27 
536.54 
536.69 

Theory<: 

286.02 
290.50 
291.50 
291.91 
292.70 

293.06 
293.21 

293.23 

comparison with previous EELS results and theoretical predictions. Only fundamental 

transitions are shown, i.e. transitions including vibrational excitation are not listed. 

aRef. [1] 
bRef. [2] 
cRef. [9] 
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Table IV-2: Contributions, in percent, of the symmetry coordinates to the normal modes in 

the ground states of H2CO and D2CO. V4 is assumed to consist of 100% out-of-plane 

bending motions (see Ref. [5]); it is therefore omitted from the table. 

'. 
H2CO Vl V2 V:\ V5 Wi 

.. 
C-H symmetric stretch (al) 77.6 9.9 2.0 0 0 
C-O symmetric stretch (al) 21.1 82.3 74.1 0 0 
HCR scissors bend (al) 1.3 7.8 23.9 0 0 
C-H antisymmetric stretch (b2) 0 0 0 96.8 19.2 
CH2in-plane wag (b2) 0 0 0 3.2 80.8 

DzCO 

C-D symmetric stretch (al) 50.3 26.1 3.0 0 0 
C-O symmetric stretch (al) 47.4 71.3 59.9 0 0 
DCD scissors bend (al) . 23 2.6 37.1 0 0 
C-D antisymmetric stretch (b2) 0 0 0 94.1 30.6 
CD2 in-plane wag (b2) 0 0 0 5.9 69.4 

' .. 
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Table IV-3: Derived equilibrium values for the C-O and C-H (C-D) bond lengths, R (in 

angstroms), and the HCH (DCD) molecular bond angle 8, and vibrational energies hv (in 

meV) for the VI, V2, and v3 modes in the ground and core-excited states ofH2CO and 

D2CO. The ground-state values were taken from Ref. [6].· The parameters for core-excited 

states were obtained from least-squares Franck-Condon fits. The numbers in parenthesis 

give the statistical error bars in units of the last digit. Systematic errors arising from the 

limited validity of the parallel-mode approximation may be larger. The numbers in square 

brackets are those results from FC fits which are considered less likely on the basis of 

chemical arguments (see text). 

H2CO Rc.-H Rc.-o 8Hr.H hVl hV2 hv~ 

Ground state 1.1171(10) 1.2072(5) 116°14'(6) 345.0 216.5 186.0 
(C Is)-I1t* 1.037(3) 1.316(5) 111°(2) 430(5) 160(4) 280(20) 
(C Is)-1 3p-b2 1.09 [1.14]· 1.16 [1.25] 325(10) 199(8) 
(C Is)-1 3p-bl 1.06 [1.17] 1.18 [1.23] 381(5) 178(10) 
(C ls)-l 4s-al 1.01 [1.22] 1.17 [1.24] 364(5) 227(5) 

D2CO Rc-D Rc-o 8DCD hVl hV2 hV3 

Ground state 1.1130(10) 1.2067(5) 116°19'(6) 254.9 211.0 137.1 
(C Is)-I1t* 1.091(5) 1.302(5) 105°(2) 315(5) 179(5) 160(25) 
(C Is)-1 3p-b2 1.06 [1.16] 1.19 [1.22] 239(12) 157(10) 
(C Is)-1 3p-bl 1.06 [1.17] 1.19 [1.21] 268(5) 149(20) 
(C ls)-1 4S-al 1.03 [1.20] 1.17 [1.25] 258(12) 134(5) 

.. 
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Table IV-4: Isotopic effects on energies E and linewidths W (FWHM) of the (C ls)-l 3s-al 

and (0 Is)-l 3s-al states of formaldehyde. The numbers in parenthesis give the e~or bars 

in units of the last digit 

Linewidth (me V) 

(C Is)-l 3s-al 240(20) 
(0 Is)-l 3s-al 346(25) 

·D2CO 

180(20) 
302(25) 

Energy (eV) 

290.18(1) 
535.43(1) 

D2CO 

290.23(1) 
535.47(1) 
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FIGURE CAPTIONS: 

Figure N -1: Overview of the photoionization spectrum of H2CO near the carbon Is 

ionization threshold IPC-K. The broad resonance above threshold is plotted in the insert on 

an energy scale which is compressed by a factor of 3; the ordinate scale of the inset is the 

same as that of the main figure. 

Figure IV-2: High-resolution spectrum of the (C ls)-I1t* resonance in (a) H2CO and (b) 

D2CO. The solid line through the data points shows the results of a least-squares fit with 

Lorentzian functions convoluted by a Gaussian function for instrumental resolution, using 

Franck-Condon factors to predict the relative peak intensities. The sub spectra show the '\)2' 

vibrational series for different fixed '\)1' and '\)3' quantum numbers; for detailed 

explanations, see the text Note the pronounced changes in vibrational energies upon 

replacement ofH by D, indicated in.part by the vertical bars. 

Figure IV-3: Core-excited Rydberg states below the carbon K-edge in (a) HiCO and (b) 

D2CO. The solid line through the data points shows the results of a least..:squares fit with 

Lorentzian functions convoluted by a Gaussian function for instrumental resolution .. The 

component peaks are given by solid lines if their energies show no isotopic shift; these 

represent fundamental transitions to the ground vibrational level of an excited electronic 

state. Dotted and dashed lines are used for states in which the v2 and VI modes, 

respectively, are excited; these states decrease in energy upon replacement ofH by D. The 

dash-dotted component represents the fundamental transition for the (C Is)-1 3s-al state, 

. which exhibits a strong isotopic effect 

Figure IV -4: Spatial distributions of the molecular orbitals in ground-state H2CO. 

Reprinted, with permission, from Ref. [12]. 



' .. 

77 

Figure N -5: Photoionization spectruJll of fonnaldehyde near the oxygen Is ionization 

threshold. The spectra of H2CO and D2CO are seen to be quite similar, except for small 

differences in the (0 ls)-l 3s':al transition. Note the break in the energy scale, which 

removes an intennediate part of the spectrum containing no absorption features. 
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CHAPTER V: HIGH-RESOLUTION MEASUREMENTS OF 

NEAR-EDGE RESONANCES IN THE CORE-LEVEL 

PHOTOIONIZATION SPECTRA OF SF6 

, 
,V.A. Introduction 

Resonances in XANES spectra arise from the promotion of a-core electron into a 

virtual orbital. The fmal state of the system is commonly described by referring to the .' . 

character of the newly occupied orbital. For some systems, the fmal state may be classified 

as an inner- or outer-well state. This scheme refers to the atomic partial-wave potential 

energy diagram for an electron of angular momentum Q>O (Fig. V-I). The centrifugal 

contribution to the potential energy may combine with the electrostatic contributions to 
. ) 

produce a potential barrier as shown. In molecules, the electrons around the outer atoms 

may produce a similar barrier along the bond directions. In SF6, this double-well potential 

is particularly well-developed, because the six F atoms surround the S atom. Indeed, 

because of its chemical stability, small size, and large coordination,SF6 provides the best 

example of a molecular potential barrier. Virtual orbitals with a spatial distribution 

primarily inside the potential barrier are known as inner-well orbitals. If an electron is 

promoted into such a valence orbital, the system is said to be in an inner-well state. Dipole

allowed transitions to such states are normally quite intense in XANES spectra If the 

virtual orbital is loeatedmainly in the 'outer well, the transition is to a Rydberg state. These 

transitions are weak, as a result of poor spatial overlap between the core orbitals and the 

outer-well orbitals. Transitions to bound inner-well states lie at energies lower than 

transitions to Rydberg states. The Rydberg resonances have a series of energies which 

converge on the absorption edge from below. Transitions to quasi-bound inner.;well stateS 

are referred to as shape resonances and oc~ur at energies above the absorption edge. 
\ . 
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This chapter presents photoionization spectra of gaseous SF6 at the sulfur L2.3 and 

fluorine K edges. Previous photoabsorption[1,2,3,4,5,6,7] and EELS [8,9] . 

measurements showed intense resonances both above and below these thresholds, arising 

from the promotion of a core electron into a virtual molecular orbital with large amplitude. 

within the molecule. Very weak Rydberg resonances were also detected just below the 

sulfur L2.3 edges, but were not completely characterized. In the present work, improved 

resolution and statistics resulted in the detection of additional members ·of the Rydberg 

serie,s below the sulfur L2.3 edges. This allows an unambiguous assignment of peaks in 

this region, including the confirmation of vibronically-coupled excitations and a d-

symmetry. Rydberg series. Quantum defects, spin-orbit splitting, and the L2.3 ionization

threshold energies were determined from a least-squares fit of the spectrum. Vibrational 

structure was resolved for the first time in several Rydberg states. A Franck-Condon 

analysis yielded the vibrational spacing and S-F bond length for the core-excited (S 2p3/2)-1 

4s state. Multiplet splitting was observed for the (S 2p3/2)-1 3d state. The derived natural 

linewidths of the (S 2P3/2)-1 3d-t2g, (S 2P3/2)-1 5s and (S 2p3/2)-14d Rydberg states were 

found to be strikingly narrower than those of the (S 2p)-1 alg inner-well resonances. 

High signal-to~noise ratios in the spectra of the more intense resonances allowed 

lineshape analyses. Non-Lorentzian broadening of the (S 2p)-1 alg states is attributed to 

unresolved vibrational structure. The peaks assigned to the (S 2p)-1 t2g states have large 

Lorentzian components, suggesting that vibrational effects are relatively small for these 

shape resonances. Significant intensity very close in energy to the fluorine K edge could 

not be fitted by a simple edge-jump model and was assigned to a manifold of unresolved 

resonances. A previously unobserved resonance of large width and low intensity was 

detected above both the sulfur L2.3 and fluorine Kedges. 
.. 
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V.B. Experimental 

The SX700m monochromator with the 12211ine/mm grating was employed for all 

measurements, except as-noted- below. Using this grating, some spectrawere-recorded- -

using the special low-emittance storage-ring conditions (small-source mode) to allow better 

resolution. With normal emittance at BESSY, resolution in the first order of diffraction is 

=45 me V (Gaussian Full Width at Half Maximum [FWHMD at the sulfur L2,3 edges -and 

::::::310 me V at the fluorine K edge. In the small-source mode, the resolution improves to 

::::::30 meV at the sulfurL2,3 edges. Additiori~ measurements were made ~sing a 2442 

line/mm grating in the first order of diffraction with normal emittance conditions, providing 

a resolution of =33 meV at the sulfur L2,3 edges with relatively high flux. The synchrotron 

radiation beam passed through a 1500 A thick AI (1 % Si) window into an interaction region 

containing SF6 gas (Messer Griesheim GmbH, 99.9%), which was maintained at 

pressures ranging from 60 mtorr to 175 mtorr. 

V.C. Overview of Results 

Fig. V-2 shows the photoionization spectrum of the octahedral molecule SF6 near 

the sulfur L2,3 ionization thresholds. The double-peaked structure 1,2 at 172-174 eV arises 

from the promotion of a sulfur 2p electron to an unoccupied molecular orbital of alg 

symmetry. This absorption feature is split by the spin-orbit interaction of the 2p core 

-electrons in the final state. A better-resolved spectrum of the (S 2p)-lalg resonances, taken 

in the small-source mode of BESSY, is shown in Fig. V -3. A more intense doublet 3,4 

appears at 182-184 e V, just above the sulfur L2,3 thresholds in Fig. V -2. It is assigned to 

the promotion of a single sulfur 2p electron to a quasi-bound orbital of t2g symmetry, with -

spin-orbit splitting again accounting for the double-peaked structure. This is a well-known 

example of a molecular shape resonance, i.e. the promotion of an electron into a one-
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electron continuum state which is resonantly enhanced within the molecule by the molecular 

potential [10,11]. The broad absorption peak 5 at 196 eV is assignedto the excitation of a 

resonance of eg symmetry. This state isa shape resonance which may couple to several 

other continuum channels and may also include contributions from autoionizing multi-

electron excitations [12]. The small peak 6 at 205 eV has been described as a multi-electron 

excitation [8] and as an EXAFS resonance [9], but it is not yet fully understood. An even 

smaller resonance, peak 7 at 209 e V, which appears to be a doublet, is observed here for 

the ftrst time and may also be a multi-electron excitation. Note that the inset data of Fig. V-
" 

2 showing peak$ 6 and 7 in greater detail were taken using the 2442 line/mm grating. The 

known complexity of the eg resonance suggests that the t2g resonance may·also be more 

than a simple oile-electron excitation shape resonance. An autoio~zing state with two 

excited electrons has been predicted near the energy of the t2g resonance [12]. A lower

energy t2g resonance of this molecule is known to couple to several continuum channels 

upon excitation at 23 eV photon energy [13]. A similar process is possible at the L2,3 

. edges, as discussed below. 

Fig. V-4 shows the spectrum in the 177~182 eV range obtained with better 

resolution and statistics using the 2442 line/mm grating. The weak fme structure detected 

in the spectrum of Fig. V -2 is clearly resolved here. Many peaks are present; most are 

readily assigned to one-electron excitations into Rydberg orbitals. These Rydberg states 

correspond to those of atomic sulfur, the central atom, and are labeled as such. The s- and 

d-symmetry Rydberg states form two overlapping series, each of which is split into two 

series by the spin-orbit interaction of the core hole. The resulting four series overlap to 

give the complicated structure observed. Such an assignment leaves the features E, F, and 

G around 178.2 eV unexplained. They are assigned to a vibronically-coupled·transition to 

the (S 2P3/2)-I4p Rydberg state. In addition, the region from 177 to 179 eV is 

characterized by some broad intensity above background (shaded area),which is attributed 

to a vibronically-coupled transition to a virtual orbital with tlu symmetry . 

.. 

• 
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Fig. V -5 shows the photoabsorption spectrum of SF6 near the fluorine K ionization 

threshold. Peak 8 at 689.0 eV is.assigned to a transition to the aIg unoccupied molecular 

orbital, as seen at the sulfur L2,3 edges. The following peaks 9, 10, and 11, below and 

just above the edge jump at 695.7 e V, are assigned to transitions to a number of tlu virtual 

orbitals. Peaks 12 and 13, at 699.9 eV and 713.3 eV, are excitations to t2g and eg shape 

resonances, respectively, which are analogous to those seen at the sulfur L2,3 edges. 
, ' 

Peaks 14 and 15, at 722 eV and 727 eV, are probably multi~electron excitations analogous 

to peaks 6 and 7 in Fig. V-I .. Note that dipole-allowed transitions into orbitals of both g 

and u parity are observed here, arising from the combination of the six fluorine Is atomic 

orbitals into the 2alg, leg, and Hlu molecular orbitals of the initial state. Fig. V-6 shows a 

level diagram of the core-excited states of SF6, based upon the energies and assignments 

given above and in Tables V-1,2,3. 

V.D. Sulfur L2,3 thresholds: Inner-well resonances 
J. 

1. Spin-orbit interaction and exchange interaction 

Nearly all features observed near the sulfur L2,3 thresholds clearly display a doublet 

structure, with a splitting of = 1.2 e V. This is explained by the spin-orbit interaction' of the 

core electrons in the [mal state. According to Hund's rule, the (S 2p1l2)-1 configuration 

will have higher energy than the (S 2p312)-1 configuration. The value of the splitti~g 

observed here agrees with the measured splittings in x-ray photoelectron spectra (XPS) of 

SF6 [14]. The multiplicities of the (S2p1l2)-1 and (S 2p312)-1 configurations are 2 and 4, 

respectively. A simple spin-orbit model of the core-excited [mal state would predict a 

doublet with a peak intensity ratio (S 2p3/2)-I:(S 2PI12)-1 of 2:1. This ratio was observed 

in the XPS spectrum [15], but is not observed for the (S 2p1l2,312)-1 alg and(S 2p1l2,3/2)-1 
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t2g photo absorption resonances. In fact the ratios for these resonances, obtained from 

least-squares fits of the spectrum in Fig. V -2, are both less than unity (see Table V-I). -, 

This reversal of the intensity ratio can be explained by including the effects of 

exchange interaction between the core hole and the excited electron [10,16]. The (S 

2P1l2,3/2)-1 alg and' (S 2p1l2,312)-1 t2g resonances (peaks 2,1 ~d 4,3, respectively) arise 

from one-electron transitions into unoccupied molecular orbitals spatially localized within 

the molecule. An electron excited from a core hole into such an inner-well state will have 

considerable spatial overlap with the remaining sulfur core electrons. The resulting (core 

hole)-(excited electron) exchange interaction will be significant in comparison to the spin-

orbit interaction. In such a case the j-j coupling scheme used above is no longer valid; 

intermediate coupling must be employed. Theoretical studies of this phenomenon in SF6 

and other systems show that the main effect of intermediate coupling is to decrease the 

(S 2p3/2)-1 to (S 2Pl12)-1 intensity ratio [17]. in the limit where exchange coupling 

completely dominates over spin-orbit coupling, the intensity ratio becomes zero because the 

lower-energy peak then represents a dipole-forbidden transition to a triplet state. 

Calculations also predict that intermediate coupling has little effect on the energy splitting of 

the doublet [17], in agreement with the present observations (see Tables V-I and V-2). 

The observed spin-orbit splittings of the (S 2P1l2,312)-1 alg and (S 2Pl/2,3/2)-1 t2g doublets 

(1.17 eV) are only slightly less than those of the Rydberg states (1.20 eV), where the 

exchange interaction is expected to be small because of the limited overlap of the Rydberg 

orbitals with the core hole. 

2. Lineshapes 

a. (S 2p)-1 alg resonances 
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Attemptsto fit the (S 2P1l2,312)-1 alg resonance ~oublet (peaks 1,2) with a pair of 

Voigt functions based on reasonable values of the Lorentzian naturallinewidth and the 

Gaussian instrumental width were unsuccessful. The alg resonance therefore appears to be 

broadened by non-lifetime effects. An earlier analysis [9] suggested that multiplet splitting 

within this resonance might lead to-observable peak splittings, in analogy to those observed 

for the (S 2p)-1 bl * resonance in the sulfur L2,3 spectrum of S(h [18]. This turns out to be 

unlikely for the (S 2p)-1 alg transitions in SF6, as shown by the following ~roup

theoretical analysis. In the octahedral symmetry of the SF6 molecule, there are dipole

allowed transitions only to electronic s~tes ofTlu symmetry. By multiplying the spatial 

and spin characters of the alg electron and the sulfur 2p core hole, the possible electronic 

states corresponding to the (S 2p)-1 alg configuration are determined (see the discussion in 

Sec. VI.E.l). They are Alu, Eu, 2Tlu, and T2u; thus there are only two dipole-allowed 

transitions, corresponding to the two observed peaks. Note that weak transitions to the 

Eo and T2u states are possible through vibrortic coupling, while there is no suitable 

vibrational mode to couple the Alu state. Therefore small contributions from vibronically

coupled transitions can, in principle, broaden the observed (S 2PI12,312)-1 alg resonances or 

lead to observable splittings. However, based upon the relative intensity of the 

vibronically-coupled (S 2p)-1 tlu transitions (see Sec. V;D.3), observable effects from 

transitions to these qipole-forbidden states seem unlikely. 

Instead, the non-Lorentzian broadening probably arises from extensive unresolved 

vibrational excitations in the fmal state, resulting in an overlapping manifold of peaks. 

Such excitations are expected, because a non-:bonding core electron has been promoted into 

an anti-bonding orbital. Semi-empirical calculations [19] for the ground state of the 

octahedral molecule CIF6, which is the equivalent-core molecule to S-core-excited SF6, 

predict a bond length of 1.63 A for CI...:F compared to 1.561 A in ground-state SF6 [20]. 

Such a large change in bond length could produce the extensive vibrational excitation 

suggested here. The only dipole-allowed vibrational excitation is the single alg symmetric-
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stretch mode,v}, (with ground-state frequency hVl"=96 meV) [21]. Vibrational fine 

structure was not observed in this study, even in the speCtra taken in the small-source mode 

of BESSY, with a resolution of =30 meV (see Fig. V-3). The low-energy shoulders of the 

(S 2P3/2)-1 alg peak, which were proposed in Ref. [9], were not observed here in 

measurements with higher resolution and better statistics. There are slight indications of 

irregularities in several regions of the (S 2p)-1 alg lineshape, however, which are' not 

completely convincing in the present data, but suggest that measurements with better 

spectral resolution and very good statistics might resolve vibrational fme structure in the (S 
/ 

2p)-1 alg resonances. This would be particularly desirable considering the unusual results 

of the Franck-Condon analysis given below. The difficulty in observing fine structure is 

presumably a consequence of the large naturallinewidths of the individual vibrational 

states. Those naturallinewidths are es~imated to be >190 meV, FWHM; smaller' 

linewidths would have produced resolved fine structure, assuming a vibrational spacing of 

>90 meV .. Assuming a vibrational spacing of 127 meV, as derived below, predicts a 

naturallinewidth of >230 meV. 

'A Franck-Condon (FC) analysis [22] of the (S 2p)-1 alg resonancelineshape was 

perform.ed, based on harmonic oscillator potentials and Voigt lineshapes. Even without 

resolved vibrational structure in the spectrum, the FC approach can be used to fit the 

observed intensity envelope, although the results will be less reliable than those of fits to 

resolved progressions. The results of the fit are plotted with the small-source data in Fig. 

V-3. A good fit to the lint?shape was obtained only by using an excited-state vibrational 

spacing greater than that of the ground state (hv' = 127 meV vs. hv" = 96 meV, where 

primes indicate excited state parameters and double primes refer to the ground state). The 

derived bond length (R' = 1.62 A) was close to the prediction from the equivalent-core 

molecule C1F6, but an increase in bond length accompanied by an increase in the associated 

vibrational stretch frequency is difficult to understand. (Note that there is only one totally-

, symmetric vibrational mode in this molecule, so the normal-mode composition arguments 
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of Chapter IV do not apply here.) In the hannonic oscillator approximation used here, 

equal contractionS and extensions of the bond have equivalent effects on the FC proflle of 

transitions originating in the ground vibrational state. Thus the fit is also consistent with a 

decrease in the bond length (R' = 1.50.A); this, however, is hard to reconcile with the 

calculated bond length for CIF6. Also, the alg orbital is expected to have antibonding 

character; populating it should weaken the S-F bonds. Further studies are necessary to 

gain a better understanding of this excited state. 

The total width of the (S 2p1l2)-1 a 19 peak is =20% larger than that of the 

(S 2p312)-1 alg peak (see Table V-I). The shapes of the FC envelopes f6r the two 

resonances should be identical, except for the effect of the naturallinewidths of the 

individual vibrational states and a very small difference from the fourth-power dependence 

of the FC factors on excitation energy. The naturallinewidths resulting from the FC fit 

based on this assumption (r[(S 2P312)-1 algl= 240 meV (FWHM), r[(S 2P1l2)-1 alg] = 

390 me V) are both quite large, especially in comparison with the exceptionally narrow 

nafurallinewidths (e.g. 35 meV) ineasured in the Rydberg region of this spectrum (see 

Section V.B.3). The large difference between the derived naturallinewidths of the 

(S 2p1l2)-1 alg and (S 2p3/2)-1 alg states indicates different decay rates of the two excited 

states. The higher-energy (S 2p1l2)-1 alg resonance may autoionize faster because it has 

more decay channels, perhaps including decay through the (S 2P3/2)-1 alg resonance. An 

analogous difference in linewidths has not been observed in the XANES spectra of rare 

gases in the soft x-ray energy range (see e.g. Ref. [23], Figs. 3,4,5). In these atomic. 

systems, however, there ,are no vibrational or rotational levels to take up excess electronic 

energy, so that an inter-system crossing between non-degenerate electronic states is not 

possible. This effect might also be a further manifestation of intermediate coupling. 

Specifically, the (S 2p3/2)-1 alg state acquires some triplet-state character through exchange 

interaction. In the triplet state, the excited electron has its spin parallel to the unpaired 

sulfur 2p electron. The excited electron will avoid the unpaired electron and thus also avoid 
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the core hole, which has the same spatial distribution. The result is a reduced probability 

for an autoionization process involving the excited electron (whichmay be the dominant 

decay process; see Sec. V.E.3). The (S 2P3/2)-1 a1g peak narrows to reflect the increased 

lifetime of this state. The (S 2Pll2)-1 a1g state has no triplet character and thus has a 

shorter lifetime. This explanation is consistent with the absence of the described effect in 

the XANES spectra of rare gases [23], since those systems do not exhibit notable 

intermediate coupling effects. 

h. (S 2p)-1 t2g resonances 

A least-squares fit of the lineshapes of the (S 2P3/2,1I2)-1 t2g resonances (peaks 3,4) 

using Voigt functions showed significant Lorentzian contributions. A good fit to the data 

was obtained using a single Gaussian width of 270 me V (FWHM) and Lorentzian widths 

of 690 and 783 me V for the (S 2p3/2)-1 t2g and (S 2Pll2)-1 t2g states, respectively. The 

bandwidth of radiation contributes ===45 me V to the Gaussian width, so that most of the 

Gaussian width observed represents real effects in the molecule. Some of the intensity of 

this resonance may be from a two-electron excitation to a bound state, which could be 

qaussian-broadened by vibrational excitations. Gaussian-like broadening could also result 
, 

from a slight offset of two or more overlapping resonances (e.g. one shape resonance state 

and one bound state or two shape resonance states). The t2g resonance was observed, 

however, in the direct photoelectron spectrum of the sulfur 2p levels, indicating that the 

resonance must.be at least partly due to a shape resonance [12]. If the observed lineshape 

were determined mainly by two-electron excitations, then the shape resonarice contribution 

would have an extraordinarily narrow linewidth « 0.3 eV). The more likely possibility is 

that the lineshape is partly or completely determined by the shape resonance. 

The relatively large Lorentzian contribution to the lineshape of the(S 2P3/2,112)-1 t2g 

shape resonance is somewhat unexpected. The implication is that the vibrational effects 
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upon this resonance differ from those of other known shape resonances. Shape resonances 

are generally believed to iitduce some vibrati~nal excitation of the fmal-state core-ionized 

molecule [24]. While this vibrational structure will probably not be resolved, because of 

the large naturallinewidths of the shape resonance, the resulting photoabsorption 

lineshapes should show non-Lorentzian broadening. Ground-state vibrational (zero-point) 

motion may also couple to the transition, creating broad asymmetric lineshapes [24]. The 

relatively small GaUssian contribution to the lineshape observed here indicates that both of 

these vibrational effects are small in the t2g shape resonance. A study of the Ionic 

fragmentation pattern obtained from the decay of this excited state also indicated that there 

is little vibrational excitation in this state [2S]. 

The strong Lorentzian character of the lineshape is consistent with a rapidly 

decaying quasi-bound shape resonance state, but is also consistent with an alternative 

interpretation of this feature as a resonance in mote than one continuum channel. Core-hole 

lifetinles are generally longer than the lifetime of quasi-bound shape resonance states. This 

can be seen directly by comparing the narrow photoelectron peaks at resonance to the wide 

'photoabsorption peaks [26}. The t2g resonance may diff~r, such that the autoionization 

decay of the core hole is Jaster than the departure of the quasi-bound electron. This could 

explain the large observed Lorentzian component of the lineshape, but would also describe 

the t2g peak not really as a shape resonance but rather as a quasi-bound one-electron excited 

state that decays rapidly by an Auger-like auto ionization process. This would give the 

same fmal state as a direct photoelectron trans~tion from a subshelliess tightly bound than 

sulfur 2p. In general, this type of continuum-continuum coupling is observed as a , 

resonance in one photoelectron channel at the same photon energy as a shape resonance in 

another channel. Such an inter-channel resonance was obserVed in the valence 

photoelectron spectra of SF6 and attributed to the t2g shape resonance of the It2u + Stlu 

channel coupling to the 3eg photoelectron channel [13]. This is not a normal shape 

resonance; the kinetic energy of the photoelectron is not tuned to the shape of the potential. 
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The most general model of the (S 2p1l2,3/2)-1 t2g resonance includes contributionS from 

double excitations, a shape resonance, and continuum-continuum coupling. The results of 

the ionic fragmentation s~dy [25] suggest that the direct shape resonance dominates. More 

work is needed, however, for a complete understanding of the observed lineshape. 

The lineshape analysis also shows that the (S 2p1l2)-1 t2g resonance, peak 4, is 

===13% broader than the (S 2p312)-1 t2g resonance, peak 3. This is consistent with the above 

results for the widths of the (S 2P3/2,112)-1 aig resonances. Again it seems that the (S 

2Pl/2)-1 core hole decays faster than the(S 2P312)-1 core hole. 

3. Vibronic coupling 

Transitions to electronic fmal states which are not dipole-allowed may still have 

noticeable intensity through vibronic coupling. If vibrational excitation occurs in non

totally-symmetric vibrational modes such that the final vibrational-electronic (vibronic) state 

is of a symmetry accessible by a dipole transition, the transition can occur, though usually 

with low intensity [27]. This phenomenon can explain two features bf the spectra shown 

in Fig. V-4. One feature is the set of three (S 2p3/2)-14p peaks E,F,G mention~d in 

Section V.C. The other is the broad underlying intensity (shaded area in Fig. V-4) in the 

photon-energy range 175-179 e V. This latter feature is assigned to transitions into one or 

two inner-well orbitals with tlu symmetry. Both features involve tlu symmetry final-state 

orbitals. Direct excitation of these states is electric-dipole forbidden, but electric

quadrupole allowed. Both features have more spectral weight in the EELS spectra of Ref. 

[8] than in the corresponding photoabsorption spectra. This indicates that the higher order 

transitions (electric quadrupole, etc.), which may be induced by the EELS excitation 

process [28], enhance these two spectral features. More recent stu~ies using angle

resolved EELS [29] clearly identified, at 177.5 eV, a dipole-forbidden, quadrupole-allowed 

transition to an antisymmetric orbital, assigned to a tlu inner-well state. In contrast, .the 

:" 

.. 
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EELS spectra of Ref. [9] were taken under conditions which suppress higher-order 

transitions, and the results are quite similar to the present photoionization results. Even in 

these spectra, where dipole-selection rules apply, transitions to (S 2p)-I tiu states may be 

observed if at least one quantum of an antisymmetric vibrational mode is excited. There are 
I 

two tiu modes and one t2u mode in SF6. 

This interpretation is· also supported by the assignment of the remaining. Rydberg 

structure given below. Attempts to assign peak E at 178.3 eVas a member of a Rydberg s

. or d-series led to a poor description of the remaining peaks. The assignment of E instead to 

a 4p Rydberg state leads to a sensible value of the quantum defect (see Sec. V.E.5). 

The existence of tiu inner-well orbitals in SF6 has been predicted by theoretical 

work [30,31,32]. Dipole-allowed transitions to these orbitals were observed in SF6 

spectra at the fluorine Kedge [8,9], as well as the Ll [8,9] and K [6] edges of sulfur. 

Excellent spatial overlap with sulfur 2p electrons is expected, considering the large intensity 

of the transition to the tiu orbital below the sulfur LI edge [8,9]. 

The initially published spectra of the S L2,3 region showed only the most intense 

feanires of the rich fine structure in the spectrum of Fig. V -4. Several papers [11 ,31 ,33] 

assigned these weakly resolved peaks to transitions to (S 2p)-I tiu states. The present 

work illustrates the success of the Rydberg formula in predicting the energies of the 

observed transitions. Their assignment as Rydberg states is further supported by their 

linewidths, which are much smaller than those of the (S 2P1l2,3/2)-I inner-well resonances. 

The (S 2p)-I tiu states anticipated by these early workers are observed here as the broad 

underlying intensity described above (shaded area in Fig. V-4). 

Vibronic coupling between the ground state and a dipole-forbidden electronic fmal 

state is actually mediated by one or more dipole-allowed excited electronic states. Such 

states mix with the dipole-forbidden electronic fmal state via vibronic interaction [27]. The 

mixing and thus the vibronically-coupled transition are facilitated in this case by the 

existence of intense dipole-allowed transitions (the aIg, t2g, and eg resonances) that are 
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close in energy to the vibronically-coupled states. Vibronic interaction between these sets 

of states is symmetry-allowed through the two tlu or one t2u vibrational modes of SF6. 

Trends of the tlu vibrational-mode frequencies in octahedral halogen hexafluoride 

molecules suggest significant vibronic interaction between the aIg and tlu molecular orbitals 

in the ground state [34]. 

V .E. Sul~ur L2,3 thresholds: Rydberg series 

1. Analysis using the Rydberg formula 

Dipole selection rules allow transitions to the s- and d-series Rydberg states below 

both the sulfur L2 and L3 edges. Basing the assignment on the sulfur atomic quantum 

numbers indicates that the s-series should begin with n=4 and the d series with n=3. A 

least-squares fit of the spectrum of Fig. V-4, using the Rydberg formula, determined the 

best values for the quantum defects and vibrational spacings, and the energies of the 

absorption thresholds. Fit results for intensities and widths are most reliable for the more 

intense and well-isolated features. Derived values are also given for some of the weaker 

features, but they should not be regarded as definitive. The fit required the use of many 

adjustable parameters, and regions of overlapping peaks can probably be fitted nearly as 

well with other combinations of intensities and widths. The background was modeled by 

the sum of a linear contribution, the tail of two Voigt functions from peaks 3 and 4 (see 

Fig. V-2), and several overlapping Gaussian peaks to represent the (S 2p)-I tlu transitions. 

Two additional broad peaks (D and K) were necessary to obtain reasonable results. These 

may be regarded as essential modifications to the approximated lineshape of the (S 2p)-I tlu 

resonances. 
/ 

The results of the least-squares fit are shown in Fig. V -4 and in Table V -2, and the . " . 

derived term values are compared to other measurements and calculated values in , 
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Table V -4. The peak assignments generally agree with those of previous reports based on 

spectra with fewer discernible features [5,8,9]. Even the previously unobserved features 

are easily assigned (e.g. peak a, the shoulder at 180.7 eV, is the (S 2Pll2)~16s state). A 

single value of the quantum defect is sufficient for each series beyond the lowest energy 

peak. The energy of the (S 2p312)-1 4s state (Peak A) is perturbed by -37 meV and that of 

the (S 2P1l2)-1 4s state (peak H) is perturbed by -35 meV from the prediction based on this 
\ 

quantum defect The perturbations of the (S 2p)-1 3d states are discussed below (see Sec. 

V.E.2). Note that there has been some uncertainty in the'past whether the Rydberg d-series 

would be observed in this spectrum, because the t2g and eg above-edge resonances might 

be associated with the atomic sulfur 3d orbitals. The present results clearly incijcate the 

presence of the d-series. 

The yalues of the quantum defect obtained from the fit, Os = 1.80 and Od = -0.03, 

are somewhat lower than expected for sulfur-based Rydberg series (see Table VI-3 and 

Section VI.E.4.b). It is also unexpected, based upon atomic spectroscopy, that the s-series 
/ 

is more intense than the d-series, for excitation of a pelectron. For example, predicted 

cross section ratios for the hydrogen atom are I(2p-74s)/I(2p-74d)=O.25 [35], compared 

to 7.6 observed here. MUltiple-scattering (MS) calculations f~r SF6 [32], discussed in 

more detail in Section V.F, predict that the s-series is more intense than the d-series. The 

calculated ratio is I(2p-74s)II(2p-74d)=22.1, which is possibly so large because the 

, relative intensity of the 4s transition is overestimated in the MS calculation. Better 

agreementis seen for the ratio I(2p-75s)II(2p-74d), with an observed value of 0.9 and a 

MS prediction of 1.2 [32], compared to an atomic hydrogen prediction of 0.098 [35]. 

Both the reduced quantum defects and the inverted s- and d-intensity ratios may be 

explained by the distinctly non-atomic double-well potential in SF6- The potential barrier 

excludes the outer-well Rydberg states from the interior of the molecule, leading to better 

screening of the nuclear charge and thus smaller quantum defects. The intense transitions 

to d-derived t2g and eg inner-well states above threshold can steal intensity from the below-
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threshold d-Rydberg series. Of course, the below-threshold s-derived alg inner-well 

resonance similarly steal intensity from the s-Rydberg series, but the alg resonance is much 

less intense than the t2g and eg resonances (see Table V-I), and so should steal less. The 

net effect of theSe intensity redistributions is to reduce the d-series intensity, relative to the 

s-series. Further calculations of the energies and intensities of these transitions would be 

helpful to better understand the origin of these unusual results. 

Despite these anomalies, the Rydberg formula is remarkably successful at 

predicting the energies of the higher Rydberg states. Such simplicity in a polyatomic 

molecule, with 70 electrons, may be a result of the small size of the molecule; the ground

state S~F bond length is only 1.561 A, while the smallest Rydberg orbital, 4s, has an 

, estimated mean radius of ... 3.8 A [36]. For the 3d and 5s Rydberg orbitals, the estimated 

mean radii are ... 5.6 A and ... 8.0 A, respectively. This shows that even the lowest Rydberg 

orbitals lie mainly in the outer well of Fig. V -1. Further evidence for the extra-molecular 

nature of these Rydberg states comes from a recent photoabsorption experiment [7]. That 

work showed that the sulfur L2,3 Rydberg resonances observed, as here, for gas-phase 

SF6, are absent in the corresponding spectrum of condensed SF6. 

2. Multiplet splitting 

The octahedral symmetry of the SF6 molecule induces multiplet splitting of each 

sulfur atomic d orbital into t2g and eg molecular orbitals. A naive model would then predict 

four transitions iil the sulfur L2,3 spectrum corresponding to a single nd orbital, arising 

from the combination of two core holes (2p1l2 and 2P3/2) with two levels (nd-t2gand nd

eg). A more complete analysis shows, however, that the (S 2p)-1 nd configuration leads to 

seven dipole-allowed transitions [37]. These "extra" transitions essentially result from a 

full consideration of spin-orbit splitting in the nd orbital and electron-hole coupling (see 

Section VI.E.1 for a more detailed discussion). In the present case, however, where the· 
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multiplet splitting is small and is only resolved in regions of overlapping peaks, the naive 

model given above should be an adequate description. 

Core-excited Rydberg states show multiplet splitting in many molecular systems 

[38,39,40]. Generally, this splitting is expected to be largest for the lowest states of a 

given Rydberg series because these states feel the strongest anisotropic molecular field. In 

the d-symmetry Rydberg series observed here, multiplet splitting is resolved only for the (S 

2p)-1 3d states. Fits of the lineshape near the expected energy of the (S 2p3/2)-1 3dstate 

reveal the presence of two shoulders at 178.80 and 178.85 e V just above the main peak at 

178.76. The most likely assignment is that the peak at 178.76 is the (S 2P3/2)-13d-t2g 

state, the first shoulder is the (S 2p312)-1 3d-eg state, and the higher shoulder is a 

vibrational sideband associated with the (S 2P312)-1 3d-t2g state. This results in a multiplet· 

splitting of 39 meV and a vibrational spacing of 84 meV. The weighted average of the 

energies of the (~2P312)-13d-t2g and -eg states is perturbed by -24 meV from the prediction 

based on the quantum defect given above; 

Analysis of the lirieshape around the expected energy of the (S 2p1l2)-1 3d state is 

complicated by the overlapping Rydberg states leading up to the sulfur L3 edge at 180.27 

eV. The fit shows, however, that there is more intensity in the region 179.95-180.05 eV 

than would be expected from only the (S 2P312)-17d state at 180.00 eV. This result is 

consistent with the presence of the.(S 2p1l2)-1 3d-eg state at 180.00 e V, 39 me V above the 

(S 2PI/2)-13d-t2g state at 179.96 eV. Similarly, the vibrational shoulder expected for the 

(S 2p1l2)-1 3d-t2g state overlaps the (S 2p3/2)-18d state, accounting for its anomalously 

high intensity. The energy of the (S 2p1l2)-1 3d-t2g state is perturbed by -36 meV from the 

prediction based ort the quantum defect given above. 
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3. Linewidths of the Rydberg resonances 

The linewidths of the Rydberg resonances are significantly smaller than those of the 

inner-well resonances near the sulfur L2,3 thresholds, as can be seen by comparing the 

values given in Tables V-I and V-2. Exact linewidths for the individual Rydberg states are 

not easily obtained because nearly all the resonances lie in regions of overlapping features. 

Nevertheless, the fit is good enough in most regions to allow the deconvolution of reliable 

individuallinewidths for the more intense resonances. In particular, the extracted total 

linewidths (FWHM) of the (S 2P3/2)-1 3d-t2g, (S 2P3/2)-1 5s, (S 2p3/2)-1 4d states (peaks 

J, L, 0) are 57, 54, and 60 meV, respectively. Assuming a Gaussian contribution of33 

meV from the instrumental resolution, the derived Lorentzian naturallinewidths are 38(8), 

35(8), and 42(8) meV, respectively. These results are striking, considering the much larger 

Lorentzian width (at least 190 meV) of the energetically nearby inner-well (S 2P1l2,3/2)-1 

alg states (see Section V.D.2). 

The large difference in the naturallinewidths of the Rydberg resonances and the 

(S 2p)-1 alg resonances can be explamed by considering the decay mechanisms of these 

states. Semi-empirical calculations [41lfor atomic sulfur show that a sulfur 2p core hole 

will decay prlrrlarlly by an Auger process. The predicted naturallinewidth is 54 meV. "In 

the case of SF6, the fluorine atoms withdraw electron density from the region of the sulfur 

core hole [42], resulting in a decrease in the Auger decay rate simply because the valence 

electrons are further away than in the atom. This qualitatively explains the naturallinewidth 

of <54 me V for some of the Rydberg resonances observed in the present work, and also 

predicts a very narrow naturallinewidth for photoelectrons emitted from the sulfur 2p 

subshell in SF6. 

In the (S 2p)-1 alg resonances, the excited electron occupies an orbital which must 

overlap the S 2p core hole strongly, since the absorption resonance is intense. Apparently 

the availability of this additional electron, which can dipole-couple to the core hole, 



I 

101 

significantly accelerates the Auger process, resulting in the large naturallinewidths 

observed for these states. This phenomenon emphasizes the substantial difference between 

the, spatial distributions of the inner-well alg orbital and the outer-well Rydberg orbitals. 

Moving a single electron from the inner well to the outer well can increase the lifetime of a 

core-excited 'state by a factor of at least five. 

If this explanation for the reduced lifetime of the (S 2p1l2,312)-1 alg resonances is 

correct, then the resonant autoionization spectrum should reflect mainly a "participant" 

decay process. In other words, the photoelectron spectrum obtained with the photon 

energy tuned to the resonance should show an enhancement of some valence or sub-
I . 

valence peaks, but not show any additional peaks, as compared to off-resonant excitation. 

In fact, this experiment has already been performed [43], and the resonance spectrum 

shows evidence of both participant and spectator decay. Spectato~ decay refers to. t. 

autoionization processes not involving the excited alg electron; these lead to additional 

peaks in the spectrum, not observed off-resonan¢e.Thus these autoionization results are 

not entirely consistent with the present linewidth results. Detailed calculations of the (S 

2p)-1 alg resonance decay rates might clarify these uncertainties. In any case, the present 

results strongly suggest that the participant proCess plays a role in the decay of the (S 2p)-1 

alg resonances. This helps to' resolve one question raised in Ref. [43]; specifically, 

whether the resonant enhancement of the photoelectron peaks at =40 e V binding energy 

arises from a spectator-peak satellite or from a simple participant process. The latter 

interpretation is supported by the presentresults. 

4. Vibrational structure 

Several of the s- and d-symmetry Rydberg states observed show high-energy 

shoulders. These maybe assigned to final states which include the excitation of a quantum 

of vibrational energy. The only dipole-allowed vibrational excitation is for the single alg 
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symmetric stretch mode (VI). This rule applies to all the s- and d-symmetry excitations. 

The best example is the (S 2P3/2yI 4s state (peak A) at 177.42 e V and its shoulder at 

177.50 e V (peak B). This shoulder is assigned to the vibrational excitation of the VI mode 

in the (S 2P3/2)-I 4s state. A Franck-Condon (FC) analysis [22] of the (S 2P3/2)-I4s peak 

manifold (see Fig. V -7) used harmonic oscillator potentials and Voigt lineshapes. The 

excited-state parameters ob~ned were hv' = 69 meV and R' = 1.58 A (or 1.54 A) 
( 

compared to hv" = 95.9 meV and R" = 1.561 A in the ground state[20,21]. As noted 

above (in Section V.D.2), in the harmonic oscillator approximation used here, equal 

contractions and extensions of the bond give equivalent results, so the fit cannot distinguish 

between the two values given for the S-F bond length R'. However the decrease in the 

vibrational energy spacing suggests a weakening of the S-F bonds, corresponding to a 

lengthening of the bond distance. The relative FC factors resulting from the fit are 1.000 : 

0.417 : 0.032 : 0.000. 

The (S 2p1l2)-I 4s state, peak H at 178.63, has the shoulder I at 178.69. This is a 

vibrational sideband, analogous to peak B. A FC fit is not practical in this region of 

overlapping peaks, but the vibrational spacing determined from the least-squares fit of Fig. 

V-4 is hv' = 61 meV, which is close to the value determined for the (S 2P3/2)-I4s state. 

The derived intensity ratio of peak I to peak H is 1.00 : 0.417, identical to the 

corresponding value for the (S 2p3/2)-I 4s state. The similarity of the vibrational 

parameters of these two states is expected, because the difference in the core-hole,. (S 

2P3/2)-I vs. (S 2p1l2)-I, should have little influence on the inter-atomic bonds. 

The (S 2P3/2)-I 5s peak L at 178.95 e V shows a vibrational shoulder M at 179.02 

eV. The small intensity ratio estimated from the fit (1.00 : 0.13) suggests that the bond 

length of the (S 2P3/2)-I 5s state changes less, relative to the ground state, than that of the 

(S 2P3/2)-I4s state. Similarly, the spacing determined from the fit, hv' = 74 meV, is closer 

to the ground-state value than the spacing determined above for the (S 2P3/2)-I 4s state. 

These results and the lack of detectable vibrational structure in the higher members of this 
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series are expected, because higher Rydberg orbitals have less amplitude within the 

mol~ule and are more completely non-bonding. The (S 2Pl/2)-15s peak Vat 180.15 eV . 

shows a vibrational shoulderW at 180.22 eV. This feature has not been fit very accurately 

because it lies in a region where the background is difficult to model. 

Vibrational excitations are also observed in several of the d-symmetry Rydberg 

states. The (S 2p3/2)-1 3d-t2g state, as mentioned in Section V.E.2, has a vibrational 

sideband with a spacing ofhv' = 85 meV and an intensity ratio of 1.00 : 0.12. This ratio is 

comparable to that of the nearby (S 2p3/2)-15sstate, while the spacing is slightly larger, 

indicating that the 3d-t2g orbital is slightly more non-bonding than the 5s orbital. These 

parameters cannot be derived for the (S 2p1l2)-1 3d-t2g state, where a vibrational s~oulder 

may be present, but is obscured by the overlapping (S 2p3/2)-1 8d state. The (S 2p3/2)-14d 

s~ate, peak 0 at 179.44 eV, shows a weak vibrational shoulder P at 179.54 eV. The 

corresponding (S 2p1l2)-14d state, peak Z at 180.64 eV, does not show a vibrational 
\ 

shoulder. Peak P might therefore bealtematively assigned as'a second vibrational peak of 

the (S 2p1l2)~14p state, peak Nat 179.36. The (S 2P3/2)-lSd peak Qat 179.74 eV has a 

vibrational shoulder Rat 179.83 eV, and the corresponding (S 2p1l2)-15d peak bat 180.94 

eV has a similar shoulder c at 181.03 eV. Both of these vibrational excitations have a 

spacing of hv' = 95 meV, quite close to the ground-state value (95.9 me V). This reflects . 

the non-bondlng nature of these higher Rydberg states, as well as the small influence upon 

the bonding by the sulfur 2p core hole. 

Overall, the observed vibrational structure indicates that the higher Rydberg states 

induce only small changes in the bond length and the VI vibrational frequency. Apparently 

the creation of the sulfur 2p core does not induce notable changes in the S-F bond strength. 

This is somewhat surprising, considering the polarization of the bonds towards the F atoms 

in SF6 [42]. As discussed in Sections m.C.3, llI.D.2, and m.E for CO, a core hole is 

expected to redistribute polarized bonding electrons, leading to a change in the bond 

strength. Perhaps, in the case of SF6, this effect is not as noticeable because it is 
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distributed among six bonds. With moderate advances, high-resolution photoelectron 

spectroscopy may be able to better study the influence of the sulfur 2p core hole on the 

structure of SF6. The present results clearly indicate someantibonding character in the 

lower Rydberg orbitus, particularly in the 4s orbital, suggesting that this orbital has some 

valence, i.e. inner-well, character. This is consistent with the rather large (S2p)-14s 

intensities, as compared to the higher s-states, and the deviation of the (S 2p)-1 4senergies 

from predictions of the quantum defectOs which applies to the higher s-states. A 

calculation which included Configuration Interaction (Cl) also indicated that the 4s orbital 

has some valence character [44]. 

5. Sulfur p Rydberg orbitals 

Peak E at 178.23 e V has been assigned to the (S 2p3/2Y 1 4p state for reasons 

discussed above (see Section V.D.3). In this assignment, this state sits atop a relatively 

intense, though broad, (S 2P1l2)-1 tlu peak centered at=177.5 eV.These excited states 

share the same symmetry and similar energies, so non-vibronic mixing is likely to occur. 

Essentially, the (S 2p3/2)-14p state acquires some inner-well character from this mixing. In 

contrast, the (S 2P1l2)-14p state will not be perturbed as strongly by the (S 2p1l2)-1 tlu 

state(s) because the energy separation is larger. This may be seen directly in the level· 

diagram of Fig. V -6, where the (S2p3/2yl 4p state overlaps the (S 2p1l2)-1 tlu shaded 

region; while the (S 2p1l2)-1 4p state is= 1.0 e V above the top of this region. To facilitate 

this comparison,'the spin-orbit splitting of the (S2P1l2,3/2)-1 tluresonances is shown in the 

diagram, although it was not resolved in the spectra. The(S 2p3/2)-14p state may be 

shifted to a higher energy by the interaction with the (S 2P1l2)-1 tlu state(s), reducing the 

observed spin-orbit splitting of the (S 2p1l2,3/2)-1 4p pair. The (S 2p1l2)-1 4p state can thus 

be assigned to the weak feature K at 179.3 eV. This assumes a shift of =0.1 eV ofthe(S 

2p3/2yl 4p state to higher energy. This is a tentative assignment, but it is the most plausible 
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one. Peaks X and Y at 180.42 eV and 180.50 eV have been assigned to the (S 2Pl/2)-15p 

state and a vibrational sideband, respectively. These are very weak: resonances, and their 

assignment is not certain. A corresponding (S 2p3/2)-1 5p state may be pre~nt at 179.~2 

eV, but only barely above the noise level. 

Note that the vibronically-coupled (S 2p3/2)-14p transition (peak E) must already 

include the excitation of at least one quantum of an anti-symmetric vibrational mode of the 

excited state. Assuming the offset of the transition energy from the fundamental to be 76.2 

me V, the corresponding quantum defect derived from the energy of peak E is Op = 1.48 . 

. This value is not unique; it depends on the vibrational offset, which was rather arbitrarily 

chosen here to equal the energy spacing of the ground-state V4 mode (tlu symmetry). Use 

of the ground-state energies [21] of the other two anti-symmetric modes, V3 (117.5 meV, 

tlu symmetry) and V6 (42.9 meV, ·t2u symmetry), would result in Op = 1.50 and 1.46, 

r:espectively. This analysis assumes that the Jahn-Teller effect is small for this electronic 

state. If the Jahn-Teller effect is larg·e, which is possible, the offset of peak: E from the 

fundamental (S 2p3/2)-14p electronic transition will also reflect the Jahn-Teller splitting of 

the vibrational states. 

Peak E shows two shoulders F ,G at higher energies. These are assigned to 

transitions to (S 2P3/2)-14p states with additional vibrational excitations. The spacings of 

the shoulders from the main line determined from a least-squares fit are 116 me V and 220 

meV. As in the case of the (S 2P3/2)-14s state, excitation of the alg vibrational mode is 

allowed. Vibrational excitations are also 3ll0wed of any combination of anti-symmetric 

modes with an odd number of total quanta, e.g. 2 V3 + 1 v 4. This odd number includes the 

single quantum of an anti-symmetric vibration which contributes to the energy of Peak E. 

If the Jahn-Teller effect is small.in this electronic state, alg vibrational excitations should 

dominate. The ground-state energy of this vibration (hv!" = 96 me V) is roughly 

comparable to the spacings observed for peaks F and G. If the Jahn-Teller effect is large, 

excitations of the anti-symmetric modes may have significant intensity. Each combination 
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of the anti-symmetric vibrational modes will- be split into multiple components by the 

dynamic Jahn-Teller effect In that case, the complexity of the resulting situation makes 

any assignment of these vibrational excitations highly speculative. 

6. Energies and edge jumps of the sulfur L2,3. thresholds 

The energies of the sulfur L2,3 thresholds are determined by fitting the Rydberg 

series. The resulting values, given in Table V-2, are in agreement with previous results 

fromphotoabsorption [1,2,3,4,5], EELS [8,9], and photoelectron spectroscopy [14,15], 

within the expected accuracy of monochromator calibration. The absolute energies from 

EELS are probably more accurate than those given here. The fit confirms what is_apparent 
\ . 

by visual inspection: there is no measurable edge jump at these thresholds. This is actually 

expected for systems with intense resonances near threshold [45]. The intense t2g 

absorption lines just above the thresholds, as well as "the other nearby intense absorption 

features, "borrow" oscillator strength from the background of direct photoexcitation of 

sulfur 2p electrons into low kinetic-energy states of the continuum. 

V.F. Sulfur L2,3 thresholds: Comparison with theory 

There are four main theoretical papers concerning the core-level photo absorption of 

SF6. Gianturco, Guidotti, and Lamanna (GGL) used a LCAO-MO approach [31]. Hay 

used the Improved-Virtual-Orbital (Hartree Fock) method [46]. Wallace employed the 

Multiple Scattering Xu method [32]. Nakamatsu, Mukoyama, and Adachi (NMA) used the 

" discrete variational Xu method [30]. In addition, Reynaud, et. aI., [44] applied a 

Configuration Interaction (CI) calculation to ClF6, the core-equivalent molecule to sulfur-

core-excited SF6. Overall, the theoretical results give a fairly good qualitative agreement 
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with experiment Table V-4 compares measured and calculated tenn values for the (S 2p)-1 

below-threshold resonances. 

The assignments given in this paper are essentially consistent with the theoretical 

results, with the following notable results and exceptions: (1) Wallace predicts both the s

and the d-Rydberg series below the sulfur L2,3 edges, with tenn values in good agreement 

with the present results (see Table V -4). The calculated multiplet splitting of the 3d state 

into t2g and eg species is 0.07 eV, in rough agreement with the result of Hay (0.1 e V), and 

much less for higher nd states. The observed 3d ~plitting was 39 me V (see Section 

V.E.2), in excellent agreement with the 0.04 eV prediction of Reynaud, et. al. Wallace's 

intensity predictions are discussed above, in Section V.E.1. (2) NMA describe the 

resonances at 182-186 eV as transitions to two overlapping (S 2p1l2,3/2)-1 t2g doublets 

rather than to one doublet Likewise, the resonance at 196 eV is attributed to two (S 

2PI/2,312)-1 eg doublets rather than to one doublet. (3) The results of NMA suggest that the 

potential-barrier model shown in Fig. V -1 is not accurate for SF6. The description of 

excited states as inner- and outer-well states remains useful, however, to specify the spatial 

distribution of the excited electron. (4) Hay calculated ,orbital energies for the (S 2p )-1 

4s,5s,4p, and 3d states that agree closely with those observed (see Table V -4). His 

predictions for the (S 2p)-1 alg and (S 2p)-1 tlu states are not as accurate. The results in his 

paper indicate that the (S 2p)-1 tlu state observed here (shaded region in Fig. V-4) is a 

Rydberg state when it is excited at the more weakly bound thresholds (i.e. valence and sub

valence). The state shifts to a larger orbital energy (further below the edge) in the core-hole 

states. This transition from Rydberg to valence character occurs as the orbital "collapses" 

into the deepening inner welL This is reflected by an approximate change of + 1 in the 

quantum defect, or, equivalently, a change in the numbering of the Rydberg states (i.e. 5p 

is relabeled 4p, etc.). The latter representation is used in the present assignment, which 

labels peak D as the 4p state. Hay refers to the same resonance as the 5p state. (5) 

Reynaud, et. aI., predicted tenn values for sulfur-core-excited states which are comparable 
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to the observed values below the sulfur L2,3 edges. In particular, the 3d-t2gand 3d-eg term 

values are in excellent agreement with present results. 

V.G. Fluorine K ~hreshold 

Previous reports [6,8,9] of XANES spectra at the fluorine K edge of SF6 have 

given assignments similar to those in Table V-3 and Section V.c. The assignments here 

differ only in the region from 692 eV to 698 eV (see Fig. V-5). The spectrum clearly 

shows one peak 10 at 694.7 eV with a low-energy shoulder 9 at 692.9 eV. Careful 

lineshape analysis of the spectrum in Fig. V -5, using a Gaussian-broadened arctangent 

function to model the edge jump, revealed additional iQtensityin this range (peak 10), as 

also observed in the spectra of Ref. [9]. The results of the fit are shown in Fig. V-5 and 

Table V-3. Based on the theoretical results discussed below, the two peaks 9,10 are 

assigned primarily to two (F 1s)-1 tlu [mal states. The additional peak 11 at =697 eV has 

been tentatively assigned to a manifold of weaker (F Is)-1 tlu final states, which are 

essentially equivalent to (F ls)-1 np states. The possibility of contributions from 

unresolved (F 1s)-1 ns and nd-states cannot be excluded, however. A previous report [8] 

suggested that the =l.BeV splitting of the 694.7 eV peak (into peaks 9,10) might be the 

result of initial-state symmetry splitting of the fluorine Is core level. ,This is unlikely since 

.no splitting of this level was observed in core-level photoelectron spectra taken with a 

. resolution of =0.8 eV [47]. Another paper [9] proposed that t1:le splitting of peaks 10 and 

11 arises from removal of degeneracy of the tlu virtual orbital in the reduced symmetry of 

the (F ls)-1 excited state. That explanation is plausible but apparently has .not yet been 

tested by calculations. 

The ~east -squares fit of the lineshape resulted in large Gaussian contributions to all 
, . 

peaks, indicating non--Lorentzian broadening. No vibrational structure could be detected at 

a resolution aslow as =310 meV. The lineshape of the (F 1s)-1 t2g shape resonance, in 
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contrast to the cbrrespondPlg resonance at the L2,3 thresholds, does not have a large 

Lorentzian contribution. This non~Lorentzian broadening could be explained by the 

stronger vibrational excitations expected in a core-excited state with reduced symmetry, as 

in F-core-excited SF6. An alternative explanation is suggested below. 

The four main theoretical papers cited above (in Section V.F) are also qualitatively 

successful in the assignment oithe fluorine K threshold region, with the following notable 

results and exceptions. GGL and NMA predict only one strong transition to a tl u orbital 

below the fluorine K threshold. Neither work predicts a resonance of any symmetry to 

correspond to shoulder 9 at 692.9 eV. NMA also predict two weaker (F Is)-1 tlu 

resonances in the region where extra intensity was observed in this study. Wallace predicts 

three or four strong and several weak (F Is)-1 tlu resonances in the pre-edge region, with 

contributions from other resonances being much smaller. GGL assign the resonance just 

above the fluorine K edge to a transition to a tlu orbital rather than a t2g orbital. NMA 

assign approximately one third of the intensity of this resonance to a (F Is)-1 tlu state and 

the remaining intensity to a slightly lower (F Is)-1 t2g state. This is another possible 

explanation for the difference in lineshapes observed between the (S 2p1l2,312)-1 t2g and the 

(F Is)-1 t2g states;, the resonance above the fluorine K edge may be broadened by the 

presence of an offset (F Is)-1 tlu contribution with possibly a non-Lorentzian lineshape. 

Hay again had success in predicting the orbital energies of some states below threshold. 

His results agree very well with the present assignment, with the added possibilities that (1) 

peak 9 includes contributions from a (F Is)-1 alg state and (2) peak 10 includes 

contributions from (F Is)-1 alg, (F Is)-1 eg, or (F ls)-1 t2g states. Overall, Wallace's and 

Hay's results are in good agreement with the present experimental measurements. Since 

Hay's work did not predict relative intensities of transitions, Wallace's results were iIi fact 

the main guide for the present assignments. 
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Table V-I : SF6 sulfur 2p inner-well resonances: Assignments and fit results. 

Peak Energy Assignment Intensity Width 
(eV) (arb. units) (FWHM,eV) 

1 172.27 alg (S 2P3/2)-1 1.00 0.87 
2 173.44 alg (S 2p1I2)-1 1.62 1.06 
3 183.40 t2g (S 2p312)-1 2.71 0.76 
4 184.57 t2g (S 2P1I2)-1 5.53 0.85 
5 196.2 , eg (S 2p1l2,312)-1 15.7 4.1 
6 205 multi-electro excit? 
7 209 ' multi-electro excit? 
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. . 
Table V-2 : SF6 sulfur 2p Rydberg states: Assignments and fit results. 

Peak Energy Assignment Intensity Width 
{eY2 {arb. units2 (FWHMzmeV2 

A 177.42 4s (S 2p3/2)-1 100.0 76 
B 177.49 vibr. 41.7 76 . . 
C 177.56 vibr! 
D 177.72 background 
E 178.21 4p (S 2p3/2)-1 . 19.4 102 
F 178.33 vibr. 
G 178.43 vibr. 
H 178.63 4s (S 2P1I2)-1 54.7 85 
I 178.69 vibr. 

J 
1178.76 3d-t2g (S 2p3/2)-1 27.2 57 
\ 178.80 3d-eg (S 2P3/2)-1 

K /178.85 . vibr. (3d-t2g) 
\ 178.85 background . 

L 178.95 5s (S 2P3/2)-1 15.4 54 , 
.M 179.02 vibr. 
N 179.36 . 4p (S 2P1I2)-1 
0 179.44 4d (S 2p3/2)-1 19.1 60 

P / 179.50 6s (S 2p3/2)-1 10.6 67 
\ 179.54 vibr. (4d) 

Q 
/179.74 5d (S 2P3/2)-1 
\ 179.77 7s (S 2P3/2)-1 

R 179.83 vibr. (5d) 

S 
/179.90 6d (S 2p312)-1 
\ 179.92 8s (S 2p312)-1 
/179.96 3d-t2g . (S 2p1I2)-1 

.T I 180.00 7d' (S 2p3/2)-1 
\ 180.00 3d-eg (S 2P1I2)-1 

U 
/ 180.05 vibr. (3d-'t2g) 

. \ 180.06 8d (S 2P3/2)-1 

V 
/180.13 9,lOd (S 2P312)-1 
\ 180.15 5s (S 2Pl12yl 

W 180.22 vibr: 
L3 edge 180.27 
X 180.42 5p (S 2P1I2)-1 
Y 180.50 vibr. 
Z 180.64 4d (S 2Pl12)-1 

.. 
a 180.71 6s (S 2p1I2)-1, 

b 
/180.94 Sd (S 2Pl12)-1 
\ 180.97 7s (S 2p1I2)-1 

c 181.03 vibr. (5d) 

d 
/ 181.10 6d (S 2Pl12)-1 
\ 181.12 .8s (S 2Pl12)-1 

e 181.20 7d (S 2Pl/2)-1 
f 181.27 8d (S 2Pl12)-1 
L2 edge 181.48 
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Table V -3: SF6 fluorine K inner-well resonances: Assignments and fit results. 

Peak Energy. Assignment Intensity· Width 
(eV) -(arb. units) (FWHM,eV) 

8 689.0 ci.lg (F 1s)-1 1.000 2.2 
9 692.9 tlu (F ls)-l 0.448 2.1 
10 694.7 .. tlu (F Is)-l . 0.672 2.1 
11 696.3 tlu (F 1s)-1 0.338 3.1 
12 699.9 t2g (F Is)-I 0.644 2.2 
13 713.2 eg (F 1s)-I 0.96 4.6 
14 722 multi-electro excit? 
15 727 multi-electro excit? 
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Table V -4: Comparison of measured and calculated term values for the (S 2p )-1 below-

edge resonances. All energies are in e V. 
. I 

Measured Calculated 

This worka EELSb Improved Config. Multiple 
Virtual Inter- . Scatteringe 

Orbitalc actiond 
(S 2P3/2)-1 (S 2p1l2)-1 (S 2P312)-1 (S 2p1l2)-1 

a1g 8.005 8.038 8.12 8.22 12.1 9.29 4.79 
4s 2.848 2.846 2.96 2.96 2.7 2.76 2.97 
4p 2.065 2.20 2.16 2.1 2.36 
3d-t2g 1.509 1.518 1.4 1.51 1.45 , 
3d-eg 1.470 1.3 1.47 1.38 
5s 1.327 1.327 1.48 1.64 1.2 1.43 
'4d 0.838 0.838 0.82 (0.78)f . 
6s 0.771 0.771 0.96 1.00 0.82 
5d 0:538 0.538 0.53 (0.50)f 
7s 0.503 0.503 0.52 
6d 0.374 0.374 0.37 (0.35)f 
8s 0.354 0.354 0.37 
7d 0.275 0.275 0.27 

aobtained from fit results for transition energies using threshold values L3=180.275 eV and 
L2=181.478 eV. 
bRef. [9]. Note that these term values are based upon an assignment which differs slightly 
from the present one. 
cRef. [44]. Calculated for CIF6, i.e. the core-equivalent molecule to sulfur-core-excited 
SF6· ' 
dRef. [46]. The value listed here for the 4p level was attributed in Ref. [46] to 5p, due to a 
difference in notation. 
eMeasured from Fig. 39 in Ref. [32]. ' . , 
f1'he two values given refer to the nd-t2g (nd-eg) levels .. 
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FIGURE CAPTIONS: 

Figure V-I. Schematic representation of a double-well potential (not to scale). The barrier 

divides the potential curve into two regions: the inner well and the outer well. Valence 

orbitals are located mainly in the inner well. Rydberg orbitals are located mainly in the 

outer well. Some possible energies of such orbitals are shown as horizontal lines in the 

figure. Note that, in some inner-well states, the electron has positive energy. Such states 

are quasi-bound; the electron rapidly tunnels through the barrier and escapes the molecule. 

Figure V-2. Photoabsorptionspectrum of SF6 near the sulfur L2,3 edges. The numbered 

pew are assigned in Table V-l. For peaks 1-4, the line through the data points is a least

squares fit resulting in the individual components shown. Each component peak is a Voigt 

function. The results of the fit are given in Table V-I. The data points are connected in the 

Rydberg region to guide the eye. The inset data showing peaks 6 and 7 in greater detail 

were measured using the 2442 line/mm grating. 

Figure V-3. The (S 2p)-1 alg resonances of SF6- The data here were obtained using the 

small-source running mode of BESSY, resulting in higher resolution than mFig. V-2. The 
'. 

line through the data points is the result of a Franck.,Condon analysis, with the individual 

vibronic transitions represented by Voigt functions and plotted as subspectra. Note the 

larger linewidths of the individual vibronic peaks for the higher-energy (S ~Pl/2)-1 alg 

resonance, as compared to the (S 2P3/2)-1 alg components. 

Figure V-4.Sulfur L2,3pre-edge fine structure of the SF6 photoabsorption spectrum. 

The shaded area indicates the contribution of the (S 2p)-1 tl0 transitions to the overall 

background. The peaks labeled by letters are assigned in Table V -2. The line through the 

data points is the result of a least-squares fit. For the fit, the background was modeled by 
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a linear contribution, the tail of a Voigt function from peak 3 (see Fig. V-2), and several 

overlapping Gaussian peaks to represent the (S 2p)-1 tlu transitions. Each of the individual 

component peaks shown is a Voigt function. The results of the fit are given in Table V-2. 

The data in this figure were measured using the 2442linelmm grating. 

Figure V -5. Photo absorption spectrum of SF6 near the fluorine K edge. The numbered 

peaks are assigned in Table V-3. The line through the data points from 680 to 708 eV is a 

least-squares fit with the individual components shown. Each component peak is a Voigt 

function. A Gaussian-broadened arctangent function models the edge jump. The results 

of the fit are given in Table V-3. 

Figure V -6. Level diagram of the core-excited states of SF6 at the sulfur L2,3 and fluorine 

K edges. The relative energies of the states are plotted to scale, using the results given in 

Tables V-l,2,3. The fluorine K edge is aligned with the weighted average of the sulfur 

L2,3 edges to facilitate the comparison of relative state energies. On the left side of the 

diagram, only the states with a (S 2p312)-1 core hole are labeled. The corresponding states 

with a (S 2PII2)-1 core hole are shown as a separate series, but not labeled. Several 

Rydberg states are shown below the sulfur L2,3 edges, but only the two lowest states are 

labeled. The spin-orbit splitting of the (S 2P1I2,312)-1 eg doublet was not resolved in the 

spectrum and the short solid horiz~nta1line shows the energy of the single feature 

observed. The energies of these two individual states have been approximated by using the 

spin-orbit splitting and peak intensity ratio measured for the (S 2p1l2,3/2)-1 t2g doublet. The 

levels obtained are shown by the horizontal dashed lines. The shaded regions indicate the 

positions of broad features in the spectra which may include contributions from more than 

one state. In the case of the (S 2p1l2,312)-1 tlu shaded regions, the spin-orbit splitting 

shown was not actually resolved in the spectra, and, in addition, there may be two separate 
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resonances. The broad shaded region at the fluorine K edge is tentatively assigned to an 

unresolved manifold of (F 1s)-1 tlu states. See text for further details. 

Figure V -7. Franck Condon analysis of the vibrational structure of the (S 2p )-1 4s state . 

(peaks A,B,Cin Fig. V.;4). The ground-state parameters were taken from Refs. [20] and 

[21] and the fmal-state parameters were varied to obtain the best fit Each of the individual 

component peaks shown is a Voigt function. See text for further details. 
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CHAPTER VI: HIGH-RESOLUTION PHOTOIONIZATION· 

SPECTRA NEAR THE SULFUR Ll,Z,3 THRESHOLDS: HZS 

AND DZS 

VI.A. Introduction 

The core levels of an atom exhibit a small but, in many cases, measurable 

sensitivity to chemical environment [1]: Besidesits significance to.a comprehensive 

understanding of molecular and condensed-phase electronic structure, this dependence is 

important in several widely-used spectroscopic techniques. Inner-shell spectroscopies such 

as Auger Electron Spectroscopy (AES), X-ray Emission Spectroscopy (XES), X-ray 

Photoelectron Spectroscopy (XPS), Electron-Energy Loss Spectroscopy (EELS) and X

ray Absorption Near Edge Structure (XANES) are sensitive, each in its own way, to 

chemically-induced shifts in core-orbital energies and spatial distributions. As these 

techniques improve, there is an increasing ability to detect very subtle changes in core 

orbitals. With these developments comes the need to understand effects which were 

previously difficult or impossible to measure. In this chapter, analysis of high-resolution 

molecular photoionization spectra aIlows the measurement of the molecular-field splitting of 

a core level. This result demonstrates the potential of high-resolution core-level 

spectroscopies for the study of atomic-core structure in different chemical surroundings. 

For this work, the high-resolution photoionization spectra of hydrogen sulfide, 

H2S, and its fully deuterated analog, D2S, have been measured near the sulfur Ll,2,3 

ionization thresholds. A detailed understanding of the spectra is obtained by applying new 

approaches in data analysis. Previous photoabsorption measurements near the L2,3 

thresholds of H2S, as well as other third-row hydrides, yielded complicated spectra with 

many overlapping sharp lines preceded by a few broader features [2,3]. The latter features 

were assigned to one-electron transitions of a sulfur 2p electron into the two lowest 
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unoccupied molecular orbitals [4,5]. Following the terminology used at lower photon [6] 

energies, these core-excited states are referred to here as "valence-shell states" (see Section 

I.D.2). The sharper peaks at higher energies were assigned to similar transitions into 

sever~series of atomic-like Rydberg orbitals leading up to the ionization thresholds. 

These Rydberg states, in particular, were difficult to assign fully due to limited resolution· 

and statistics. IiI the present work, these limitations were overcome, and the assignment is 

now limited more by the complexity of the spectrum than by the quality of the data. The 

analysis presented here unambiguously assigns the higher Rydberg states converging on 

the sulfur L2,3 edges. A more tentative assignment of the lower Rydberg states is also 

given. Most important, however, is the determination of the core hole corresponding to 

each feature, and thus the term value of the associated Rydberg orbitaL To accomplish 

this, a least-squares analysis was employed, which allowed the deconvolution of core-:-Ievel 

and excited-orbital splittings. 

The sulfur 2p core orbitals are split into 2p312 and 2p1/2levels by spin-orbit 

interaction. This::::: 1.2 e V splitting has been measured previously in H2S by XANES, 

AES, and XPS [3,7,8,9]. The atomic 2p3/2level is doubly degenerate, but in the C2v 

symmetry of the H2S molecule, this degeneracy may be removed by the anisotropic 

molecular field. A recent comparison of high-resolution XPS and AES suggested that this 

splitting is :::::100 meV in core-ionized H2S [7]. In this report, the least-squares analysis 

confirms the moleCular-field splitting of the sulfur 2p3/2Ievel, and determines it to be 115 

me V for the higher Rydberg states. Because the total observed linewidths of the Rydberg 

peaks are :::::70 me V in this experiment, this splitting has a notable effect upon the spectrum. 

Photo absorption [10] and especially photoelectron spectroscopy [11] have been 

used to measure molecular-field splittings in the 3d and 4d levels of a number of elements. 

The molecular-field splitting of the 2P312 core level has been predicted for the ~ES 

spectra of CI and P compounds, and has possibly been resolved for PH3 [12,13]. The 

pronounced multiplet splitting of the (S 2p 112,312)-1 b 1 '" JeANES resonances in S02 
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indicates a sizable anisotropic influence on the sulfur 2p levels in this electronic state, but 

no such effects are evident for the higher-energy (S 2p)-1 Rydberg resonances in S02 [14]. 

The present work clearly resolves the 2P3/2 core level splitting in the XANES spectrum of 

H2S. ,With an ionization energy of = 170 e V, this is the deepest core-level for which this 

splitting has been measured. 

Photoionization spectra of D2S were measured for the fIrst time to aid in the 

assignment of the spectra. Transitions which include the excitation of vibrational modes 
. . 

are identifIed by a shift in energy upon deuteration of the molecule, because of the isotopic 

dependence of vibrational frequencies. Isotopic differences appear mainly in the region of 

the spectra between the valence-shell and upper Rydberg excitations. Spectral features in 

this region' are characterized by narrow linewidths, like the Rydberg states at higher 

energies, and by extensive vibrational progressions, as observed for the valence-shell states 

at lower energies. For these reasons, and others, these features are assigned to Jansitions 

to "mixed orbitals", intermediate in spatial distribution and in energy between the valence 

and Rydberg orbitals (see Section I.D.3 and Ref. [6]). 

iCreation of a 2p core hole may affect bonding within the molecule, but that 

influence should be nearly the same for any of the three non-degenerate 2p core holes (i .e. 

the single 2Pl12 hole and the two molecular-fIeld-split 2P3/2 holes). Therefore, the three 

non-degenerate excited states resulting from promotion of a 2p electron into a particular 

fInal-state orbital should have essentially the same vibrational structure. The associated 

spectrum will contain a partially overlapping set of three vibrational progressions, offset iIi 

energy from eachother, but otherwise identical. In principle, deconvoluting the 

contribution of the core level splitting to the spectrum will reveal the vibrational spacings 

corresponding to the excitation of each individual fInal-state orbital. In fact, because of 

overlapping vibrational progressions the resulting information is still too complicated for a 

defInitive assignment and/or a Franck-Condon analysis. 

Fine structure with an isotopic dependence is also observed in the broad, lower-
/ 
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energy features of the spectra. This regularly-spaced structure is only barely resolved, due 

to the large naturallinewidths of the valence-shell excitations. Vibrational excitation is 

expected for these transitions into unoccupied molecular orbitals, since at least one of the 

orbitals accessed is strongly antibonding [4,15]. Putting an electron into an antibonding 

orbital tends to lengthen bonds and thus induce vibrational ~xcitations, unless there are 

strong compensating effects from the creation of the core hole. Recent studies showed that 

rapid dissociation is an important decay process for these core-excit:ed valence-shell states 

[16,17,18]. Interpretation of the vibrational structure is complicated by this dissociation 

and by the possibility of vibronic interaction between the several electronic states in this 

energy range. 

Photoionization spectra of H2S and D2S in the region of the sulfur L 1 threshold are 

presented here for the first time. 'These spectra are very similar to the corresponding 

spectra ofH2S in the sulfur Is region [19]. Due to the short lifetime of the 2s core hole, 

the naturallinewidths are large in these spectra and fine structure is not observed. 

VI.B. Experimental 

The SX-7001II monochromator, with the 2442 line/mm grating used in the first 

order of diffraction, produced the optimum combination of flux and energy resolution. 

For the measurements near the sulfur L2,3 edges, the -resolution was :=30 meV (Gaussian 

Full Width at Half Maximum [FWHMD. At the sulfur L 1 edge, the resolution was :=45 
\ 

meV. The gas cell contained H2S (Messer Griesheim, 99.3%) or D2S (elL, 98%) at a 

typical pressure of 0.10 mbar. A 1000 A carbon window separated the gas cell from the 

ultra-high vacuum of the monochromator. 
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VI.C. Overview of results 

Fig. VI-I shows an overview of the H2S photoionization spectrum in the 160-240 

e V photon energy range. Intense resonances are apparent below the sulfur L 1 ionization 

threshold at ==235 eVand the sulfur L2,3 thresholds at ==171 eV. The region below the L2.3 

thresholds contains IDt.extensive series of peaks,· shown in greater detail in Figs. 2 and 3. 

The inset of Fig. VI-I shows a higher-resolution spectrum of the weak features in the range 

178.56-185.56 eV. Note that the energy scale of the inset is five times that of the main 

spectrum. Similar structure is also observed in the corresponding spectrum of D2S. These 

. peaks are attributed to multi-electron excitations in which a valence electron and a sulfur 2p 

core electron are simultaneously excited to valence and/or Rydberg orbitals. Analogous 

features are observed in the core-level absorption spectra of many atoms and molecules 

. [20,21]. 

Fig. VI-2 shows the high-resolution spectra of H2S and D2S in the range ==167-172 

e V. For both spectra, the complicated pattern of features is assigned to one-:electron 
( 

excitations from the sulfur 2pcore levels to several series of intermediate and Rydberg 

orbitals. These orbitals may be split into several components by the anisotropic molecular 

field. Additionally, each final state orbital is'accessed by transitions from the three non

degen<?rate sulfur 2p core levels. The large number of dipole-allowed transitions is further 

increased by the possibility of vibrational excitations accompanying the electronic 

. excitation. Differences between the two spectr~ are most prominent in Fig. VI-2 for the 

lower energy range == 167 -168 e V, i.e. the region of transitions to mixed states. These 

differences are expected in the vibrational sidebands of electronic transitions due to the 

strong isotopic dependence of vibrational frequencies. The energy scales of the H2S and 

D2S spectra were aligned by assuming the (2PI/2)-15d Rydberg state (at 170.94 eVin Fig. 

VI-2) has the same energy in both molecules. 

The lowest-energy features of Fig. VI-I are shown with much higher energy 
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resolution in Fig. VI-3, along with the corresponding spectrum ofD2S. These peaks are 

. assigned to one-electron transitions from the sulfur 2p core level to the unoccupied 6a 1 and 

3b2 molecular orbitals. Both of these transitions are split by the non-degeneracy of the 

sulfur 2p core electrons. The weak fine structure apparent in both spectra is also shown in 

Fig: VI-3with an expanded intensity scale. These regularly spaced features, seen here for 

the first time, are attributed to the excitation of vibrations in the final state. Small isotopic 

shifts in the overall peak width and position were also observed, as indicated by the vertical 

lines. 

The photoionization spectrum of H2S near the sulfur L 1 edge is shown in Fig. VI-

4. The series of peaks arises from transitions in which a sulfur 2s electron is promoted to a 

valence or Rydberg orbital; these are analogous to the sulfur 2p excitations in the spectra of 

Figs. 2 and 3. However the lifetime of the sulfur 2s core hole is much shorter than that of 

the sulfur 2p core hole because of the rapid Coster-Kronig decay process [22]. This 

difference is reflected in the larger overalllinewidths of the resonances near the L 1 edge. 

VI.D. Sulfur L2,3 Edges: Non-degeneracy of the sulfur 2p core level 

To understand the mblecular-field effects upon the sulfur 2p core levels, it is first 

necessary to review the behavior of these core levels in the atomic case. Consider, then, an 

initially closed-shell atom, e.g. AI, in which a 2p electron is excited to a Rydberg orbital 

nQ, where n and Q are the principal and angular-momentum quantum numbers of the 

orbital. Following the discussion in Ref. [23], the Hartree-Fock energy of this N -electron 

system is given by 

(VI -1) 
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where the total wavefunction 'P is the antisymmetrized product of N single-electron spin 

orbitals, Xi .. In Eq. (VI-I): Z is the nuclear charge, ri is the position operator for electron 

i, Jij is the direct (Coulomb) integral between the ith andjth electrons, Kij is the exchange 

integral between the ith and jth electrons, and ~,{ri) I. i·Si is the spin-orbit interaction of the ' 

ith electron. The terms which are important here for the final-state splittings are the spin

orbit interaction energies of the 2p electrons, and the two-electron exchange terms, Kij, in 

which one electron is the excited electron and the other is one of the remaining 2p electrons. 

In the limit of negligible spin-orbit interaction, LS (Russell-Saunders) coupling applies. In 

the limit of negligible exchange interaction, j-j coupling applies. In the general case, an 

intermediate coupling must be introduced which lies between these two extremes [24]. For 

pure j-j coupling, the two possible excited states are labeled (2P312)-1 nQ and (2p1/2)-1 nQ. 

Their energy difference is given by comparing the last term ofEq. (VI-I) for the two 

different core configurations. The statistical intensity ratio of transitions to the two states is 

The spin-orbit interaction of the 2p electrons is not influenced by the excited 

electron, and thus is independent of nand Q. The exchange interaction, however, is _ 

strongly dependent on the spatial overlap of the 2p and nQ orbitals. For large enough 

values of n+Q , exchange effects are negligible and j-j coupling is valid. For the lower 

values of n+Q, the exchange interaction is somewhat larger, and intermediate coupling may 

apply. Several examples show that the effect of the exchange interaction in this situation is 

mainly to modify the intensitY,ratio of the two ,transitions, without changing the observed 

energy difference very much [25]. The transition to the (2P312)-1 nQ state loses intensity, 

reflecting its correlation with the dipole-forbidden triplet state in the limit of LS coupling. 

This discussion is readily extended to closed-shell molecules. One difference is the 

stronger spatial overlap which occurs, in a molecule, between a valence-shell.,excited 

electron and a core hole, as compared to the limited overlap of electrons in atomic orbitals 

with differing n~ Because of this, molecular co~-excited valence-shell states will generally , 
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show larger exchange effects than are seen in the corresponding atomic states. Another 

complication in the molecuJ,ar case is that the spherical symmetry of the free atom is 

removed. Specifically, the H2S molecule has C2v symmetry, which splits the sulfur 2p 

core level into three energy levels. In the atomic case, the spin-orbit interaction splits the 

2p core level into the 2p1l2 and the twofold degenerate 2p3/2levels. When the influence of 

the anisotropic molecular field of H2S is also considered, the degeneracy of the sulfur 2P3/2 

level is removed; The two resulting levels may be designated 4el!2 and 5e1l2 in the 

extended point group which applies to C2v symmetry. In this chapter these sulfur core 

levels are labeled 2P3/2-4e1l2 and 2P3/2-5e1l2, and the corresponding ionization thresholds 

are L3-4el/2 and L3-5e1l2, where the latter core hol~ is the shallower of the two and thus 

the latter threshold has the lower energy of the two. The abbreviated label2P3!2 refers to 

both levels. The deepest sulfur 2p level is still best described as 2Pl!2 because the 

molecular-field splitting is much smaller than the spin-orbit splitting. For convenience, the 

difference between the energy of a (2pl!2)-1 state and the average energy of the 

corresponding (2P3/2)-1 states will be called the mean spin-orbit splitting, although this 

qUaI!tity may in fact be influenced by the molecular field and by the (direct and exchange) 

Coulombic interactions of the excited electron with the core hole. Note that the molecular 

field refers to the anisotropic electrostatic field felt by the sulfur 2p electrons, which 

includes a contribution from the direct interaction with the excited electron. 

It is important to recognize the distinction between the energy splittings of the sulfur 

2p core levels in the core-excited ion, as measured by XPS, and the splittings which are 
• 

observed in photoabsorption (or photoionization). In XPS, in the high kinetic-energy 

limit, the splittings observed are those of the core levels in the electronically-relaxed core

'excited ion. In near-edge photoabsorption measurements, however, one must also account 

for the influence of the excited electron. As in the atomic case, the exchange interaction, 

Kij, between the excited electron and the core electrons may modify the observed splittings. 

However there are three configurations of the molecular core electrons, corresponding to 

# 
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the three possible core holes, rather than two. Thus there are two splittings which may be 

modified, rather than one. In H2S it is also possible for the direct interaction, Fij, between 

the excited electron and the 2p electrons to influence the observed splittings. This is 

possible because, in contrast to the atomic case, the 2p electrons occupy non-identical 

spatial orbitals and thus the direct Coulombic repulsion between the excited electron. and the 

three possible configurations of core electrons may vary. Both the exchange and direct 

interactions will be largest for states in which the excited electron has strong spatial overlap 

with the core. Dipole-allowed transitions to such states should be intense and, in the 

abSence of strong shape resonances, should have the largest term values (smallest 

excitation energies). 

VI.E. Sulfur L2,3 edges: Rydberg and mixed excitations 

1. General considerations' 

The geometric [26] and electronic structures of ground-state H2S and D2S are very 

similar. Therefore, differences between the,photoexcitation spectra of the two molecules 

are expected primarily as a result of the large differences in vibrational frequencies between 

the two molecules in theirfrnal excited states. Fig. VI-2 shows high-resolution spectra of 

H2S and D2S in the region of the }ntem;tediate and Rydberg excitations. Upon comparison 

of the spectra, it is apparent that isotopic differences lie mainly in the lowest third of the 

energy range shown. Therefore, some electronic transitions in this lower range must 

include vibrational excitations. Vibrational sidebands are often observed for transitions to 

core-excited molecular Rydberg states [20,21,27,28]. However, the large isotopic 

differences seen here indicate more extensive vibrational excitations than are normally seen 

for Rydberg states. The excited electron may therefore be better described as possessing 

both Rydberg~orbital and molecular-orbital character. These states are referred to here as 
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"mixed" or intennediate states, as mentioned above. 

Further comparison shows that the two spectra are nearly identical in the upper third 

of the energy range. An immediate conclusion is that above '= 169 e V the spectra contain, at 

most, minor contributions from vibrational sidebands. Thus, the rich fine structure of the 

upper region arises only from electronic excitations, without vibrational excitation. By 

. comparison, the corresponding region of the L2,3 absorption spectrum for the isoelectronic 

rare gas atom, argon, [29,30] is much less complex. One complicating factor for H2S is 

the molecular-field splitting of the sulfur 2P3/2 core level. Another consideration is the 

influence of the C2v-symmetry molecular field upon the Rydberg orbitals and upon the 

dipole-selection rules. 

The group-theoretical treatment of electronic transitions in H2S summarized here is 

based upon the thorough discussion in Ref. [31]. When atomic orbitals are resolved into 

C2v molecular orbitals, s becomes aI, P becomes al+bf+b2, and d becomes 

2al+a2+bl+b2. Note the complete removal of spatial degeneracy for the p and d orbitals. 

For the randomly-oriented closed-shell molecules of this experiment, the dipole-selection 

rules allow transitions to Ai, B 1. or B2 molecular final states. The characters of the . 

molecular states which correspond to a given atomic configuration are obtained by 

multiplying the spin and space characters of all the open-shell electrons. For example, the 

2p-1 ns atomic configuration corresponds to a space character (al +bl +b2) x al = al +bl +b2, 

and a total spin of S=1I2 ± 112 = 0,1. In C2v symmetry, S=O becomes al and S=l 

becomes a2+bl+b2. Thus the total molecular states are (al+a2+bl+b2) x (al+bl+b2) = . 

3(AI+A2+BI+B2). Therefore ground-state transitions are dipole-allowed to 9 final states, 

3(Al+BI+B2), corresponding to the (2p)-1 ns atomic configuration for a single value,ofn. 

It can be shown that one subset of dipole-allowed states, AI+BI+B2, corresponds to each 

of the three possible 2p core holes: 2P3/2-5e1l2, 2P3/2-4e1l2, and 2P1l2. This example does 

not show that the ns atomic orbital somehow splits into three components in H2S; the 

tripling results from the relaxation of atomic angular-momentum constraints in the 
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molecular dipole selection ruies. Similar analyses show that the (2p )-1 np and (2p )-1 nd 

configurations correspond to 9(A1+A2+B1+B2) and 15(A1+A2+B1+B2), respectively. 

Hence, three and five subsets, respectively, of dipole-alloweq states, A1+B1+B2 

correspond to each of the three possible 2p core holes. For np and nd, the removal of the 

spatial degeneracy of the Rydberg orbi~ and the possibility of spin-orbit splitting of the 
I 

Rydberg orbital also contribute to the large number of dipole-allowed final states. 

By comparison, for the corresponding excitations in Ar, there are dipole-allowed 

transitions only to 2p-1 ns and 2p-1 nd configurations. These result in two and three triply

degenerate states, respectively, totaling 15 states altogether, for a single value of n. In 

H2S, for the same shell n, there are dipole-allowed transitions to 81 singly-degenerate 

states! In light of these numbers, it becomes evident that the Rydberg spectra observed for 

H2S and D2S are in fact much simpler than they would be if all possible states were 

resolved~ This is not surprising, because the Rydberg orbitals, which extend faraway 

from the molecule, mostly feel only a weak molecular field. The higher Rydberg orbitals, 

in particular, behave much like atomic orbitals and the corresponding transitions are readily . 

assigned. And even purely atomic splittings might not be resolved. For example, in the Ar 

L2,3 spectrum, the spin-orbit splitting of the nd Rydberg orbitals is too small to be 

observed [30]. 

The interpretation of the spectra in Fig. VI-2 is facilitated by a detailed analysis of 

the data. A least-squares fitting routine was employed to extract peak positions, intensities, 

etc. from the data, within the constraints of the· assumed functional form of the spectra. 

The same approach was used for both the H2S and D2S spectra. Voigt functions modeled 

the lineshapes of the peaks, with fixed Gaussian contributions to represent the estimated 
. \ 

resolution and adjustable Lorentzian contributions to represent lifetime broadening. The 

edge jumps were modeled by arctangent functions, broadened by convolution with the 

Gaussian resolution function. To account for the "pile-up" of unresolved transitions just 

below the ionization threshold, [32] the L2-edge arctangent function was shifted -172 me V 
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relative to the L2 threshold energy detennined from the Rydberg analysis. In addition, a 

broad Voigt function centered on the arctangent function was necessary for a good fit to the 

, lineshape. The resulting model of the L2 edge jump was shifted to the lower energies 

corresponding to the L3-4e1l2 and L3-5el/2 edge jumps, using the splittings detennined 

from the upper range of Rydberg transitions. The fit also included a linear background 

and, near the lower-energy limit, a contribution from the high-energy tail of the broad 

valence-shell transitions of Fig. VI-3. The results of this least-squares analysis are 

presented in Tables I and II and are plotted with the data in Fig. VI-2. For each spectrum 

in Fig. VI-2, onesubspectrum shows the edge jumps and the tail of the valence-shell 

transition. The other three sub spectra show the transitions corresponding to the three 

possible 2p core-level vacancies. Further details of the data analysis are given below, as 

necessary. 

2. Upper range: Rydberg states 

The region of the Rydberg spectrum above 170.4 e V is the simplest to interpret 

because it lies above the L3-4e1l2 and L3-5e1l2 ionization thresholds. All the peaks . 
observed must therefore correspond to excitations from the sulfur 2p1/2 core-level. This 

conclusion results immediately from an estimate of the spin-orbit splitting of the sulfur 2p 

core level; it does not depend on any other details of the analysis. Above 170.8 eV, the 

interpretation is further facilitated by assuming that atomic designations apply, so that S-, 

p-, and d-symmetry Rydberg series may be identified. Note that the reduced symmetry 'of 

H2S relaxes the atomic dipole selection rule which forbids 2p to np transitions. For the 

region above 170.8 eV, the least-squares analysis of the H2S and D2S spectra assumed the 

Rydberg formula. Excellent fits were obtained using the quantum defects Op = 1.63 and Od 

= 0.32, and EIP = 171.564 e V for the sulfur L2 ionization threshold. The assignment of 

these quantum defects to the p- and d-Rydberg series is discussed below, in Sec. VI.E.4.b, 
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along with a comparison of the derived quantum defects to corresponding values for some 

isoelectronic systems. 

The region between 170.3 eV and 170.8 e V is somewhat more complicated. Two 

prominent peaks are observed at 170.315 eV and 170.534 eV, near the energies predicted 

by the Rydberg formulafor the (2pl/2)-15p and (2P1l2)-14d states, but both show high

energy shoulders (See Fig. VI-2 ~d Table VI-I). The spectra of H2S and D2S are-very 
l 

similar in this region, indicating that vibrational sidebands are not present, beyond the 

exception described below. The energies discussed here are for H2S, but the 

corresponding values for D2S are nearly the same (see Table VI-I). The most prominent 

peak associated with the (2pl/2)-1 4d state has a transition energy 26 me V smaller than 

predicted by Od. The two shoulders lie 70 meV and 136 meV above the prominent peak. 

The second shoulder is tentatively assigned to a transition to the 6s Rydberg orbital, with a 

resulting quantum defect Of Os = 2.10. The first shoulder is assigned to a transition 

associated with the 4d orbital. As discussed above, the influence of the molecular field can 

remove the spatial degeneracy of the d-orbital and relax angular-momentum restrictions on 

transitions. Many transitions may be observed which are derived from a single atomi<;: 

transition, and the assignments given in Table VI-I stress that correspondence wherever 

possible. The prominent peak and large shoulder associated with the (S 2Pl/2)-15p state 

-have transition energies 49 me V and 11 me V smaller than predicted by Bp. Note that th~se 

peaks lie at low enough energies to include contributions from states with a 2p3/2-4el/2 

core hole, but no fine structure is expected in the region immediately below an ionization 

threshold. 

The detailed fits of the (2pl/2)-15p,4d region showed a notable difference between 

the H2S and D2S spectra which is not easily detected by eye; the low.,.intensity feature at 

170.466 eVin H2S is shifted -43 meV in D2S (see TableVI-l). This shoulder is asSigned 

to a vibrational sideband of the intense 5p-derived transition at 170.315 e V (170.309 e V) in 

H2S (D2S). The derived vibrational spacing for the excited state is 153 me V (114 me V) for 
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H2S (D2S). These values suggest an assignment to the V2 bending mode, with a ground

state spacing of 147 meV (106 meV) [33]. Other vibrational results are discussed below in 

Sec IV D. Another low-intensity feature in this region, which lies at 170.807 e V in H2S, is 

shifted -16 me V in D2S. Neither the isotopic shift nor the spacing of the nearby states 

suggests a simple vibrational assignment for this feature. It could be attributed to a 

molecular-field-split component of the nearby (2p1/2)-1 6p state, but that implies a larger 

splitting than observed for the (2Pl/2)-1 5p state and does not explain the isotopic energy 

dependence. 

3. Lower range: Rydberg and mixed states 

a. Approach used for analysis 

In the range 166.8-170.3 e V, interpretation of the H2S and D2S spectra is more 

difficult. An independent least-squares fit of the =65 transitions observed in this range for 

the two spectra would require an adjustable energy, intensity, and linewidth for each 

transition. Such an analysis could produce near-perfect fits of the two spectra in this region 

. but would not provide much understanding of the nature of the transitions. An alternative 

approach was employed instead. The set of adjustable parameters was reduced by making. 

the small set of assumptions described below, which were carefully selected to represent 

the essential physics of the problem. A least~squares analysis based on.these restrictions 

gave good unique fits of the two spectra when the molecular-field splitting of the sulfur 

2P3/2 core levels was included. Much poorer fits were obtaine4 if the 2P3/2 levels were 

assumed to be degenerate. Beyond this important result, the analysis correlated each 

individual feature with one of the three possible 2p core holes, thus deconvoluting the 

Rydberg-orbital structure from the core-level structure. Dueto the complexity of the 

spectrum. the large number of adjustable parameters, and the limited accuracy of the fit, not 

\ 



141 

all the results of this deconvolution are reliable, as discussed in detail below. However, a 

general unders~ding of the spectrum is obtained, which might not be apparent otherwise. 

For the least-squares analysis of the Rydberg spectra, the following assumptions 

were applied. (1) The energy spacing oftrans~tions from the three 2p core levels to a single 

Rydberg orbital, Le. the observed splitting of the three core levels, is independent of which 
\ -

Rydberg orbital is accessed (but see below for a major-exception). (2) The spacing of 

these triplets is equal for H2S and D2S. (3) For every pair of transitions (A,B) from the 

two 2P3/2 core levels to one Rydberg orbital, the two peaks A,B have equal intensities. 

Thus, for the triplet of transitions (A,B,C) to a single Rydberg orbital, A and B have equal 

intensity, but C; the tranSition from the 2p 1/2 level, can have a different intensity. (4) The 

ratio, X, of the intensities of peaks A and C (Le. X == [intensity of All [intensity of CD 

may vary for different Rydberg orbitals, but must be the same for corresponding triplets in 

the H2S and D2S spectra. (Note that if the -intensity ratio between transitions from the 

2p 1/2 level and the 2p3/2 levels follows the j-j coupling "statistical" prediction of 1 :2, the 

ratio X will equal unity.) (5) Each triplet of peaks (A,B;C) must have the same linewidth, 

which does not have to be the same for corresponding triplets in the H2S and D2S spectra. 

Assumption (1) is only valid if the exchange interaction between the excited electron 

and the core hole is small, as mentioned in Sec. VI.D. This should apply for the higher 

Rydberg states, but may be less accurate for the lower Rydberg states. Indeed, this 

assumption had to be relaxed to allow a reasonable fit of the lowest-energy features of Fig. 

VI-2, the mixed states, as discussed below. Assumption (2) is valid if the electronic and 

geometric structure of the final state is essentially the same in H2S and D2S. Because the 

splitting of the 2P3/2 level is small, the 2p3/2-4el/2 and 2p312-5e1l2COre orbitals must have 

very similar spatial distributions, supporting assumption (3). Assumption (4) applies 

because corresponding Rydberg orbitals in H2S and D2S should have essentially the same 

spatial distributions. Note that a deviation of the intensity ratio X from unity indicates a _ 

departure from the statistical ratio, which can arise even from a relatively small exchange 
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interaction between the core hole and excited electron. X is allowed to vary for different 

Rydberg orbitals, since differences in the spatial distributioris of the various Rydberg 

orbitals can result in different interactions with the core hole. As discussed below, 

assumption (4) is not applied to the mixed states, because the correspondence of these 

features between H2S and D2S is difficult to determine. Assumption (5) is only valid if the 

three core holes decay at the same rate for a given Rydberg excitation. This assumption 

should apply for the two 2P3/2 core holes, but is not expected to be entirely valid for 2P1l2 

vs. 2P3/2 core holes, particularly for the lower Rydberg states. However, this restriction 

was necessary to keep the number of adjustable parameters in the analysis manageable, and 

the data showed no evidence of deviations from this assumption. 

For the analysis, the H2S and D2S data sets were combined to best exploit 

assumptions (2) and (4). The fits of the upper Rydberg region, discussed above in Sec. 

VI.E.2, were included in the analysis. Note that this uppermost part of the spectrum, 

170.3-171.4 eV, is essentially reproduced twice at lower energies inthe fit, to represent the 

sequence of states approaching the L3-4e1l2 and L3-5e1l2 edges. This is seen in the 

sub spectra of Fig. VI-2, where the dashed line shows features attributed to 2p1l2 core-hole 

states, the solid line shows features attributed to 2P3/2-4e1l2 core-hole states, and the dotted 

line shows features attributed to 2p1/3-5e112 core-hole states. Ideally, for each spectrum the 

three subspectra should be equivalent except for a shift in energy due to the splitting of the 

2p levels. To obtain a reasonable fit, however, the ratios X for each feature in the 

subspectra were independently varied within the range 0.20-2.50. The ratios obtained are 

shown in Tables I and II. For most of the intense features, the derived ratio was close to 

one. But for some features, including a few intense peaks, significant deviations of X 

from unity were necessary to obtain a good fit. This is reflected in the sub spectra of Fig. 

VI-2, where the dashed line is, in some places, different from the solid or dotted line. Of 

course the latter two lines have identical shapes, as required by assumption (3). Some of 

these deviations of X from unity may represent real ratios of transition intensities in the 

.. 
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specthIm. Others might be a result of the limited validity of the assumptions (1 )-(5), which 

could force unrealistic values onto some adjustable parameters. Because of this, and also 

because of the imperfect fit to the data, some of the quantitative results of this least-squares 

analysis maybe unreliable. The results discussed below were selected with these 

restrictions in mind, and are believed to be valid. 

b. Results of analysis 

Results of the least-squares analysis based on this approach are given in Tables I 

and IT and are plotted as the fits and subspectra in Fig. VI-2. Due to the large number of 

adjustable parameters, a simultaneous least-squares fit was not possible. Instead, 

. alternating subsets of parameters were adjusted reiteratively until a good fi~ was obtained. 

As a result, uncertainties could not be calculated for the final fit parameters. Some 

uncertainties have been estimated, however. The energies, intensities, and intensity ratios 

(X, as defined above) from the fits are shown in Tables I and IT. The only parameters not 

tabulated are the linewidths of the individual peaks, which have typical values from 75 meV 

to 100 meV (Voigt function FWHM). Linewidths are discussed in more detail below, in 

Sec. VI.G. 

Tables I and IT give energies of the (2Pll2)-1 core-excited states. The term values 

are obtained by subtraction from the derived sulfur L2 threshold energy of 171.564 e V. 

The energy of a particular (2P312-4e112)-1 or (2P312-5ell2)-lcore-excited-state can be 

. obtained from Table VI-I by subtracting the term value of the corresponding (2Pll2)-1 state 

, from the derived values of the L3-4el/2and L3-5el/2 threshold energies; 170.418 eV and 

170.303 eV, respectively. For the mixed states listed in Table VI-2 the term values are 

derived by assuming the same L2 threshold energy as in Table VI-I. Because different 

core-level splittings apply for these states (see below), the effective L3-4e112 and L3:.5el/2 

threshold energies,are 170.471 eVand 170.432 eV, respectively. 
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The band of features in the range 167.0-168.2 e V, are of special interest because of 

their dissimilarity in the H2S and D2S spectra. Since no sharp, prominent features are 

observed at lower energies, i.e. in the range 165.8-167.0 eV (see Fig. VI-3), the 

transitions within this band must access (2P312)-1 core-excited states. The corresponding 

band of (2Pll2)-1 states should lie approximately in the range 168.2-169.4 eV, possibly 

overlapping some (2P312)-1 core-excited Rydberg states: This rough assignment is 

supported by the observation of notable isotopic differences around 168.7-169.2 eV. The 

large isotopic differences of these two bands indicate that extensive vibrational excitations 

accompany the electronic excitations. Such strong vibrational excitations, in turn, indicate 

that the orbital accessed by the transition has some valence character, rather than residing 

almost entirely outside the molecule. Thus the features belonging to these two bands are 

assigned to transitions to mixed orbitals, as discussed in Sec. VI.E.l. It should be stressed 

that the range 168.2-169.4 eV includes some (2P3/2)~1 core-excited Rydberg states as well 

as the (2Pll2)-1 core-excited mixed states. Deconvoluting these different contributions to 

the spectra in this region and in other regions is one of the main accomplishments of the 

. least-squares analysis. 

Without a detailed assignment of the mixed-state transitions for both isotopic 

species, a reliable one-:to-one correlation of the mixed states between H2S and D2S is not 

available because of their large isotopic differences. As a result, assumption (4) was not 

applied to the mixed states; the intensity ratios used for these peaks are not the same for 

H2S and D2S (see Table VI-2). In order to obtain a good fit to the data, it was also 

necessary to relax assumption (1) for the mixed states. The mean spin-orbit splitting and 

molecular-field splitting used for all of the mixed states were allowed to differ from the 

splittings used for the rest of the Rydberg spectrum, and the overall fit improved 

dramatically for both H2S and D2S. This result, along with observation of extensive 

vibrational excitations,. is the main motivation for identifying the states in Table VI-2 as 

intennediate states. The sharp distinction between the mixed and Rydberg states assumed 
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for this analysis is; of course, only an approximation. A more realistic model would allow 

the splittings of each' state to be unique, and the resulting variatjon of the energy splittings 

observed would probably not be as~abrupt. 

. For the mixed states, the least-squares analysis resulted in a molecular-field splitting 

of 39(9) meV and a mean spin-orbit splitting of 1.112(6) eV. For each quantity, the 

estimated uncertainty of the last digit is given in parenthesis. For the Rydberg states, the 

analysis gave a molecular-field splitting of 115(9) meV and a mean spin-orbit splitting of 

1.204(6) eV. Thus, the molecular-field splitting is 76 meV smaller and the mean spin-orbit 

splitting is 92 meV smaller in the mixed states, as compared to the Rydberg states. These 

modified splittings can occur if the direct 'and/or exchange interactionS with the sulfur core 

hole are stronger for an electron in an intermediate-type orbital than they are for an electron 

in a Rydberg orbital. The splittings for the Rydberg states were mainly determined in the 

fit by the intense features assigned in Table VI-I to excitations of 3d- and 4d-derived 

Rydberg states. They are probably also fairly accurate for the higher Rydberg states. Even 

these near-threshold splittings may include some direct- and exchange-interaction 

contributions, but they nonetheless can be compared to recent measurements made by 

Svensson, et .ai., usinghigh-resolution XPS and AES [7]. In that letter, a sm8ll difference 

was reported between the spin-orbit splitting of the H2S sulfur 2p level as measured by 

XPS and by AES. This results were explained, in part, by estimating the molecular-field 

splitting of the sulfur 2p3/21evel to be = 1 06 me V in the core~xcited ion. The mean spin

orbit splitting measured by XPS was 1.201 eV. Both of these values are in very good 

agreement with the corresponding quantities measured in the present experiment for the 

core~xcited Rydberg states, suggesting that the interpretation of Svensson, et .af., is valid 

and also that Coulombic interactions do not affect the measured splittings very much for the 

Rydberg states. 

As a test, an alternative least-squares analysis of the data was performed with the 

molecular-field splitting fixed at zero. Otherwise this "no-splitting" test analysis was 
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subject to exactly the same freedoms and restrictions as the "split" fit. Thus the "split" fit 

had only two more adjustable parameters than the "no-splitting" fit; the 2p3/2 splitting of the 

Rydberg states and of the mixed states. The results ofthe "no-splitting" fit, shown in Fig. 

VI.;.5, are not as convincing as the results of the "split" fit presented above and in Fig. VI-2. 

Most notably, the regions around 169.0-169.4 eV and 169.8-170.2 eV are poorly 

approximated by the "no-splitting" fit. Besides giving a poorer fit, the derived parameters 

are more difficult to interpret. The intensity ratios, X, for the more intense features show 

significantly larger deviations from unity in the "no-splitting" fit than in the "split" fit 

presented here in Tables I and IT. For example, in the "no-splitting" fit for H2S (D2S), five 

of the ten most intense features have a ratio outSide the range 0.7-2.4 (0.5-2.4). By 

comparison, in the "split" fit for H2S (D2S), only one (two) of the ten most intense features 

have a ratio outside the narrower ranges 0.7-1.2 (0.7-1.5). As mentioned above, some 

deviation of the intensity ratio, X, from unity is plausible, but when ratios for many intense 

peaks assume values much smaller or larger than one, with no apparent pattern, the validity 

of the analysis is questionable. The results of the "no-splitting" fit are much poorer than 

would be expected merely from reducing the total number of adjustable parameters by two, 

as compared to the "split" fit. This test therefore provides substantial evidence for the 

molecular-field splitting of the 2P3/2 core level. The unambiguous identification of the 

2P3/2 molecular-field splitting in this spectrum is, in fact, the most significant result of this 

work . 

. Just below threshold, the Rydberg foonula successfully predicts the energies of the, 

transitions, as discussed in Sec. VI£.2. The quantum defects obtained from this analysis 

can be used to roughly characterize the lower-energy core-excited states. Using the 

quantum defect determined from the energies of the (2Pl/2)-1 nd (n=5-8) Rydberg states, 

the teon value of the 2p-l 3d state is predicted to be 1.89 eV. As shown in Table VI-I, 

there are several intense transitions with teon values close to this prediction. They have 

therefore been assigned as "3d-derived"; i.e. they arise from several molecular core-excited 
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states which can be associated with the atomic 2p-l 3d state. Similarly, there are several 

4d-derived states (see Sec. VI.E.2), but they are spread over a narrower energy range as 

compared to the 3d-derived states, because they have a larger spatial extent and are 

influenced less by the molecular field. . 

. Based upon the energy of the (2P1l2)-1 6s state, the 5s state should have a term 

value of :::::1.6 eV. A medium-intensity feature with this term value has been tentatively 

assigned to a 5s-derived state, as indicated in Table VI~1 and Fig. VI-2. The 4s state is 

predicted at a term value of :::::3.8 eV, and may be contributing to the mixed states at 

somewhat lower term values and/or to the valence-shell states at somewhat higher term 

values. The defect determined from the energies of the 2p-l np (n=6-8) Rydberg states 

predicts a term value of 2.43 eV for the 2p-14p states. Table VI.,.2 shows that the spectra 

of both H2S and D2S have bands centered at slightly higher term values (lower transition 

energies). These bands include significant vibrational excitations, so the average 

fundamental term values of the electronic states muSt be even higher than the band center. 

This is consistent with the assignment of this band to mixed states, because the valence 

·contributions to these states could shift them to higher term values than·expected for pure 

4p-d~rived Rydberg states. It should be stressed that, for the states in these spectra with 

term values greater than:::::1 eV, the association with a specific atomic Rydberg state is 

approximate at best. In fact, states which share the same total symmetry and similar 

energies can mix, and thus a single core-excited state may be derived from a combination of 

atomic S-, p-, and d-states. Indeed, it is the mixing of d-character into the p-states which 

gives the p-series greater intensity than the s-series in the near-threshold region [34]. 

4. Comparison to other XANES spectra 

a. Mixed states 
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A comparison to related XANES spectra is especially useful for the interpretation of 

the splittings of the mixed states in H2S. The sulfur L2,3 photoionization spectrum of SF6 

shows intense transitions to the (S 2p)-1 a1g valence-shell states as well as much weaker 

transitions to (S 2p)-1 Rydberg states (see Sections V.D and V.E). The Rydberg states 

with the largest term value, (S 2p)-14s, showed the same spin-orbit splitting as the higher 

Rydberg states, weak vibrational excitations, and only a small deviation from the energy 

predicted by the quantum defect of the higher ns states. It therefore appears that there is 

relatively little valence-Rydberg mixing in the (S 2p)-1 states of SF6, presumably because 

the large potential barrier prevents the interaction of valence and Rydberg orbitals. This IS 

in distinct contrast to H2S, where the hydrogen atoms are not expected to create an 

appreciable potential barrier, and transitions to mixed states are observed. 

The comparison of the (S 2p )-1 Rydberg states and the (S 2p )-1 a 19 valence~shell 

states in SF6 is"particularly relevant here. A slightly smaller spin-orbit splitting was 

measured for the valence-shell states, as compared to the splitting of the Rydberg states. 

Note that molecular-field splitting of the sulfur 2p levels is not possible in SF6 because of 

the octahedral symmetry of that molecule. Therefore the best explanation for this apparent 

reduction of the spin-orbit splitting is the following: because of increased spatial overlap, 

the exchange interaction of the excited electron with the core hole is larger in the valence

shell states than in the Rydberg states, and the dependence of that interaction on the j-value 

of the core hole produces the observed reduction in the spin-orbit splitting (see Section 

V.D.1). The observed shift of =-30 meV in SF6 is smaller than the effect observed in H2S 

for the mean spin-orbit splitting of the intermediate states (shift = -92 meV). As mentioned 

above in Sec. VI.D, the exchange interaction in SF6 for the valence-shell states has a much 

greater effect upon the intensity ratio of the two (S 2p 1/2;3/2)-1 a 19 transitions than it does 

upon the spin-orbit splitting. Similar behavior is also seen in spectra of the xenon 

fluorides, and was predicted by calculations [25]. The measured ratio in SF6 was 0.62 

(2P3/2 : 2P1/2) for the valence-shell states as compared to 2.07 for the Rydberg states [35]. 
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(Note that the statistical ratio, expected in the limit of no exchange interaction, is 2.00, 

corresponding to an intensity ratio of X=I.00 in the notation used here for H2S.) 

Summing the intensities of all the mixed states, the overall intensity ratio 1.03 (1.04) is 

obtained for H2S (D2S). For the swnmed Rydberg states, the overall intensity ratio is 1.03· 

(1.01) for H2S (D2S). These ratios are estimated to be accurate to within =5%, despite the 

limitations of the analysis. 

The behavior of the mixed states in H2S is thus quite different from that of the , 

valence-shell states in SF6: the mean spin-orbit splitting changes significantly from the 

Rydberg value but the intensity ratio deviates very little from the statistical value. This 

suggests that the exchange interaction is not the primary cause of the change in mean spin

orbit splitting in the mixed states. The difference can also result from the lower symmetry 

of H2S, which allows the observed mean spin-orbit splitting to haye contributions from the 

direct Coulomb interaction of the excited electron with the core hole; this is hot possible in 

the higher-symmetry SF6 molecule. Therefore much of the 92 meV reduction in thr 
observed mean spin-orbit splitting for the mixed states of H2S can be tentatively attributed 

to differences in the direct interaction of the excited electron with the different core holes. 

An accurate theoretical treatment which includes all possible effects is necessary for a more 

definite understanding of the mixed states. 

b. Rydberg states 

A number of earlier works have studied the L2.3 spectra ofthird~row hydrides Sif4 

[3,4,~,36,37], PH3 I3,4,5,12,36~38,39], H2S [2,3,4,5], HCI [3,4,5,13,40], and the 

isoelectroniC atom, Ar [29,30]. There is still some uncertainty concerning the assignments 

of the various spectra. A complete consideration of these matters is beyond the scope of 

this analysis, but some discussion is necessary. Overall, the most important guiding 

prinCiple for assignment is the similarity of term values for the atomic-like outermost 
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Rydberg orbitals in all these systems. Thus, the spectrum of argon guides the assignment 

for the upper regions of all the spectra. 

The high-resolution L2,3 spectrum of Ar, as measured by EELS, was thoroughly 

discussed in Ref. [30]~ For the present analysis, a high-resolution XANES spectrum [29] 

with better a signal-to-noise ratio than the EELS spectrum was fitted using a similar 

assignment. The quantum defects obtained are given in Table VI-3. Due to the accidental 

equality of Os and Od, within modulus 2, each 2p-l ns Rydberg state above n=4 is exactly 

degenerate with the corresponding 2p-l (n-2)d state. Calculations in Ref. [41] predict, 

however, that the transitions to the (n-2)d states account for =95% of the observed 

intensity, as compared to the overlapping ns states. As a result of the multipolar nature of 

EELS excitations, the dipole-forbidden transition to the (2P3/2)-1 4p state was also 

observed in Ref. [30], andthe derived quantum defect is also given in Table VI-3. This 

highlights one perhaps surprising aspect of the assignments for the upper (2p)-1 Rydberg 

states given in Sec. VI.E.2 and Table VI-I: the intensities of transitions to the 5p and 6p 

orbitals are comparable to those for the 5s and 6s orbitals, even though, in atomic dipole

selection rules, the 2p to np transition is qipole-forbidden. Since higher Rydberg orbitals 

are increasingly atomic-like, it might be expected that these transitions would be very weak 

in H2S. As discussed in Section LD.l, although these higher orbitals are atomic-like over 

most of their spatial distribution, the region of the Rydberg orbital which overlaps the core 

electron is within the molecule and feels the full molecular field. Thus, the molecular 

dipole selection rules apply even for transitions to the higher Rydberg states. For H2S, 

calculations have shown the mechanism of this effect [34]: Because of the non-spherical 

molecular symmetry, the p orbitals mix with the dorbitals and "borrow" intensity from the 

very favorable atomic 2p~nd transitions. 

For the L2,3 HCI spectrum, the assignment of Ref. [40] best follows the pattern 

observed in argon, i.e. a dominant2p-l nd-series, with contributions from the 2p-l ns 

states. Due to the reduced symmetry, as compared to Ar, transitions to 2p-l np states are 
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dipole-allowed, and the 2p-l 4p~erived excitation is fairly intense. For PH3, the spectrum 

in Ref. [12] has the best available resolution and statistics, but the assignment given for the 

Rydberg states is not entirely convincing. In fact, the uppermost region of the spectrum in 

Ref. [12] (term values less than =1.3 eV) is remarkably similar to same region of the H2S 

spectrum presented here. This resemblance strongly suggests that the assignment of all 

structure in this region to vibrational sidebands, as suggested for PH3 in Ref. [39], is also 

incorrect. Applying the present H2S assignment to the term values derived in Ref. [12] 

gives the quantum defects for PH3 shown in Table VI-3. Recent measurements with high 

resolution for Sif4 gave the quantum defects shown in Table VI-3 [37]. Note that the d

series in Sif4 is strongly split by the molecular field, and also that the quantum defects 

given in Ref. [37] for the two resulting d-series were reduced by one in Table VI-3. 

Overall, the comparison in Table VI-3 shows that the values of 8 derived for H2S are 

consistent with the corresponding quantum defects in closely related spectra. 

5. Comparison to previous H2S results 

The L2,3 near-edge spectrum for H2S shown here is significantly improved over 

earlier published spectra. Recently a spectrum was published [2] with resolution nearly as 

good as in the present case, but with a poorer signal-to-noise ratio, and no attempt was 

made to assign the peaks or analyze the spectrum. The first experimental results were 

presented by Hayes and Brown [3]. Due to limited resolution, only the general outline of 

the spectrum was seen, without the extensive fine structure now observed. The initial 
, 

assignments of Hayes and Brown were later re-assessed by Schwarz [4] and Robin [5]. 

Both of these later assignments attributed the broad features at lowest energies to valence

. shell excitations. The higher~energy features were assigned to S-, p-, and d-Rydberg 

states. Schwarz, in particular, assigned all observed features in a manner consistent with 

his assignments for the corresponding spectra of other third-row hydrides. The present 
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assignments, made in the light of considerably more resolved peaks and a detailed analysis, 

agree with Schwarz in the assignment of the 6aI, 3b2, and d-Rydberg states. Schwarz's 5s 

and 6s states are attributed here to p-type states, resulting in consistent quantum defects as 

discussed in the preceding section. The 4s and 4pstates are not explicitly assigned here, 

because the strong influence of the molecular field makes these atomic designations 

inapplicable. However the mixed states identified here can be loosely attributed to 4p and 

4s atomic parentage (see Sec. VI.E.3.b), which is then in agreement with Schwarz's 

. assignment. 

6. Vibrational structure 

. A direct comparison of the H2S and D2S spectra in Fig. VI-2 identifies the features 

which arise from vibrational excitations, because of the isotopic dependence of vibrational 

spacings. The least-squares analysis of the spectra essentially deconvolutes the effects of 

the core-level splittings. The tenn values obtained are listed in Tables I and il; differences 

between those ofH2S and D2S may be attributed to vibrational sidebands. Weak 

excitations of the symmetric stretch mode were observed in photoelectron spectra from the 

2p levels, with a branching ratio of z5% for the first vibrational peak [9]. Similar 

excitations are expected for the higher Rydberg states in these measurements. No such 

excitation was observed, however, perhaps because of the small branching ratio. As 

mentioned in Sec. VI.E.2, the (2Pl12)-15p,4d region shows a small vibrational sideband 

probably associated with the V2 bend mode. 

The peak at z 169 .55 e V has noticeably larger intensity in the D2S spectrum, but the 

results of the analysis do not suggest any simple vibrational explanation. Those results 

may be somewhat inaccurate considering the unusually small intensity ratio (X=O.2) 

obtained for one of the two states contributing to this 3d-derived feature, aswell as the 
. I 

small intensity ratios for the state~ at 168.37 e V which overlap the (2P3/2)-1 stat~s of this 
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3d-derived feature. 

The mixed states show the most obvious isotopic effects in the spectra. The 

derived tenn values in Table VI-2 show some regular spacing, indicated by the labels AI, 

A2, etc. For H2S, a spacing of =155 meV is apparent from the results of the fit, 
j 

presumably due to a vibrational progression in the V2 bend mode, which has a ground state 

spaCing of 147 meV [33]. Regular spacings are much less evident in the D2S results, but a 

spacing of 14dme V is observed, possibly corresponding to the V2 bend mode, which has a 

ground state spacing of 106 meV [33]. For neither molecule is there a simple way to 

assign all the states to vibrational progressions of a single electronic transition. Instead, 

there seems to be at least two electronic transitions In this energy range. The difficulty in 

interpreting the spectra even as several overlapping vibrational progressions could arise 

from strong vibronic coupling between two or more electronic states. These interactions 

can produce irregular fine structure in absorption spectra [42]. 

VI.F. Sulfur L2,3 edges: Valence shell excitations 

1. Assignment and electron-hole interaction 

The broad, overlapping peaks shown in Fig. VI-3 are assigned to one-electron 

excitations from the sulfur 2p core levels to the 6a 1 and 3b2 molecular orbitals, in 

agreement with previous reports [4,5]. A recent calculation predicted the 3b2 orbital to 

have lower energy than 6al in the presence of a 2p core hole [43]. The opposite order 6al 

< 3b2 calculated in Refs. [4,15,18] will be assumed here. A simple extension of the 

discussion in Sec. VI.E.l shows that, in H2S, 18 dipole-allowed final states result from 

the combination of two unoccupied molecular orbitals with the three possible core levels 

which may excite them. In fact, as seen above for the Ryd~rg states, many of these 

electronic states are nearly degenerate. 
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As discussed above in Sec. VI.E.4.a, the spin-orbit splittings and intensity ratios of 

core-excited valence-shell states are expected to show the effect of the exchange interaction 

(and possibly the direct interaction) between the core hole and excited electron. In an effort 

to characterize these effects in the spectra of Fig. VI-3, approximate fits were made to the 

data. The features between 163 and 167 eV were modeled by two doublets, with,splittings 

arbitrarily set equal, described by four very broad Gaussian peaks. The Gaussian 

lineshaperoughly approximates the non-Lorentzian broadening dueto unresolved or 

barely-resolved vibrational progressions. The four peaks represent the states, in order of 

increasing energy, which roughly account for the actual spectrum: (2P3/2)-1 6al, (2P3/2)-1 

3b2, (2Pl/2)-1 6al, and (2P1l2)-1 3b2 .. 

A least-squares analysis based on this simplified model gave the results shown in 

Table VI-4. The spin-orbit splitting values are slightly smaller than the mean spin-orbit 

splitting determined for the mixed states and Significantly smaller than the mean spin-orbit 

splitting determined for the Rydberg states. This supports the expectation that Coulombic . 

interactions between the core hole and exCited electron are most significant for the core

~xcited valence-shell states, less so for the core-excited mixed states, and least important 

for the core-excited Rydberg states. The derived intensity ratios for the 3b2 excitations are 

much less than the statistical value (2.00), indicating that Coulombic interactions are largest 

for those states. Similar deviations of the intensity ratio from the statistical value have been 

observed in the corresponding core-excited valence-shell states of other third-row hydrides 

[4,361. While the quantitative results of this simplified analysis may be unreliable, the 

, 'qualitative trends in splittings and intensity observed here very likely reflect real effects. 

2. Vibrational structure and other isotopic shifts 

The spectra of Fig. VI-3 show some regularly-spaced fine structure, more easily 

observed in the expanded insets, with a notable isotopic dependence. A comparison of the 
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two spectra also reveals small differences in the overalllineshape and peak position. The 

dissociative nature of the electronic states must be considered in the interpretation of these 

results. Recent photo-ion [16] and Auger electron [17,18] studies have shown that rapid 

predissociation is the dominant decay process for these core-excited valence-shell states. 

The core-excited molecule fragments into H and HS* with a rate faster than the Auger 

decay of the 2p core hole. There has been considerable interest in lower -energy . 

dissociative electronic states of H2S [44,45,46]. Specifically, the broad peak in the UV 

absorption spectrum centered at = 195 nm is known to correspond to a dissociating state. 

[45]. This peak shows isotopic-dependent weak fine structure which is notably similar to 

the structure of Fig. VI-3. This similarity may result from analogous electron 

configurations; the 195 nm band corresponds to the excitation of the outermost ground

state electron, in the non-bonding 2bl orbital, to the 6al orbital. The transition to the 3b2 

. orbital is dipole-forbidden, but that excited state strongly influences the observed spectrum 

through vibronic coupling [46]. 

A comparison of the two spectra of Fig. VI -3 shows a shift of the leading edge of 

the peak to higher energy in D2S. Both the peak maximum and the trailing edge show a 

shift to lower energy in D2S. To illustrate these shifts, Fig. VI-3 indicates the position of 

the peak maxima and the leading- and trailing-edge inflection points with vertical lines. The 

shift of the leading edge is expected for a direct transition to a dissociative electronic state, 

because of zero-point vibrational energy effects (see Section I.D.6). The potential surface 

of such an excited state does not support vibrational states for the asymmetric-stretch mode, 

and there is no contribution to the total energy of the excited stilte from the zero-point 

energy of this mode. The zero-point energy of this mode does contribute to the energy of 

the ground state, and that contribution is half the harmonic vibrational energy. The 

harmonic energies are 337 meV for H2S and =249 meV for D2S [33]. The observed 

transition energy to a dissociative electronic state should therefore be 112(337-249) = 44 

me V larger for D2S. This agrees with the observed shift of +0.05(2) e V for the leading-
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edge inflection point in D2S as compared to H2S. The leading-edge region of the peak is 

dominated by transitions to the (2P3/2)-1 6al state, which was calculated to be dissociative 

by Naves de Brito, et. al. [18]. It should be noted that changes in the spacings ofthe other 

two vibrational modes upon excitation also have an effect on transition energies. These 

zero-point differences may also contribute to the observed shift. 

A series of Voigt functionS were used in a least -squares analysis to fit the weak fine 

structure observed in the range =165.0-165.7 eV for both H2S and D2S. The results of 

this analysis are plotted with the data in the expanded portion of Fig. VI-3 and listed in 

Table VI-5. In principle, the individual peaks barely resolved in the spectra could be 

vibrational sidebands of more than one electronic transition. In the region of the vibrational 

structure the strongest contributions are probably from the (2P3/2)-1 3b2 state. Weaker 

contributions from the (2Pl/2)-16al and (2P3/2)-1 6al states are also possible. These 

designations are only approximate; as many as fifteen distinct electronic states could in fact 

contribute in this range. Assuming that the sidebands are a single progression from only 

one electronic transition gives reasonable results, however. This suggests that much of the 

possible electronic splitting is not actually large enough to affect the spectrum. In 

particular, the molecular-field splitting of the 2p3/2level must be less than =50 meV, 

notably smaller than the value derived for the upper Rydberg states. The average spacing 

determined for the peaks in this range is 167(3) meV for H2S and 145(3) meV for D2S. 

The interpretation of an apparent vibrational progression in the excitation of a 

dissociative state is especially difficult in the present case where vibronic coupling may 

have a significant influence. Based upon the following arguments, the observed 

progression is tentatively assigned to excitation of the v 1 symmetric-stretch mode of the 

(2P3/2)-1 3b2 state. The calculations of the (2p)-16al and (2p)-13b2 hypersurfaces by 

Naves de Brito,et. aI., [18] are particularly usefuL They found that the (2p)-1 3b2 excited 

state, at higher energy, is bound, but strongly vibronically-coupled to the dissociative (2p)-

1 6a 1 state. Assuming this model, there are two possible Origins for the observed 

" 
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vibrational structure: (1) Excitation of the dissociative (2p )-1 6a 1 state may exhibit a diffuse 

vibrational progression in a non-dissociative mode [47]. (2) The vibrational states may 

reside on the bound (2p )-1 3b2 potential, before the system crosses to the dissociative 

potential. The latter explanation, for lower-energy states, was recently obtained by Schinke 

and coworkers from calculations of the fine structure of the 195 nm band of H2S [46]. 

They attribute the observed progression to excitation of the VI symmetric-stretch mode in a 

bound state, which is strongly vibronically-coupled to a dissociative state at lower energy. 

This result is somewhat unexpected, because the observed spacings in the 195 nm band of 

H2S and D2S are almost exactly equal to the corresponding V2 symmetric-bend mode 

spacings of the ground state. 

Ba,sed only on their derived spacings in Table VI-5, the peaks of Fig. VI-3 might be 

attributed to a progression in the V2 bending mode, which has a spacing of 147 meV and 

106 meV in the ground state of H2S and D2S, respectively [33]. The results of Schinke 

and coworkers [46] suggest the alternate possibility that the progression is associated with 

a much-softened VI symmetric-stretch mode, which has a spacing of 324 me V and 235 

meV in the ground state ofH2S and D2S, respectively [33]. Indeed, the bound (2p)-1 3b2 

potential calculated by Naves de Brito, et. aI., [18] appears to have a much smaller slope 

(i.e. smaller force constant) in the direction of the symmetric stretch as compared to the 

calculated ground state potential. Thus the vibrational progression observed here is 

tentatively assigned to the VI symmetric-stretch mode of the (2P3/2)-I 3b2 state. A 

corresponding progression of the (2p1/2)-I 3b2 state was not clearly resolved, but a second

derivative analysis of the spectra identified some regularly-spaced [me structure in the range 

=166.3-166.9 eV, with a spacing of =154 meV (=127 meV) for H2S (D2S). The lack of 

distinct [me structure for the (2PII2)-I 3b2 state may reflect a larger naturallinewidth than 

for the (2P312)-1 3b2 state, perhaps because this higher-energy state has access to additional 

decay channels. The ratio Of vibrational spacings in the (2P312)-I 3b2 excited state is 

0.87(3) (D2S: H2S), as Gompared to 0.72 in the ground state for the VI mode (and the V2 
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mode). This difference indicates an isotopic dependence of the potentiai surfaces. This. 

could result from the strong vibronic coupling between the electronic states predicted by 

Naves de Brito, et. al., for the region of the vertical transition. 

Portions of the spectra in Fig. VI-3 are attributed to the excitations of bound states, 

which should be accompanied by progressions of vibrational excitations. The resulting 

contributions to the observed spectrum are broad bands, each composed of a series of 

individual vibronic peaks. Therefore, the center of such a band should shift to lower 

energies for D2S, because of the smaller vibrational spacings as compared to H2S. ,This 

explains the shifts of the peak maximum and the trailing-edge inflection point indicated in 

Fig. VI-3, which are -0.08(1) eV and -0.05(3) eV (for D2S as compared to H2S) and are 

associated with the (2P3/2)-1 3b2 and (2Pl/2)-1 3b2 states, respectively. These shifts may 

also include contributions from the vibrational zero-point energy changes described above, 

which are expected to be positive and less than =.05 e V in this case. 

VI.G. Linewidths 

The least-squares fit presented in Table VI-5 and in Fig. VI-3 gave an excellent fit 

to the fine structure of the valence-shell states, suggesting that the derived parameters have 

physical significance. Assuming an instrumentallinewidth of 30 meV (Gaussian FWHM), 

the derived naturallinewidths (Lorentzian FWHM) for the individual vibrational peaks in 

the fit are 344(15) meV for H2S and 306(15) meV for D2S. The implication is that these 

core-excited valence-shell states decay faster for H2S than for D2S, an isotopic dependence 

which is unexpected for the Auger decay process. This result is consistent with the 

assignment of this fine structure to vibrations of a bound state, which is rapidly 

depopulated by vibronic coupling to a dissociative state. The observed isotopic lifetime 

dependence indicates that the vibronic coupling is somewhat weaker for D2S. 

These valence-shell excitation naturallinewidths are much larger than those derived 
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for the Rydberg excitations. For example, assuming an instrumentallinewidth of 30 meV, 

the derived naturallinewidths for H2S are 65 meV and 55 meV for the (2pl12)-1 7d and 

(2p 112)-1 8d states, respectively, compared with 344 me V for the valence-shell states. This 

trend is consistent with the decreasing evidence of predissociation observed by photo-ion 

spectroscopy as the excitation energy was increased into the Rydberg region of the 
( 

photoabsorption spectrum [16]. A similar difference in derived naturallinewidths is 

observed in the corresponding sulfur L2,3 spectrum of SF6, where predissociation is not 

expected to occur (see Section V.E.3)~ In that case, the differences are interpreted as the 

, result of a valence-sheIl-excited electron participating much more strongly in the Auger 

decay than a Rydberg-excited electron. For H2S, the predissociation of the valence-shell 

excitations precludes a direct comparison to the corresponding states of SF6. The derived 

naturallinewidths of the Rydberg excitations may be compared, however. The narrowest 

naturallinewidth for H2S is 55 meV, compared to 35 meV in SF6. The difference reflects 

the effect of chemical substituents on the electron density at the sulfur core: six fluorine 

atoms will withdraw much more electron density then two hydrogen atoms, resulting in a 

much-reduced rate of Auger decay. The calculated naturallinewidth for atomic sulfur is 54 

meV [22], very close to the minimum value measured for H2S .. 

VI.H. Sulfur Ll Edge 

The high-resolution photoionization spectra of H2S and D2S near the sulfur Ll 

edge are shown in Fig. VI-4. Apparently, XANES spectra in this range have not been 

measured previously for hydrogen sulfide. Several resonances are observed in each 

spectrum, leading up to an edge jump. The interpretation of the spectrum is facilitated by 

comparison to the very similar XANES spectrum of H2S at the sulfur Kedge [8]. With 

those results as a guide, the most intense resonance, at 228.9 eV, is assigned to 

overlapping transitions to the 3b2 and 6al valence-shell orbitals. The next feature, at 232.0 
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eV, is attributed to transitions to 4p-derived and/or 3d-derived orbitals. The weak feature at 

233.4 eV, which is more clearly seen in the lower-noise 02S spectrum, is assigned to 

overlapping higher Rydberg states. The spectraofH2S and 02S are very similar, but there 

may be slight differences in the valence-shell resonances. In particular, there appears to be 

a shift of the leading edge of the peak to· higher energy in 02S, as also seen for the valence

shell peak below the L2,3 edges. This shift is =0.1 eV, as measured by the change in 

leading-edge inflection point, with the spectra aligned at the 231.5 e V peak. Furthermore, 

there are slight indications of vibrational fine structure in the valence-shell resonances (see 

insets of Fig. VI-4). Although the present results are not completely convincing, 

measurements with better resolution and counting rates might resolve structure similar to 

that seen in Fig. VI-3for the (2p)-1 valence-shell resonances. 

Because of the rapid Coster-Kronig decay of the sulfur 2s core hole, all features 

observed in the L 1 region are broad, as compared to the sharp structure near the sulfur L2,3 

edges. The calculated naturallinewidth for atomic sulfur is 1.49 e V for a 2s core hole, 

compared to54 meV for a 2p core hole [22]. Sulfur 2s peaks in the XPS spectra of several 

sulfur-containing compounds were observed to be much wider than the corresponding 

sulfur 2p peaks [48]. If the vibrational structure proposed here for the (2s)-1 valence-shell 

resonances were confirmed, it would indicate a much narrower linewidth than predicted by 

the theoretical and XPS results. 

VI.I. Comparison to Theoretical Results 
-' 

Comparisons to theoretical work have been mentioned, as appropriate, in the 

preceding sections. Only a few points need further comment here. There have been 

several theoretical studies of the L2,3 XANES spectrum ofH2S [4,15,34,43]. While none 

of these theoretical results accurately predict the·fine structure observed in the present 

measurements, some of these results were used as a guide in the assignments given here. 
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Specifically, Schwarz [4] and Cacelli, et. al. [15] both predict transitions to 4p-derived 

orbitalS with tenn values of =2.4 eV, as also predicted by the quantum defect derived here 

for the higher np orbitals. These results suggest a strong 4p cpntribution to the mixed 

states. Cacelli, et. al., predict relatively intense transitions to orbitals having mainiy 3d and 

5s contributions with tenn yalues of =1.7-2.0 eV, again in agreement with the predictions 

of quantum defects derived here for the higher Rydberg orbitals. Recentcalculations by 

Liu, et.· aL, [34] suggest that transitions to the higher np orbitals are more intense than to 

the higher ns orbitals. This supports the assignment deduced here on the basis of 

consistent quantum defects. 

In one calculation, the molecular-field splitting of the sulfur 2p3/2level was 

predicted to be 44meV for core-ionized H2S+ [49]. Another calculation estimated that 

splitting to be 80 meV [50]. Because the Rydberg electron should have only a small 

influence at the atomic core, these values can be compared to the 115 me V splitting derived 

here for the Rydberg states. Agreement with the calCUlations is fair, considering the = 170 

e V total energy of the excited state. 

VI.J. . Conclusions 

In the present work, high-resolution low-noise XANES spectra of H2S and D2S 

below the sulfur L2,3 edges were measured, providing significant improvements over 

previous measurements. Analysis of these spectra clearly indicated that the sulfur 2P3/2 

core level is split into two levels by the anisotropic molecular field. That splitting is 

measured to be 115 meV for the Rydberg excitations, in good agreement with the splitting 

proposed for the core-ionized molecule based on high-resolution XPS and AES spectra [7] . 

A sophisticated least-squares analysis was applied to the data, allowing the deconvolution 

of core-level and excited-orbital splittings. This approach will also be useful for the 

analysis of complex high-resolution XANES spectra of other molecules. The comparison 
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of the H2S spectrum to the corresponding D2S'SPectrum was essential in this analysis for 

the identification of vibrational excitations. Quantum defects were derived for the higher 

Rydberg orbitals which were similar to the best available quantum defects from the 

corresponding spectra of the isoelectronic systems Silf4, PH3, HCl, and AI. Fine 

structure was observed for the transitiolis to the dissociative valence-shell states. The 

regular spacing and isotopic dependence of this structure clearly identifies it as a vibrational 

progression. 

Besides their relevance to core-excitations in general, the present results for H2S' 

provide infonnation about the core-equivalent molecule H2Cl [4]. Specifically, the tenn 

values derived here for the mixed and Rydberg orbitals of core-excited H2S should be 

fairly close to the tenn values of the corresponding orbitals of valence-excited H2CL These 

results provide a useful comparison for theoretical results,·in the absence of any direct 

. infonnation on the H2CI radical, which presumably dissociates in its ground electronic 

state. The first few excited electronic states of this radical are of particular interest as they 

may influence the dynamics of the HCI + H = H + ClH exchange reaction. 

." 

\ 
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Table VI-I: H2S and D2S (2p)-1 Rydberg resonances: Assignments and fit results. The 

energies tabulated apply to states with the (2Pl/2)-1 core vacancy. Energies for 

corresponding states with (2P3/2-4e1l2)-1 and (2P3/2-5e1l2)-1 core vacancies can be obtained 
. .; 

by subtraction of tenn values from the tabulated energies of the L3-4e1l2 and L3-5el/2 

edges. The Rydberg orbital assignments shown apply to all three possible core vacancies. 

The intensity ratio X is a dimensionless fit parameter defined in the text. 

H2S Assignment Intens- D2S 
ity Ratio 

(X) 
Energy Tenn Inten- Energy Tenn Inten-

(eV) Value sity (eV) Value sity 
(eV) (eV) 

169.535 2.029 442 3d-derived 0.20 169.527 2.037 518 
169.577 1.987 589 3d-derived 1.07 169.557 2.007 626 
169.688 1.876 1010 3d-derived 1.72 169.680 1.884 930 
169.833 1.731 660 3d-derived 0.78 169.822 1.742 885 
169.935 1.629 399 5s-derived? 0.70 169.933 1.631 391 
170.134 1.430 81 ? 2.50 170.143 1.421 116 
170.303 L3-5e1l2 edge 170.303 
170.315 1.249 298 5p-derived 1.14 170.309 1.255 267 
170.353 1.211 192 5p-derived 0.79 170.351 1.213 210 
170.418 L3-4e1l2 edge 170.418 
170.466 1.098 90 vibration 2.50 170.423 1.141 94 
170.534 1.030 1175 4d-derived 1.01 170.532 1.032 1180 
170.604 0.960 243 4d-derived 0.98 110.601 0.963 249 
170.670 0.894 240 6s? 0.20 170~667 0.897 . 243 
170.807 0.757 118 ? 0.76 170.791 0.773 118 
170.851 0.713 115 6p 0.88 170.851 0.713 114 
170.943 0.621 1000 5d 1.04 171.943 0.621 1000 
171.092 0.472 46 7p 1.00 171.092 0.472 41 
171.142 0.422 546 6d 1.00 171.142 0.422 549 
171.228 0.336 10 8p 1.00 171.228 0.336 11 
171.259 0.305 281 7d 1.00 171.259 0.305 283 
171.333 0.231 129 8d 1.00 171.333 0.231 127 
171.564 0 L2edge 171.564 0 

•• 
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Table VI-2: H2S and D2S (2p)-1 mixed resonances: Fit results and vibrational 

assignments. The energies tabulated apply to states with the (2Pll2)-1 core vacancy . 
..., 

Energies for corresponding states with (2P312-4el/2)-1 and (2P312-5el/2)-1 core vacancies 

can be obtained by subtraction oftenn values from 170.471 eVand 170.432 eV, 

respectively. The intensity ratio X is a dimensionless fit parameter defined in the text. The 

assignments shown apply to all three possible core vacancies. Tentative assignments of 

vibrational progressions are identified by AI, A2, etc. The energy spacing between 

succesive states of a progression, e.g. EA2-EAb is also listed. 

Energy . TennValue Intensity Intensity Vibrational Vibrational 
(eV) (eV) Ratio Assignment Spacing 

(X) (meV) 

H2S 

168.371 3.193 91 0.20 
168.407 3.157 33 2.04 Al 
168.564 3.000 246 2.50 A2 157 
168.716 2.848 505 0.96 A3 152 
168.806 2.758 629 0.88 
168.872 2.692 524 1.04 A4 156 
168.923 2.641 204 1.38 
169.040 2.524 457 1.18 AS 164 
169.190 2.374 260 0.52 A6 150 
169.340 2.224 . 167 0.20 A7 150 
169.443 2.121 122 1.23 

D2S 

168.377 3.187 364 0.20 
168.514 3.050 157 2.49 
168.632. 2.932 150 2.50 
168.680 2.884 47 0.32 
168.711 2.853 105 1.84 Al 
168.785 2.779 721 0.88 

~ 168.850 2.714 747 1.10 A2 139 
"- 168.990 2.574 756 1.45 A3 140 

169.166 2.398 318 0.20 
169.341 2.223 176 0.20 
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Table VI-3: Quantum defects for Rydberg states in the L2,3 XANES spectra of Ar and the 

second-row hydrides. 

Sif4 a PH3b 

Os 2.8 2.3 

~ 1.73 1.8 
0.2 and 0.4 g 0.44 

a Ref. [37]. 

b Derived from term values given in Ref. [l3]~ 

. C This work. 

d Ref. [40]. 

e Derived from the spectrum in Ref. [29]. 

f Ref..£30]. 

g In Sif4 the d-series splits into d-t2 and d-e. 

H2SC Held Ar 

2.1 2.12 2.20 e 
1.63 1.7 1.74 f 
0.32 0.3 0.20e 
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Table VI-4: Results of least-squares anaJ.ysis of (2p)-1 valence-shell region: Approximate 

fits of overalllineshapes. 

Spin-Orbit 
Splitting 

(eV) 

1.07 
1.09 

Intensity Ratio 
(2P3/2)-16al : (2Pl/2)-16al 

1.8 
2.1 

Intensity Ratio 
(2P3/2)-1 3b2 : (2Pl/2)-1 3b2 

1.2 
1.1 

Table VI-5: Results of least-squares analysis of (2p)-1 valence-shell region: Exact fit of 

fine structure. Energies of peaks, with uncertainties, and energy spacings between 

successive peaks are tabulated for H2S and D2S. 

H2S 
Energy Spacing (meV) 

(eV) 

165.037(9) 
165.204(6) 
165.371(7) 
165.536(9) 
165.706(9) 

167 
167 
165 
170 

D2S 
Energy Spacing (me V) 

(eV) 

164.998(9) 
165.146(8) 
165.289(7) 
165.428(7) 
165.577(9) 

148 
143 
139 
149 
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FIGURE CAPTIONS: 

Figure VI-I. Overview of the photoionization spectrum of H2S near the sulfur Ledges. 

The positions of the ionization thresholds detennined from analysis of~the spectra are also 

shown. The small molecular-field splitting of the L3 edge is not visible with this energy 

scale. The inset shows a higher-resolution spectrum in the 178.56-175.56 e V range, with 

the energy scale expanded by a factor of five. The features in this range· are attributed to 

multi-electron excitations. 

Figure VI-2. High-resolution photoionization spectra of H2S and D2S in the mixed and 

Rydberg region of the sulfur L2,3 edges .. Rydberg assignments applying to both spectra 

are shown in the bar diagrams, identifying s-,p-, and d.,.series converging on each of the 

three ionization thresholds. Note that the s assignments are less certain than the others. 

For the mixed states, different assignments are shown for the two spectra, because of the 

large isotopic differences for these states. The isotopic shift of the (2p1/2)-1 5p vibrational 

sideband, as determined from the fit, is indicated by the vertical line. The data points are 

plotted as circles. The results of a least-squares analysis are plotted as solid lines. The 

contributing subspectra plotted underneath, with dashed lines showing features attributed to 

2Pl12 core-hole states, solid lines showing features attributed to 2p312-4e1l2 core-hole 

states, and dotted lines showing features attributed to 2p1/3-5ell2 core-hole states. See 

Sec. VIE.3 a for further details. 

Figure VI-3. High-resolution photoionizationtion spectra of H2S and D2S in the region of 

valence shell excitations below the sulfur L2,3 edges. The vertical lines indicate isotopic 

shifts in some features of the peak. Portions of the data are also shown with the vertical 

scale expanded, to display the weakly resolved fine structure. The results of a least

squares analysis are plotted as solid lines with the expanded data. For D2S, the fit line is 
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not visible, due the large point density and the high quality of the fit. . 

. Figure Vl-4. High-resolution photoionization spectra of H2S and D2Snear the sulfur LI 

edge. A linear background was subtracted from the data for plotting purposes. Note the 

weak feature at 233.4 eV. The region' 227-229 eV, which shows slight indications of fine 

structure, is shown in the insets with both the energy and intensity scales expanded by a 

factor of three. 

Figure VI -5. Alternative fits to the data of Fig. VI -2, assuming there is no molecular-field 

splitting of the sulfur 2P3/2 core level. In the subspectra, the dashed lines show features 

attributed to 2pl/2 core-hole states and the solid lines show features attributed to 2P3/2 core

hole states. Note the poorer agreement with data for these fits, as compared to the fits in 

Fig. VI-2, particularly in the 169.0-169.4 eV range. 

i 
1 
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CHAPTER VII: FUTURE DIRECTIONS 

VII.A.Improvements in the present spectra 

The present results are limited less by instrumental factors than by natural 

linewidths of the excited states.· Nonetheless, improvements in flux and resolution from 

soft x-ray monochromators should reveal additional fine structure in nearly all the spectra 

presented here. Besides the general possibility of enhancing the preSent understanding of 

these spectra, there are a few specific features which warrant re-examination with improved 

monochromators. 

The oxygen K-edgespectra ofH2CO and D2CO presented in Section IV.D. did not 

show any fine structure. Spectra with better instrumental resolution will probably be able 

to resolve vibrationalfeatures in the (0 Is)-I7t* and Rydberg resonances. This would 

provide a much better understanding of the structure and bonding in these core-excited 

states. The isotopic shifts of the (0 Is)-1 3s-al resonance are particularly worthy of further 

study, because of the analogous effects seen for the bett~r-resolved (C Is )-1 3s-a 1 

resonance(see Section IV.E.2). 

In Section V.D.2.a, the possibility of fine structure in the (S 2p)-1 alg resonances 

of SF6 wasd~scussed. The present data is inconclusive, but suggests that some shoulders 

may be resolvable in these peaks. Success in resolving vibrational structure would be of 

interest, because the Franck-Condon analysis gave a VI vibration31 spacing larger than that 

of the ground state. Such an increase in vibrational energy is difficult to explain for a 

transition to an orbital which should be anti-bonding. Better-resolved spectra might allow· 

direct measurement of the vibrational spacing in this excited state. 

The (S 2s)-13b2,6al valence-shell resonances ofH2S and D2S were presented~in 

Section VI.H. Here there were also faint indications of vibr~tional structure, which could 

not be confrrmed. If such structure can be observed, it will indicate a naturallinewidth for 
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the excited state which is much less than the 1.49 eV predicted for the sulfur 2s core hole 

[1]. In the (S 2p)-1 mixed and Rydberg resonances, the analysis indicated that there are 

many overlapping peaks (see Section VI.E.4). A better-resolved spectrum will distinguish 

more features, allowing a more detailed analysis. In particular, the vibrational structure of 

the (S 2p)-1 mixed resonances was difficult to fully interpret with the present results (see 

Section N.E.6). 

VII.B. High-resolution spectra of other molecules 

The XANES spectra of a number of molecules have been re-examined with high 

resolution using the new generation of soft x-ray monochromators, as discussed in Section 

LB. Nonetheless, there are interesting systems which have not been studied with modem 

high-resolution. Most of the recent work has focussed on the carbon, nitrogen, and 

oxygen K edges. There are stiHpossiblities for improved spectra at lower-energy core 

levels. In particular, the present results for H2S suggest further experiments at L2;3 edges 

of the isoelectronic hydrides Sif4, PH3, and HeL The L2,3 XANES or EELS spectra of 

these molecules have all been measured with fairly high resolution (see Section VI.E.5~b 

for references). However, better combinations of flux and resolution are currently 

available. Given the rich structure seen here for H2S, further study of these isoelectronic 

systems Seems warranted. The interpretation of new (and existing) spectra would be 

greatly facilitated by concurrent measurements on the fully deuterated isotopic species, as 

was seen here for H2S. (Note that the L2,3 spectrum of SiD4 was recently measured with 

fairly high resolution [2].) 

VII.C. Further studies of core-excited electronic states using high-

resolution x-rays 
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1. Photoelectron spectroscopy 

Core-shell PhotoElectron Spectroscopy (PES) mainly provides infonnation about 

the core-excited ion. However, as discussed in several parts of this thesis, the structure of 

core-excited Rydberg states is similar to that of corresponding core-excited ions, because 

the Rydberg electron has little influence on the rest of the molecule. With the development 

of brighter high-resolution x-ray monochromators, e.g. using undulator radiation or 

rotating x-ray anodes, and electron analyzers with better resolution and throughput; core

shell PES is approaching the fundamental limits of naturallinewidths. Such measurements 

can provide useful complementary iitfonnation for the interpretation of high-resolution 

XANES spectra. Several examples have been mentioned: (1) In Chapter ill, a recent 

measurement of the vibrational spacing in carbon-Is-ionized CO was compared to values 

for core-excited Rydberg states. (2) In Chapter VI, a comparison of high-resolution XPS 

(i.e. PES) and Auger electron spectroscopy was cited which predicted the core-level 

molecular-field splitting observed in the photoionization spectra (3) Also in Chapter VI, 

high-resolution photoelectron spectroscopy results were used to predict the lack of 

observable vibrational structure for the higher (2p)-1 Rydberg states. 

There are obvious extensions of the useful results listed here, especially as the 

experimental capabilites improve. Within the fundam~nta1limitations of natuIpllinewidth, 

the analysis of any series of core-excited Rydberg states will be facilitated by a detailed 

knowledge of the geometry and vibrational spacings of the corresponding 'core-ionized 

molecules, as measured by high-resolution PES. Core-level splittings due to molecular 

fields have, in fact, been studied more by PES than by XANES (see references given in 

Section VI.A). By directly measuring core-level splittings using PES, one may avoid the 

difficulties encountered in Chapter VI where the core-level splittings are convoluted with 

the complicated structure of the Rydberg fmal states. This approach is not yet feasible for 

deeper core levels, but may soon be within reach. The chemical effect on sulfur 2p natural 
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linewidths, demonstrated by the comparison the SF6 and H2S results (Chapters V and VI), 

is also better to measure with PES. The naturallinewidths measured in XANES for the 

upper Rydberg states show some dependence· upon the nature of the excited electron. This 

is particularly troublesome if one wishes to compare values for different molecules, 

because the correspondence of Rydberg states may not be obvious between molecules. It 

is simpler to use PES, where the main line represents a well-defmed final state in each 

molecule. 

2. Resonance autoionization electron spectroscopy 

This section and the next explore the possibility of studying the neutral core-excited 

states accessed in XANES by examining the products of the state's decay. For example, 
" 

the states accessed in the soft x-ray region typically decay by an autoionization (i.e. Auger) . 

process. The angular and energy distribution of the ejected electrons may provide 

information· about the initial state in the decay, which is the fmal state accessed in XANES. 

One example was mentioned in Chapter V, where the autoionization spectrum of the (S 2p)-

1 alg resonance indicated the inner-shell character of the alg orbital through the presence of 

a "participant" feature. In fact, a number of core-excited valence-shell resonances in 

various molecules have been studied in this way. As this technique becomes possible with 

better resolution and statistics, narrower and less-intense resonances can similarly be 

studied. This could be particularly useful for the study of mixed resonances, i.e. states in 

~hich the excited electron has a mixture of Rydberg and valence character. For example, 

the autoionization spectra for the (C ls)-l 3s-'al and (0 ls)-l 3S-al states in H2CO could be 

compared. The relative intensities of "participant" features would provide a direct mapping 

of the relative amplitude of the 3S-al orbital at the carbon and oxygen atoms. This 

information could be used to test the different possible explanations of the unusual behavior 

of these resonances (see Section IV.E). 
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3. Photo· fragmentation spectroscopy 

To study the decay of core-excited states, it is also common to examine the ions 

which are produced. Energy, mass, and angular distribution of ions can be measured, 

often in coincidence with other ions or photoelectrons. The distribution of ions shows a 

dependence on the excited state which is decaying, e.g. the products observedJrom a core

excited valence-shell resonance may differ from those of a corresponding core-ionized 

state. These results can be used to infer the spatial distributions of the orbitals accessed in 

XANES. Rapidly dissociating excited states are particularly well-suited to this type of 

study, e.g. the branching ratio for different ions produced by 2p-excited H2S provides 

direct evidence for the dissociation of the (2p)-1 valence-shell states (see Chapter VI). One 

possibility, suggested by the results of Chapter IV, is to study the (C ls)-l 3S-al and (C 

ls)-l 3S-a l resonances in this way. This could confirm the proposed rapid dissociation 

used to explain the linewidths of these states . 
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