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“Security through obscurity” is not an effective way to maintain  

cybersecurity in systems.  
System security should not depend on the secrecy of its implementation (National 
Institute of Standards and Technology 2008). A widely accepted principle of 
cryptography, Kerckoff’s Principle, argues that cybersecurity must be robust against 
an enemy that knows how the system is constructed. Systems that rely on secrecy are 
vulnerable to breaches. Further, commercial systems cannot be kept secret as they 
are sold on the market. Best practices for Internet of Things and smart city 
cybersecurity include clear expectations about maintaining the security of 
infrastructure and data flows (Goodman 2020). This allows technical experts and 
members of the public to review and identify potential problems before data breaches 
happen (Bellovin & Bush 2002).  
 

Allowing law enforcement to keep some technologies secret is a  

disservice both to the public and to law enforcement.  
The premise of the “anti-circumvention argument” is that police must keep secrets in 
order to preserve their investigative advantage over sophisticated criminals. But 
secrecy also imposes costs on the law enforcement agencies in terms of public 
confidence, public input, and open exchanges of best practices (Manes 2020). 
“Transparency strengthens, and the perception of secrecy weakens, public confidence 
and trust in law enforcement” (Brechner Center for Freedom of Information, 2018).  If a 
steward of a technology does not disclose some of its capabilities, this may mean they 
do not have a clear understanding of its functions, including legal and technical 
limitations. This creates an ineffective self-regulation regime “in which law enforcement 
agencies write their own rules, behind closed doors, about how they can deploy 
technologies” (Manes 2020). As law enforcement may lack the necessary expertise to 
investigate the technology, they often rely on information from the vendor, who has an 
incentive to overreport efficacy and downplay risks.  
 

Vaguely worded “security concerns” can be and have been used to target 

protestors or channel suspicion against marginalized communities.  
Police surveillance techniques are used ‘‘to disrupt or discredit the activities of groups 
and individuals deemed a threat to the social order’’ (U.S. Senate 1976, cited in Gilham 



 

 

2011). This often includes surveilling protestors--such as on anti-war, anti-police 
brutality, civil rights and union groups--both during and between protest events 
(Gilham 2011). Such surveillance threatens free speech and the right to assemble, 
particularly under conditions of secrecy. As Manes (2020) points out, “if the public 
does not know the rules under which surveillance technology can be deployed, the 
threat to civil liberties is greater” as this uncertainty creates a chilling effect beyond the 
actual capabilities of the technology. Furthermore, discrimination on the basis of race, 
ethnicity and religion shapes which groups are likely to be deemed a threat; this is 
evident in the way Muslim communities in the US and the UK have been criminalised 
due to Islamophobic approaches to antiextremism (Kundnani 2015). 
 

Excessive secrecy renders accountability mechanisms largely meaningless.  
This has played out at the national level in post 9/11 decision-making which “stymies 
most efforts to hold the government accountable for its abuses” (Setty 2015). Such 
forms of regulation “mimic and ultimately undermine the rule of law” by becoming 
relevant only when leaked information becomes available (Setty 2015). Secrecy also 
delays the development of  laws governing novel technologies, widening the gap 
between technological development and regulation enforcing civil liberties and police 
conduct (Manes 2020). 
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