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DEDICATION

To those who listen to the natural world not as a metaphor, but for

how it really is.
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EPIGRAPH

“The surface of the Earth is the shore of the cosmic ocean. From it we have

learned most of what we know. Recently, we have waded a little out to sea,

enough to dampen our toes or, at most, wet our ankles. The water seems

inviting. The ocean calls”

—Carl Sagan

“The love of wilderness is more than a hunger for what is always beyond reach; it

is also an expression of loyalty to the earth ... the only home we shall ever know,

the only paradise we ever need – if only we had the eyes to see.”

—Edward Abbey
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ABSTRACT OF THE DISSERTATION

Development of sensors and techniques to assess earthquake hazards

and submarine slope stability
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Reducing vulnerability from geohazards such as submarine landslides and

earthquakes requires identifying susceptible regions and modeling the consequences.

We introduce innovative instruments and techniques that have the potential to ad-

vance preparedness and mitigation efforts.

We develop optical fiber strainmeters to monitor deformation along un-

stable slopes and in a vertical borehole at the SAFOD observatory. With this

latter strainmeter, we record coseismic strain-steps from local microearthquakes in

addition to teleseismic events, which we compare to accelerations from a nearby

seismometer to derive local phase velocities.

We also study a seafloor crack within the Santa Barbara Basin that might

be the beginning of an imminent submarine landslide. We deployed a new seafloor

acoustic ranging system which detected no motion across the crack above a 99%

confidence level of ± 7 mm/yr over two years of monitoring. Combined with sub-

bottom CHIRP profiles with < 1 m accuracy exhibiting no evidence of internal

deformation, we conclude that the elongated scarp-like crack is most likely a relict

feature from a previous failure. Probabilistic seismic hazard analysis suggests that

an≈M ≥ 7 earthquake is required within the basin to explain a previous landslide,

arguing against a recent relocation of the 21 Dec. 1812 earthquake (M7.1) to the

San Andreas Fault.

xxi



Finally, we study the anomalous Ms 5.3 earthquake of 10 Feb. 2006 in the

Gulf of Mexico. Surface wave full-waveform inversion suggested a source of either a

shallow landslide translating on a near sub-horizontal surface, or sub-horizontal or

vertical faulting within shallow, low velocity sediments. We integrated the results

of two industrial seismic exploration surveys to relocate the epicenter. The geology

around the relocation is consistent with the sliding source model, and geotechnical

modeling suggests that the sharp relief is capable of producing a large landslide.

To test the landslide hypothesis, we surveyed the region acquiring multibeam,

sidescan, and sub- bottom seismic profiles. The results of that survey indicate

no evidence of a large debris flow. This suggests a source mechanism within the

shallow sedimentary section on either a near sub- horizontal or near vertical plane.
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Chapter 1

Introduction

1.1 Significance of natural hazards

Each year in the United States, natural disasters such as earthquakes, land-

slides, tsunamis, floods, hurricanes, volcanoes, and wildfires cause hundreds of

deaths and billions of dollars of damage, from disruption of commerce and destruc-

tion of infrastructure to disaster aid (USGS, 2007). Worldwide, those numbers can

reach hundreds of thousands of lives to trillions of dollars. From 1947-1980, 450,048

people lost their lives from earthquakes, 4,519 from tsunami, and 10,841 from land-

slides (Abbott, 2006): an average of 14,103 fatalities per year from those events.

If we additionally account for volcanoes, floods, hurricanes, tornados, and other

severe weather events such as drought, the average number of annual fatalities is

37,107.

Exposure to natural hazards may be increasing due to a growing population

and infrastructure. Compare those roughly 37,000 annual deaths from 1947-1980 to

an estimated 58,000 annual deaths from 1994-2003 (Guha-Sapir et al., 2004). More

than 200,000 people lost their lives in the tragic 26 December, 2004 tsunami (Gisler,

2008). The 2010 Haiti earthquake potentially resulted in 230,000 deaths (BBC

News, 2010). While those events themselves may be anomalous in their geophysical

character, it is the ability to mitigate the damages that is under increased threat.

The annual economic costs of these geologic hazards ranged from US$28-230 billion

from 1994-2003, with a per year average of US$67 billion; these cost have increased

1
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14-fold since the 1950s (Guha-Sapir et al., 2004) and the consequences are expected

to continue with increased population growth and urbanization, particularly in the

developing world.

Carefully constructed policies and planning may significantly lessen the im-

pacts of these events. Geoscience plays a critical role in identifying and assessing

these threats. By developing new sensors and studying the geomorphology and sub-

surface structure of potential hazards, we can constrain the parameters responsible

for their failure, their prevalence, and their physical impact. Such understanding

is critical in planning for future events and implementing policies to mitigate their

impacts.

Similarly, natural resource extraction such as oil, gas, and minerals, as well

as geothermal heat mining, require greater knowledge of the subsurface as well

as greater monitoring of potential consequences such as oil spills, subsidence, and

other forms of pollution and damages. Innovative instrumentation and modeling

are two ways to more safely identify, extract, and limit the consequences of their

production.

The focus of this dissertation is on developing technologies and techniques

to assess and abate geohazards and to facilitate resource extraction more safely.

In particular, this dissertation focuses on two areas: (1) developing optical fiber

strain sensors to measure deformation on potentially unstable submarine slopes

and in boreholes; and (2) assessing submarine landslide and earthquake hazards

offshore Santa Barbara, California and in the Gulf of Mexico.

1.2 Submarine Slope Stability

Submarine landslides occur along many continental margins. In addition

to their hazard potential for seafloor infrastructure and populated coastlines, they

are also one of the main mechanisms of organic sediment and carbon transfer from

the inner shelf – where sediments derived from rivers and beach erosion reign –

to the outer shelf and deep ocean basins. A submarine mass movement (or mass

wasting) can occur in a variety of forms, such as a rotational slump, translational



3

slide, debris flow, turbidity current, or other term, but for the purposes of this

dissertation, we generally define a submarine landslide as the movement of a semi-

coherent mass of sediment down a slope. The causes of landslides vary, including:

over-steepening of slopes due to sediment deposition; overpressure due to rapid

sediment deposition; earthquake shaking; changes in pore pressure within a weaker

structural or stratigraphic layer; and possibly gas hydrate disassociation, among

other causes. These causes may coexist, ore the existence of one may heighten the

potential for failure, such as an over-steepened slope failing during an earthquake:

the sum of the downslope gravitational stress and seismic ground shaking exceeding

the resistive strength of the sediment.

On land, the capacity to predict, or at least delineate, future and near im-

minent landslides exists. We can monitor volcanic tremors, rain fall, water levels,

as well as use seismometers and GPS to detect movements. In contrast, the predic-

tion of landslides offshore is problematic. This dissertation presents technologies

and techniques to assess and abate possible submarine events. We identify areas

where landslides might be imminent, model the consequences, and monitor critical

areas. These techniques are important so that appropriate mitigation strategies

can be developed.

In Chapter 2, we introduce the concept of an optical fiber seafloor strain-

meter that uses an electronic distance meter (EDM) to interrogate the length of an

optical fiber on the seafloor. This technology was conceptualized and constructed

to monitor areas where slope failure might be imminent. Chapter 3 contains the

details of this sensor’s development and our attempts to deploy it in the Santa

Barbara Basin, an area with a potentially unstable slope (see Chapter 5.)

Chapter 5 deals with the Santa Barbara Basin in detail, where acoustic rang-

ing instruments and seismic sub-bottom profiles to monitor deformation across a

suspected future landslide were successfully deployed. In this chapter we also ex-

ploit probabilistic seismic hazard analysis to identify historical earthquakes thought

to be responsible for landslides in the region.

In Chapter 6, we shift attention to the Gulf of Mexico, where several unusual

seismic events (atypical in size, frequency, and source) occurred in 2006. At least
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one of these events was thought to be the result of a large submarine landslide. In

this chapter, we model and discuss the causes and consequences of such an event

and present the results from a geophysical survey seeking to test for the existence

of a large landslide.

1.3 Borehole Instruments

Submarine landslides are a prominent arc of this dissertation, however, they

are not the only geohazard we study. Earthquakes are often the most deadly and

difficult of disasters for which we can prepare due to the difficulty in forecasting and

warning populations. One technique used to study earthquakes and the tectonic

forces which drive them is through borehole strainmeters.

A borehole is a hole drilled into the ground. Examples would include oil

and gas wells, which are often instrumented in order to make observations about

the Earth within or around the hole. As an outgrowth of extensive optical fiber

work, we developed a vertical strainmeter that relies on interferometry to monitor

changes in length of a fiber encased within deep boreholes.

Engineering details are discussed in Chapter 2. We are capable of treating

the strainmeter similar to a conventional seismometer, and we observe both large

teleseismic earthquakes from across the globe as well as small microearthquakes

from nearby faulting. The information about the Earth that we extract from these

events is discussed in Chapter 4. This information, including the rock velocity

and possibly orientation of faulting, has the potential to be advanced for hazard

analysis.

One of the drivers of this technology is oil, gas, and geothermal fields, which

often are in areas with higher temperatures which affect downhole electronics.

Hydrofracturing of rock, or fraccing, is becoming increasingly common to extract

oil and gas from impermeable shales as well as to increase the surface area for water

contact with hot rock in geothermal applications. Fracture models are typically

created based on incomplete knowledge of the subsurface, but if those models are

incorrect, our ability to extract these resources is diminished and we also enhance
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the possibility of contaminating potable water supplies. Our sensor is significant

in that it has the potential to operate in these extreme environments better than

electronic instruments, and it can detect small amounts of ground deformation

that can potentially be used to recover the actual fracture networks.

1.4 Conclusions

Managing geohazard risks is essential to identifying new opportunities or

adaptation strategies for public policy, health, and business. Sustaining our long

term growth as a society requires transferring the latest scientific knowledge and

tools to stakeholders. This dissertation contains not only new knowledge, but also

outlines new tools that can be used in academic, government, and industry to

understand our risks and develop resilient communities in a hazardous world.
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Chapter 2

Development of optical fiber

strain sensors

2.1 Abstract

Optical fibers are well suited to measure Earth strain because they can

be stretched over long distances, thereby averaging strain over a large interval.

This long baseline is advantageous in that it reduces disturbances due to local

effects. We have installed optical fibers ranging in length from a few tens of meters

to 2 km in a variety of settings, including vertical boreholes on land and in an

icesheet, and horizontally along the seafloor. Due to the high sensitivity of optical

fibers to temperature change, an environment of stable temperatures is important.

Temperature stability is often available in boreholes or on the seafloor. Longevity

of fiber cables and the means to protect the glass fibers from environmental effects

and the rigors of deployment are critical issues. These experiments cover a broad

range of success in dealing with these issues, with some deployments lasting for

nearly six years but others failing immediately.
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2.2 Introduction: strain using optical fibers

Measurements of Earth strain provide insights into a variety of geophysical

phenomena, including pre and post-seismic deformation associated with earth-

quakes, volcanic activity, and the tectonics of ocean ridge spreading and slab sub-

duction. Strain measurements could also be well suited to monitor the flow of

glacial ice and in geotechnical areas such as hydrocarbon, geothermal, and ground-

water reservoir management, as well as slope stability on the seafloor.

Strain ε is defined as ∆l/l, where ∆l is the change in initial length l. A

long strainmeter is advantageous because strain noise is inversely proportional

to the length of the sensor. In geophysical applications, the noise in ∆l often

results from imperfect coupling to the ground (Langbein et al., 1995). Optical

fibers are advantageous for strain measurements: they are capable of having a

sensing interval l up to several kilometers in length and optical methods can detect

extremely small displacements ∆l. The main drawback to optical fiber strain

sensors is that the index of refraction has a temperature dependence of about

10−5 ◦C−1 (Butter and Hocker, 1978). Thus, fluctuations in temperature can

create apparent, but not real, strains. This effect can sometimes be removed with

simultaneous measurement of temperature (examples are discussed in Chapter 3),

and its limitation is largely dependent on the desired application and environment.

We have developed strain sensors that utilize the advantages of optical

fibers. The sensors use two different methods to measure the change in length of

the fiber; the choice of method depends on the environment and geophysical signal

of interest. The first method uses interferometry. Interferometry is extremely

precise, but it requires significant electrical power and must operate continuously

to track fringes. Alternatively, we have also developed a low-power, relatively

inexpensive strain sensor that utilizes an Electronic Distance Meter (EDM). In the

following sections, we describe both of these sensors, how they operate, and their

advantages and disadvantages, along with their deployment and practical uses.
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2.3 Optical fibers coupled to the Earth

2.3.1 Deployment

Each type of strainmeter we describe consists of a single-mode optical fiber

(SMF28) stretched between two fixed positions on or within the Earth. Examples

include a borehole or anchors on the seafloor. If deformation of the Earth occurs

over the interval spanned by the stretched optical fiber, the length of the optical

fiber will change accordingly, since the fibers behave elastically within a specified

limit. Monitoring the optical length of the fiber therefore provides a measure of

strain integrated along the fiber’s path. This is equivalent to the displacement of

one endpoint with respect to another.

In all of our sensors, the optical fiber is enveloped within a 1-mm diameter

stainless steel tube. The fiber is actually free to slide within the tube, but is fixed

to the steel protective member at its endpoints. We typically surround the stainless

steel tube with a polyurethane jacket, thereby forming a 4-mm-diameter optical

fiber cable (Figure 2.1). During installation, we tension the cable to provide an

initial stretch of around a few tenths of 1%. This allows the sensor to accumulate

negative strain as well as positive strain. If strain is positively accumulating, the

fiber will accommodate it until it reaches its elastic limit.

In practice, we usually design the cable to contain two optical fibers that

run the length of the cable. We then splice the optical fibers together at the

remote end. This forms a loop, in which light will travel roundtrip through the

cable, allowing us to place both the source and receiving optics, such as those that

measure changes in length, at one end of the cable. For example, at the lower

(deep) end of a borehole, the two fibers will be spliced together within a pressure

case. The remaining optical equipment is installed near the well-head, accessible

for repairs or alterations. In all cases, we epoxy the fibers to the inner cable wall

at both ends, either in a sealed splice housing or in an external clamp fixture (as

shown in Figure 2.1). We fix these points to the Earth (e.g., bolted to seafloor

anchors, clamped and cemented to the well-casing of a borehole, or frozen in an

ice sheet). Strain is then measured over the interval spanning those fixed points.
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Figure 2.1: Our optical fiber cables usually follow the above design: a 1mm stain-
less steel tube houses two separate optical fibers. The tube is sheathed in a 4 mm
diameter polyurethane outer jacket. At locations where we desire the fiber cable to
be mechanically coupled to the Earth, we open the stainless steel tube and epoxy
the fibers and the tube to an external clamp fixture, which is in turn attached
to an anchor or borehole well-casing. In some cases, we establish the epoxy link
at the entrance to a sealed housing where the two fibers are spliced together or
otherwise terminated (i.e., silvered ends).
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Any friction between the otherwise loose fibers within the non fixed portions of the

cable is inconsequential as long as the fibers remain under tension along the entire

length, meaning the tension need not be uniform over that interval, but must be

nonzero everywhere.

Two aspects of the cable design conflict with one another. A priority is

that the cable must protect the optical fibers from damage during deployment

and over the lifetime of the sensor. The thick walled, stiff stainless steel jacket

and polyurethane buffer accomplishes this goal. Second, the cable and fibers con-

tained within must behave elastically to accommodate both positive and negative

strains. Stretching of the cable, however, must also occur without great effort,

as we must manually pre-tension the fibers during deployment. This second re-

quirement suggests the use of a thin-walled, elastic jacket. For our applications,

the 1 mm diameter, 0.13 mm wall thickness stainless steel tube is a compromise

between these two criteria that provides adequate protection. This setup can with-

stand hydrostatic pressures equivalent to a water depth of 4000 m. It also has an

elongation constant of approximately 0.0013%/N, or 0.006%/pound, and an elastic

limit around 450 N, or 100 pounds of tension. In practice, we attempt to tension

the cables between 90 and 130 N, or 20-30 pounds.

In most cases, we additionally require that the optical fiber cable penetrate

a pressure case. The pressure case will typically contain a splice fusing together

the two fibers, a pair of 2x2 couplers to create an interferometer, or electronics for

optical length metrology. Epoxy provides a good seal for this purpose and we are

unaware of failures associated with these penetrations when appropriately rated

(for temperature and corrosive fluids) epoxy is used.

Other requirements include a means to tension the cable while it is being

installed, and a method to fix the ends of the sensor cable to the span of ground

under study. The first of these requirements is well accomplished by having an

electric motor provide backtension on spools containing the cable. As the cable

comes off the spool and into the borehole or other environment, this ensures there

is continuous, nonzero tension on the cable. Fixing the cable to the Earth is a

more complex problem that depends on the geophysical application. For example,
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a previous experiment by the Zumberge Gravity Laboratory at Scripps Institution

of Oceanography measured strain over a 1000-m thick ice sheet at Sipole Dome,

Antarctica (Zumberge et al., 2002). In that application, a hot-water rig drilled

a borehole in the ice, creating liquid-water filled holes that lasted several hours

before refreezing. During the liquid water period, they spooled an optical fiber

cable with a weight on the pressure housing containing the spliced, lower end into

the hole. The weight held the fiber over nonzero tension until the borehole froze.

Once the cable was frozen in place, subsequent changes in length corresponded to

strain in the ice sheet.

Boreholes on land (or hypothetically, at sea) present other difficulties. We

have established sensors at two deep boreholes: at LVEW (Long Valley Exploratory

Well, for volcano research), and at SAFOD (San Andreas Fault Observatory at

Depth, for earthquake research). At both of these observatories, a drill rig drilled

the boreholes and lined them with a steel well-casing prior to our arrival. During

installation of the strainmeter, a second pipe, or inner well-casing, was lowered into

the outer well-casing. At LVEW, this involved a 6-cm-diameter grout pipe and at

SAFOD, we used a 24-cm-diameter steel well-casing. As the pipe was assembled

at the surface and lowered into the well, we attached the optical fiber cable to the

exterior of this inner casing using a custom designed fixture (Figure 2.2). The fiber

cable was then strapped to the exterior of these pipes as subsequent sections were

lowered into the well (Figure 2.3). As described earlier, nonzero backtension was

supplied to the cables by motorized supply spools. When the entire inner casing

had been assembled and lowered to the desired sensor depth, cement was pumped

into the annular region between the inner and outer casings. This results in the

optical fiber cable being stretched and well coupled to the Earth over its entire

interval (Figure 2.4).

We have not limited ourselves to measurements of strain in boreholes. Es-

tablishing a seafloor strainmeter, either across a spreading center or slope consid-

ered at risk for failure and resulting submarine landslides, remains an important

goal. Seafloor installations, however, are more involved. They require cognizance

of geotechnical considerations and more importantly, there are unique challenges
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Figure 2.2: A photograph displaying two pressure housings containing spliced fibers
during the installation at SAFOD. The pressure housings are fixed to the 24-cm-
diameter inner casing. The housings are simply an o-ring sealed bottle. Within
the bottle, the two fibers in the cable are fused together, thereby forming a loop.
We designed our installation to include an additional loop of unspliced fiber for
redundancy.
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Figure 2.3: As the inner casing was lowered into the well, the fiber cables were
strapped to the exterior of the inner casing to hold form and tension until cement
was pumped into the annular region. In this photo, we display a lower splice
housing for a shallower strain sensor and two fiber cables going to deeper strain
sensors. Also visible is a casing “centralizer”. These devices were periodically
attached along the casing, typically every 2-3 pipe segments, to keep the cables
from pinching between the walls of the inner and outer casings. Not shown are
overhead sheaves through which the cables are routed upward and then to the
motorized spools that provide nonzero backtension throughout the deployment.
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Figure 2.4: This schematic view shows the Earth cut around a borehole to reveal
the strainmeter. The outer casing was cemented to the ground prior to sensor
installation. The optical fiber strain sensor was attached to the inner casing and
was supplied with back-tension as it was lowered into the well. After the sensor
is lowered to the desired depth, cement fills the annular region between the inner
and outer casings to complete the installation. Note: not shown are valves and
other surface fixtures giving access to the borehole. The scale is also severely
exaggerated.
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to ocean deployments that require a detailed description. For the moment, we save

most of that description for Chapter 3.

2.3.2 Longevity

Longevity of the sensor is important due to the high cost of construction.

In most geophysical environments, the optical fiber cables are subjected to signifi-

cant hydrostatic pressures. Deep borehole deployments are also subjected to high

ambient temperatures, often exceeding 100◦C, in the presence of highly corrosive

fluids. Our cable design has experienced a good but not perfect performance in

these environments.

Table 2.1 summarizes the deployments we have carried out and the longevity

of the fibers in the three environments in which we have worked (land boreholes,

ice boreholes, and horizontally along the seafloor.)

Of all our installation environments, the Antarctic boreholes of Zumberge

et al. (2002) were the most benign, despite the extreme cold. They armed ten

boreholes, each containing two fiber cables. Ice temperatures typically ranged

from −20◦C at the surface of the ice sheet, warming to about 0◦C at the lowest

point, just above the bedrock. After the drilling transient temperature dissipated

the temperature in the ice was stable to millidegrees. Repeated optical time-

domain reflectometer (OTDR) measurements revealed no changes in the optical

fiber properties other than the lengths due to strain. Strain rates measured 229

µε/year1.

Just as deployment of our strain sensors in land boreholes was more com-

plicated than in ice, there are also greater problems to longevity. At SAFOD, we

installed two loop strain sensors, one to a depth of 864 m, and another to 782

m. Each of these cables terminates at its lower end in a pressure case containing

the two fibers fusion spliced together. This creates a loop. Since the splices were

done on site atop the drill rig, they are relatively high in loss compared to typical

results in the laboratory. These pressure cases were then bolted to fixtures which

1Strain is unitless, but is typically given a unit such as a µε, or microstrain, meaning ∆l/l =
10−6; similarly, a nanostrain of 1 nε corresponds to ∆l/l = 10−9.
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we welded to the exterior of the inner well-casing. Once the inner casing and strain

sensor were lowered to their target depths, we opened the upper ends of the cables

and we epoxied the fibers to the stainless steel tube at a point destined to rest at

about 10 m below the ground surface.

OTDR measurements made on the SAFOD strain cables at different times

showed no significant degradation to the cables or splices for the first 2.8 years

following installation. The 864 m optical fiber cable ultimately did fail during

subsequent drilling and installation of other sensors within the 24-cm-diameter

inner casing. The mode of failure was degradation of the splice at the lower end

at 864 m depth. The 782 m sensor remains operative.

We employed an identical deployment scheme at LVEW; rather than use

a splice at the lower end of a single cable, however, we formed a loop of cable

on two separate spools and attached the loop to the lower termination point.

This circumvented the need for a splice housing at the bottom depth of 2125 m.

Despite eliminating the deep splice, Figure 2.5 demonstrates some degradation to

this cable. Prior to deployment, we checked the cable with the OTDR and found

what we consider normal attenuation of a few tenths of a dB/km. Twelve hours

following installation, a visible fault-finder test – which simply involves directing

visible light from a laser into the cable and witnessing it return through the far end

– revealed the installation was without fault. We accessed the cable three months

following installation in order to attach the length measuring optics; at this time,

we discovered attenuation of around 2.5 dB between the top and the bottom of

the sensor, or 5 dB round trip. This attenuation, however, does not appear to

increase over time. Figure 2.5 shows OTDR results from 2.5 years following the

initial measurement, and the attenuation curve appears the same2.

In both the LVEW and SAFOD installations, we added optical fibers other

than whose OTDR results are shown in these tables and figures. We configured

these fibers as Mach-Zender interferometers. In this configuration, a 2x2 coupler

split the light from the down going fiber into two arms. A second 2x2 coupler

subsequently recombined the light in the same pressure case. One of the two arms

2The offsets in this figure between November 2004 and July 2007 are arbitrary, added for
clarity. There is no increase in relative loss over time.
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Figure 2.5: OTDR records from the “loop” cable at 2125 m depth at the LVEW
observatory. Attenuation exists over the depth of the sensor. Attenuation does not
worsen with time. Note: the offsets between the November 2004 and July 2007
measurements are arbitrary and were added for clarity.

made a loop farther down the borehole, thereby forming a deep, short strain sensor.

Our intended advantage in this configuration was to isolate a strain sensor far below

the surface, which would lessen surface temperature contamination. Neither of the

Mach-Zender configurations survived. OTDR measurements indicated that both

2x2 couplers within the pressure housing failed within a few months of deployment.

Optical epoxy was relied upon to bond the fibers to the 2x2 couplers, and we

believe that epoxy likely could not withstand the harsh thermal environment. The

temperature at the failure point in the LVEW borehole is 103◦C (2125 m depth).

At SAFOD, the temperature at the failure point is 64◦C (1320 m depth).

2.3.3 Optical length measurement techniques

The strain sensor is not complete without an optical system capable of mea-

suring changes in length. We have developed two types of optical methods to sense

variations in the optical lengths of our optical fiber strainmeters. The first used in-
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terferometry. This results in extremely high strain resolution. The second method,

that used by an EDM, employs a time-based measurement to determine length.

This second method has advantages to the interferometric method depending on

application, but its resolution is limited.

Interferometry

We have developed several geophysical instruments that rely upon interfer-

ometry to track small displacements. Our requirements are the ability to resolve

displacements on the order of picometers while observing displacements that may

actually span several centimeters. To fulfill these requirements, we use a digital

signal processor (DSP) based optical fringe resolver (Zumberge et al., 2004).

We form an optical fiber Mach-Zehnder interferometer in our borehole at

SAFOD. One arm of the interferometer is the borehole loop fiber, and the other is

a short reference arm at the surface. We modulate the optical path difference to

obtain a second fringe signal in quadrature with the direct fringe signal. We then

input the two fringe signals into a fast A/D converter. A custom algorithm in the

DSP samples the quadrature signals and continuously updates the parameters of

an ellipse that characterizes the fringe pattern. At the same time, the algorithm

instantaneously computes the optical phase.

Advantages of this method include extremely high resolution – picometers –

along with linearity and wide dynamic range. There are also some limitations. This

system requires continuous electrical power of several tens of watts to operate the

laser, analog electronics, DSP, and the computer for logging, as well as sending the

data to our offices via telemetry. If the data stream is interrupted for any reason,

such as the laser light briefly dropping out, there is no way to bridge the gap other

than interpolation. It becomes a purely relative measurement. In locations where

such constraints are trivial, interferometry would be the preferred method, as it

allows observations of dynamic strains sampled at many Hertz.
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Electronic Distance Meter

EDMs are surveying tools designed to measure distances to remote reflec-

tors. They work by timing the round-trip travel time of light through the atmo-

sphere. Most EDMs emit intensity modulated infrared light and can collect returns

from reflectors placed several kilometers distant. The most accurate EDMs can

determine the distance to a reflector a few kilometers away to within ± 1 or 2 mm

(Rüeger, 1990).

These instruments are designed to measure distances through the atmo-

sphere. They can be modified, however, to measure the length of an optical fiber

by focusing the emitted beam into the fiber’s core and then coupling the light

emerging from the fiber’s return end into the EDM receiving optics. The differ-

ence in index of refraction between the atmosphere and the optical fiber and its

effect on length, as well as its dependence on strain and temperature, must be

taken into account (see, e.g., Zumberge, 1997). We cover these issues in greater

detail in Chapter 3.

Whereas interferometric strain sensors are sensitive to strains on the order

of nε, EDM methods are sensistive to at best 1 µε. This limit is adequate for some

applications. Furthermore, several experiments examining optical fibers at long

periods reveal that the inherent stability of an optical fiber’s index of refraction

is around one part per million per year (Zumberge and Wyatt, 1988). The EDM

precision is on par with that specification.

The modest precision and lower sampling rates of EDMs are their main dis-

advantages for being the length measuring element of an optical fiber strainmeter.

Their advantages are low power and the ability to provide absolute length mea-

surements, as opposed to simply changes in length. EDMs require a few seconds

and electrical power on the order of 3 watts to determine the length of an optical

fiber. Since they make absolute measurements, EDMs can be turned off, thereby

conserving power, or completely removed from the sensor for an indefinite time

period without losing the absolute strain record. In choosing to use an EDM, how-

ever, it is important to consider what types of signals are desired to be observed,

as it is unlikely to be useful for high frequency signals.



22

Much of previous work using EDMs by the Zumberge Gravity Laboratory

utilized a Leica DI2002, which is no longer manufactured. We have since developed

systems that use a Dimetix DLS-A 15, particularly for use in a seafloor strainmeter

system (see Chapter 3.) Data from each EDM are presented in the following

sections. The choice of EDM does not necessarily matter; however, it is best to

use the same EDM over the longevity of a strain sensor in case there is bias in the

absolute accuracy.

For over ten years, the Zumberge Gravity Laboratory has tested the length

stability of a sample optical fiber in their laboratory. They wound 500 m of optical

fiber onto a 15-cm-diameter brass mandrel, which was isolated in storage in 1997.

We frequently measure the length of this fiber with an EDM (and the temperature

of the mandrel using thermistors) to track the stability of this metrologic technique.

The results of this ongoing experiment are plotted in Figure 2.6. We consistently

observe a stability of slightly better than 1 ppm per year.

2.4 Results from interferometric borehole sen-

sors

We next present initial results from our deep borehole installation at the

SAFOD borehole. SAFOD is adjacent to a major fault zone near Parkfield, Califor-

nia, that is of high interest to the earthquake hazards community. Greater details

regarding hazards at Parkfield and SAFOD are in Chapter 4. In this section, we

focus on initial results that demonstrate the operation of the sensor.

Installation of the strainmeter occurred on October 2 and 3, 2004. Several

cables immediately broke due to an unexpected protrusion in the “blowout preven-

ter” at the surface of the borehole. We required on-site splices of several severed

cables, complete with fusion splices of the fibers and epoxy-based penetrations of

the cables into the splice pressure cases. Our target strain depth was initially 1320

m; because of cable breaks and the earlier failure of the 2x2 couplers, however,

we only preserved two fiber loops: one to a depth of 864 m, and another to 782

m. Data here is from the deeper loop installation, although most of the data in
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Figure 2.6: EDM measured lengths of a reference fiber wrapped on a mandrel in
our laboratory. Following assembly of the mandrel, there was initial relaxation in
the fiber’s length, but the cable has been stable to 1 ppm/year over the following
decade.
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Chapter 4 is from the 782 m deep assembly.

A small trailer near the well-head contains the interferometer laser and

electronics. Conduit housing optical fibers run from the trailer to the wellhead.

Mounted to the wellhead is a junction box where a pair of 2x2 couplers and a PZT

modulator form the Mach-Zehnder interferometer. One arm of the interferometer

travels down the 782 m deep cable and back up the loop. The borehole fiber is

tensioned between the deep turnaround and a point 9 m below the surface, where

it is fixed to the well casing. The short, roughly meter in length reference arm of

the Mach-Zehnder interferometer is coiled within the junction box. This arm is

fully exposed to surface temperatures which may require compensation due to the

aforementioned temperature dependence on the index of refraction.

Figure 2.7: A strain record from the 864 m deep interferometer at SAFOD during
a nearby (5.3 km) magnitude 2.8 earthquake.

Figure 2.7 shows the observation of dynamic strains from a magnitude 2.8

earthquake located 5.3 km away from SAFOD. This record is interesting. Note

the low noise in the record before the arrival of seismic energy. The power spectral

density of the noise at 1 Hz is less than 0.01 nεHz−1/2. There is an apparent offset,

or permanent strain induced by the local earthquake dislocation, of about 3-4 nε

in the record. Observations of this offset and more for other events are discussed
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in Chapter 4.

Surface temperature variations become problematic at longer time scales.

Figure 2.8 shows a one week record of strain. Surface air temperatures at the

site varied with a peak-to-peak amplitude of 23◦C over this interval. Variations

in laser wavelength are responsible for much of the daily noise; since this effect

is experienced in both the reference and borehole arms of the interferometer, we

can subtract the laser influence from the reference arm to correct the signal. The

impact of temperature on the fiber itself, however, remains problematic. As of

this date, we do not have a simple way of correcting for these temperature effects.

The event late in day 149 occurs when 1000 psi of pressure was released from the

borehole and is likely the result of both strain release and temperature change.

One of our goals is to record strain tides whose amplitudes are a few tens of nε.

Further work on the system is intended to reduce noise by adding appropriate

thermal insulation and improving the laser system.

Figure 2.8: The strain record from the 864 m deep SAFOD interferometric in-
strument over a once week period. Noise is primarily associated with temperature
change.
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2.5 Results from EDM based borehole sensors

The Zumberge Gravity Laboratory has used EDMs to monitor strain in both

the Antarctic and LVEW boreholes. In the Anarctic ice sheet, 20 fibers extending

to a maximum depth of 985 m were installed in the hot-water drilled boreholes in

the ice (Zumberge et al., 2002). Annual EDM surveys of the fibers occurred over a

four year period. They observed strain rates as high as 229 µε/year. RMS length

residuals of the fiber lengths were 2.4 mm.

The LVEW installation is at an active volcanic region near Mammoth Lakes,

California. As mentioned earlier, the LVEW setup utilizes a loop cable extending

from the surface to 2125 m depth. There are no splices in the cable and its loss

attenuation with depth was shown in Figure 2.5. In November 2004, we installed

a Leica DI2002 EDM and data logger that sampled the cable length every three

hours. We continued this operation for eight months. Significant noise occurred in

the record during the final 1.5 months of continuous EDM operation. We made no

further measurements until July 2007, when we made a manual, campaign style

measurement with the EDM. This record is shown in Figure 2.9. The noise data

in mid 2005 are anomalous; the 2007 data point would align with the trend of

the quiet data (from late 2004 to early 2005) preceding the noise. An important

consideration is that small changes in the alignment of the optics could result in

tens of mm of variation. Zumberge (1997) previously observed the phenomena in

the laboratory, although to a much lesser extent. In addition, the attenuation of

the cable with depth likely exacerbates this effect. The intensity of the return light

is barely adequate for the DI2002 EDM to make a length measurement. The record

suggests a shortening of the cable of three parts in 105 over the three year interval.

To determine if this shortening is real, we would need to make a temperature

correction. A temperature profile of the borehole was obtained in May 2000. A

second profile would be necessary to observe any large temperature differences so

we could correct the record.



27

Figure 2.9: An EDM record from the 2125 m deep loop cable at LVEW.

2.6 Results from EDM based seafloor sensors

2.6.1 Overview

Many desirable locations to monitor deformation lie beneath the ocean sur-

face. Most of the world’s plate boundaries are underwater, including ocean ridge

spreading centers and slab subduction. The seafloor is also littered with landslides

and mudflows on continental slopes that in some cases possess the potential to

generate tsunami. Monitoring regions of potential failure are an important part

of tsunami mitigation efforts. Additionally, there are growing geotechnical appli-

cations related to hydrocarbon production, where monitoring seafloor movements

may be useful for both hazard assessment and reservoir management. To address

these applications, we have developed an optical fiber seafloor strainmeter that uti-

lizes an EDM. Our success towards this goal has been limited. We have attempted

to deploy seafloor strainmeters offshore La Jolla, California as well as in the Santa

Barbara Basin, California. As an introduction, in this section, we describe general

aspects of sensor development and some of the challenges we have faced. Details

regarding the specifics of the Santa Barbara deployment are in Chapter 3.
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The Zumberge Gravity Laboratory previously developed a prototype sen-

sor consisting of a 503-m-long optical fiber cable stretched between two concrete

weights places on the seafloor, at a water depth of 1100 m off the coast of San Diego,

California. They used a dynamically positioned ship to hold positions while we

lowered the two concrete weights to the seafloor. One anchor held a spool of cable.

Attached to the other anchor was the EDM and recording electronics in a custom

designed pressure case. The fiber ran between both anchors, penetrating the EDM

pressure case. Both anchors were initially set on the seafloor. The anchor hosting

the active electronics was then moved laterally, thereby pulling the cable out from

the spool. Drag on the spool provided our required back-tension. Careful and slow

maneuvering of the ship enabled a 1/2 m stretch to be applied over the 503-m

length of cable before the second anchor was set in the sediment. This maneuver

resulted in a taut optical fiber cable laying between the two anchors. This particu-

lar location was a flat, featureless, sediment-draped surface, chosen specifically for

its suitability for a test.

The EDM sampled the length of the cable every three hours. After two

months, they uploaded the data to the surface using an acoustic modem. Figure

2.10 shows the record from this experiment. They observed an initial settling of

the fiber into the sediment over the first couple weeks, but over time, the length of

fiber was reproducibly observed. They expected no geophysical strain to accumu-

late at this test site and EDM measurements made before and after deployment

demonstrated that the fiber was appropriately tensioned. They observed an 8 mm

shortening with an exponential relaxation with roughly a 20 day time constant.

This was most likely from the relaxation of the cable in the sediment. Scatter

around the exponential fit is less than 1 mm. After 100 days, the slope of relax-

ation was projected to be less than 1 mm per year. The success of this prototype

sensor is the basis for a more advanced system that we developed in the next

chapter.
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Figure 2.10: The EDM record from a 503 m long optical fiber cable positioned on
the seafloor offshore San Diego, California.
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2.7 Conclusions

Optical fibers are useful as strain sensors in geophysical applications and

are a viable alternative to other methods such as laser-vacuum strainmeters or

volumetric-fluid or capacitance strain sensors (Agnew, 1986; Linde and Sacks,

1995). Optical fibers can be deployed at lengths up to several kilometers in a

variety of harsh environments such as ice, sea water, and the high temperatures,

pressures, and corrosive fluids in deep boreholes. Limitations to precision at long

periods are mainly due to the large temperature coefficient of the optical fiber’s

index of refraction and potentially, aging and degradation of the fiber. These fac-

tors are unavoidable in any sensor without resorting to an evacuated path (Agnew,

1986). At short periods, however, strain noise in an optical fiber may be signif-

icantly lower than a tenth of a nanostrain. Fibers survive for periods of several

years in the extreme environment of a borehole and have shown no signs of contin-

uing degradation. In the following chapters, we discuss applications of our optical

fiber strain sensors to specific studies of geohazards: slope stability in the Santa

Barbara Basin (Chapter 3), and earthquake hazards at SAFOD (Chapter 4).
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Chapter 3

FOSS: A fiber optic seafloor

strainmeter

3.1 Abstract

We develop a Fiber Optic Seafloor Strainmeter (FOSS) to monitor defor-

mation across a potentially active (via downslope creep) headscarp of a future

submarine landslide in the Santa Barbara Basin (for geologic details of this region,

see Chapter 5.) The strainmeter uses an electronic distance meter – or EDM –

to interrogate the length of the optical fiber, which is stretched between two steel

anchors on the seafloor. The system is capable of detecting changes in length of

a fiber to less than 1.5 mm. We designed a method to bury the fiber cable in

the seafloor sediments to protect it from environmental influences using a towed

sled with mechanical releases of the steel anchors. The system includes an acoustic

modem for periodic data offload. In this chapter, we discuss in detail the physics of

optical fibers, the influence of temperature on length measurement, possible pitfalls

(and solutions) of the EDM, and the details of the deployment design. We were

unsuccessful in deploying a working sensor but were able to diagnose the problems

with the deployment system. Several working sensors remain in our laboratory

and we hope to revisit the problem in the future.
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3.2 Introduction

Monitoring deformation of the Earth is possible using a variety of tech-

niques. Satellite methods such as laser altimetry, InSar, and the Global Positioning

System (Rees, 2001; Blewitt et al., 1992), surveyor tools including electronic dis-

tance meters and total stations (Langbein, 1989), and even continuously recorded

laser strainmeters (Wyatt et al., 1994) are all used to monitor centimeter or less

movements on the Earth’s surface over baselines from meters in length to sev-

eral hundred kilometers. These techniques are well developed on land, but many

tectonically interesting provinces and environmentally sensitive areas of economic

activity, such as hydrocarbon production, are located offshore. With ocean cover-

ing nearly 71% of the Earth’s surface, there are large gaps in deformation coverage.

Electromagnetic energy, the basis of EDM and satellite technologies, attenuates in

seawater. Other monitoring methods are therefore required. One successful tech-

nique is to use acoustic methods (see, e.g, Chapter 5), which can measure seafloor

displacements to the precision of a few cm over kilometer baselines (Chadwick

et al., 1995; Spiess et al., 1998).

The field of fiber optics presented in Chapter 2 is yet another technique

that has the potential to measure geophysical deformation on the seafloor to near

millimeter absolute accuracy. Seafloor spreading, movement across faults, and

monitoring of seafloor cracks that might represent actively forming headscarps of

imminent submarine landslides are all seafloor phenomena to which optical fiber

strain sensors could be applied within the oceans.

In this chapter, we describe the development and attempt to deploy a Fiber

Optic Seafloor Strainmeter (FOSS) that monitors the length of an optical fiber on

the ocean bottom. FOSS is an outgrowth of the EDM sensor described in Chapter

2, an earlier attempt to develop a seafloor strain sensor.

3.3 Physics of optical fibers

An optical fiber is small, flexible, requires no electrical power, and can

transmit large quantities of information along its path with little attenuation.
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These features, along with certain physical properties, allow an optical fiber to

be used as an environmental sensor. Temperature, pressure, strain, and other

parameters can all be measured using optical fibers (Butter and Hocker, 1978;

Hocker, 1979; Zumberge et al., 1988; Zumberge and Wyatt, 1998; Zumberge et al.,

2002).

An optical fiber is comprised of a core (glass which carries an impulse of

light,) cladding (glass which reflects light back into the core, forming a wave guide,)

and a protective buffer coating. Due to the index of refraction of the glass core,

the physical length of a fiber (L) will appear optically (Lop) as

Lop = nL, (3.1)

where n is the refractive index. If the fiber is strained, it will undergo a physical

(and thus optical) change in length but the refractive index also changes. The

change in optical length will go as

∆Lop = n∆L+ L∆n. (3.2)

The change in refractive index ∆n depends on the material properties as well as

the amount of strain. According to Butter and Hocker (1978),

∆n = −1

2
n3

[
∆L

L
(1− µ)p12 − µ

∆L

L
p11

]
, (3.3)

where µ is the Poisson ratio for the fiber and pij are elements of the strain-optic

tensor. Substituting into the expression for ∆Lop we have

∆Lop = n∆L− 1

2
n3 [(1− µ)p12 − µp11] ∆L (3.4)

= (n− k)∆L (3.5)

= ν∆L, (3.6)

where k = 1
2
n3 [(1− µ)p12 − µp11] and ν = n − k. For typical values of n = 1.48,

p11 = 0.113, p12 = 0.252, and µ = 0.16 (Bertholds and Dändliker, 1988), we are

left with k ∼= 0.31 and ν ∼= 1.17.

A fiber’s optical length also changes as a function of temperature (T ). The

material properties of n make it temperature dependent and the fiber core will
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undergo a slight thermal expansion. If the fiber is anchored to the Earth, only the

optical length is temperature dependent, as the physical length can only change

as the Earth changes. It therefore follows that dL/dT = 0. Taking the derivative

with respect to temperature of Lop = nL, we have

dLop
dT

= n
dL

dT
+ L

dn

dT
. (3.7)

Since dL/dT = 0, we can write

α =
1

L

dLop
dT

=
dn

dT
. (3.8)

This results in

∆Lop(∆T ) = αL∆T. (3.9)

Zumberge et al. (1988) empirically determined that α = 1.2 × 10−5◦C−1. In the

above expressions, ∆T is the change in temperature, and L is the original fiber

length (measured at some reference temperature).

As a demonstration of temperature’s effect on apparent length, we examine

temperature variations in the Santa Barbara Basin, where we desired to deploy

three FOSS cables of lengths 250, 500, and 750 m. Using a decades worth (1993-

2002) of conductivity, temperature, and depth data (CTD) within the Basin, we

bin temperatures in 20 m depth intervals. The mean and standard deviation of

these bins is in Figure 3.1. We use the standard deviation as an average measure

of reasonable, long period annual temperature fluctuations as a function of depth.

This allows us to evaluate the theoretical temperature effect on optical fiber length

for each cable. For cable lengths of 250, 500, and 750 meters, we expect 1-3 mm

variation to occur in the fibers’ lengths due to seasonal changes in temperatures.

These results are in Figure 3.2. By simultaneously recording seabottom temper-

ature, we can correct these apparent length changes to obtain the true physical

length.
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Figure 3.1: CTD data for the Santa Barbara Basin, from the Center for Coastal
Studies at SIO. We placed temperature data in bins corresponding to 20 m depth
and averaged the values. The standard deviation of temperature value in each bin
is the uncertainty.

Figure 3.2: Theoretical optical length change due to temperature perturbations at
depth in the Santa Barbara Basin.
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3.4 Sensor components

3.4.1 Optical Fibers

Straining the fiber, as previously noted, will alter the refractive properties

of the core and cladding. Recall that

∆Lop = ν∆L,

where ν ≈ 1.17. We desired to experimentally verify this relationship for our choice

of fiber and EDM. First, we stripped the polyeurethane away from the steel jacket

and applied a nicropress crimp to the steel, before scoring the jacket and removing

a section from the underlying fibers. We next we applied epoxy to the fibers as

they exited the steel. We repeated this process for the other end of the cable.

Once the epoxy cured, we spliced temporary connectors to the ends of

the fiber and attached ratchet straps to the crimps. We then stretched the fiber

horizontally using the ratchet straps and recorded the applied tension, physical

length change, and optical lengths using the EDM. This procedure resulted in an

empirical value of ν = 1.1792 (Figure 3.3.) One problem with this experiment was

the horizontal stretching of the cable, as the cable itself possessed a non-negligible

weight and formed a catenary in this orientation.

We took another section of cable and completely removed the fibers from

the steel jacket. The weight per unit length of the fibers themselves is much

less than the accompanying steel jacket and polyeurathene buffer. We wrapped a

fiber around a circular post so that we had two equal lengths and applied epoxy

to the fibers and a translation stage capable of 0.001 inch displacements. We

then systematically deformed the fiber in 0.001 inch increments and measured the

optical length using the EDM. Using this setup, we both stretched and relaxed the

fibers to determine ν. Stretching produced ν = 1.1776 and relaxation ν = 1.1811

(Figure 3.4.) These experimental results verify the earlier relationship, and we can

thus express physical length change as

∆L =
∆Lop
1.1776

. (3.10)
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Figure 3.3: Results of tensioning an entire FOSS cable. There is a clear linear re-
lationship between optical length change and physical length change; any observed
optical length change can therefore be converted into physical length change and
geophysical deformation on the seafloor

Similar experiments need not be performed on every cable, but they should be

performed on each type of fiber from each vendor to ensure the correct coefficient

will be used in a strain experiment.

3.4.2 Electronic Distance Meters

An electronic distance meter – or EDM – is a surveying tool used to measure

distance between benchmarks. Most EDMs transmit an amplitude (or intensity)

modulated optical beam. The beam reflects off some distant target and then re-

turns to the EDM. The EDM takes the return signal and determines the relative

phase of modulation in the returned light with respect to the incident beam. Es-

sentially, the distance is calculated from the round trip travel time of the optical

signal and the speed of light.

Although EDMs are designed for use in the atmosphere, through modifi-

cation, they can be coupled to a fiber optic cable and can therefore measure the

optical path length of the fiber (which can be converted to physical length via the

above discussion.) The surveying market has driven the development of the EDM

and as a result they are commercially available and typically possess high precision,
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Figure 3.4: More systematic and accurate results for the relationship between
physical and optical length change.

small size, and low power requirements (Rueger, 1990). In previous experiments,

the Zumberge Gravity Lab used the WILD DI2002 EDM for seafloor and ice-sheet

fiber strain measurements. The Wild DI2002 had a precision of 1-2 mm up to

baselines of several kilometers.

Unfortunately, the DI2002 was discontinued by the manufacturer and we

had to discover a comparable performing EDM. After examining several products,

we chose an EDM from Dimetix instruments that operates in the visible spectrum,

the DLS-A. The DLS-A has an accuracy of ±1.5 mm (in air) and a precision of 0.1

mm. The laser diode is 620-690 nm (red) and is a class II (<0.95 mW) instrument.

Commands and data can be transmit and received over an RS232 serial interface.

The instrument can measure length, temperature, and signal strength of the return

light (Dimetix, 2004).

Figure 3.5 shows how we coupled the output of the EDM to an optical

fiber using a non-contact style laser-to-fiber coupler from OZ optics (with APC

connectors.) The coupler has a small lens that focuses incoming light into the core

of a fiber with an APC connecter. The return light similarly exits the same style
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EDM Non-contact laser to fiber 

coupler with APC connector

Fiber

Figure 3.5: Electronic distance meter, CF2, and tiltmeter. Light from the EDM is
coupled into the optical fibers using a non-contact style laser-to-fiber coupler and
returned through a similar device.

coupler and is focused into the receiving optics of the EDM.

Diagnostics

There are some peculiarities to the Dimetix EDM that impact the overall

system design and performance. These include how to optimize the return light,

the effects of temperature, and the phase of the returning light.

For example, the instrument is sensitive to the signal strength of the return-

ing light. Too high of an intensity, and the EDM generates an error; too little, and

it cannot operate. Tests indicate that relative signal strength values of 1000-10000

mV are generally stable and produce repeatable length measurements. While the

EDM will produce reliable length measurements for signal strength values higher

than 10000 mV, the sensor saturates and produces errors with small perturbations

in alignment once that region is reached. Signal strengths less than roughly 1000

mV (to a low of around 10-20) will produce length measurements, but the apparent
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Figure 3.6: Varying the EDM signal strength results in a large variation in apparent
length for signal strengths < 1000.

distances in this region have poor repeatability.

We demonstrate this effect in Figure 3.6 for signal strengths < 1000. We

varied the signal strength by turning the adjustment screws on the return laser-

fiber coupler, thereby de-tuning the optics. Signal strengths greater than 1000 mV

produced RMS variations in length measurements of less than 2 mm, whereas a

signal strength less than 1000 mV resulted in repeatability on the order of 4 mm to

1 cm. At first, we thought this might have something to do with the polarization of

the outgoing EDM light being returned with a narrow focus. We attempted to use

a polarizer to decrease the return signal strength, but polarizers possess a small

“wedge angle” which slightly deflected the beam and prevented it from efficiently

coupling light into the small diameter fiber core. The mounting design did not

allow for the placement of the polarizer between the EDM and the return coupler.

Because both too much and too little light produces errors, it is important

to tune the optics in such a way as to avoid these possibilities. First, we maximized

the outgoing light coupled into the fiber by turning the adjustment screws until

the light from the return fiber, which we attached to an external signal strength

detector, was maximized. Next, we attached the return connector and tuned its

optics until the EDM signal strength saturated at the highest value and produced
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an enumerated error through its RS232 connection. We then removed one of the

fiber connectors and coupled it to various inline attenuators with APC connectors

(i.e., 2 dB, 5 dB, etc), which we then reconnected to the optical mounts. For each

attenuator, we would retune the optics such that the return light was maximized.

We repeated this process adding a different valued attenuator or a combination in

series until the return light optics were optimized, but the signal strength was in

a stable regime (typically 2000 - 8000 mV).

Another potential problem with the Dimetix EDM is a “wrapping” effect.

Roughly every 250 m of physical length, the length measurement returns to zero

(Figure 3.7.) The EDM uses phase modulation to determine time of flight delay

and thus length, and when the phase reaches 360◦ it returns to zero, and therefore

zero distance. For lengths greater than integer multiples of 250 m, the EDM

does work, but the returned length measurements are only relative to something

approximating Ltrue ≈ 250n + Lreturned, where n is an integer from 0, 1, 2, etc.

Changes in length, however, are absolute, since dn/dt = 0 . We can accurately

observe strain, but in choosing the cable length for the seafloor, we must make

sure that the initial length is not near the boundaries of this wrapping effect. We

find empirically that 5-10 m greater and 50 m less is generally sufficient.

An additional test included examining the effect of temperature on the

EDM. As noted, temperature changes the refractive properties of a fiber and there-

fore the optical length. The EDM electronics may also suffer a temperature effect.

To explore this possibility, we surrounded the EDM with heater tape (attached to

a timer) and enclosed both the EDM and tape in an insulated box. The EDM was

connected to a fiber wrapped around a mandrel also in an enclosed, insulated box.

A thermistor recorded the temperature of the mandrel which was subject only to

room temperature fluctuations.

We recorded EDM temperature using its built in temperature sensor, along

with the fiber length and fiber temperature over several forcing cycles. The re-

sults are displayed in Figure 3.8. We first correct the observed fiber length for

fiber temperature using the earlier analysis, and then determine the relationship

between the corrected fiber length and the EDM temperature. The results suggest
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Figure 3.7: The Dimetix EDM has an interesting wrapping feature. Due to phase
modulation approaching 360◦ and returning to zero, length measurements also
return to zero around integer multiples of 250 m. Measured lengths for distances
greater than 250 m are therefore relative, but length changes are absolute.
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a linear relationship. We can then perform another correction to the observed

fiber length to obtain the total corrected length (which removed both EDM and

fiber thermal effects). The EDM-temperature correction coefficient is dependent

on the fiber’s actual physical length and will change from fiber to fiber, but the

correction is straightforward as long as we have accurate indicators of fiber and

EDM temperature and there are not physically induced length changes. It should

be straightforward to apply similar corrections on the seafloor where tempera-

ture variations are significantly less and forcing occurs on the order of months as

opposed to hours.

3.4.3 Computer Hardware

We desired a low power computer that will interrogate the EDM and store

data. Our choice of a Persistor CF2, an off the shelf single board computer specif-

ically designed for low power applications along with occupying a small volume,

best fit our needs. The CF2 uses removable compactflash card with up to 4GB

space for data storage. It measures only 2.5” by 2.0” by 0.7” in size, draws only

10µA of current in suspended mode and 250µA in online mode. Additionally, it

attaches to stackable mating boards.

3.4.4 Communications

The CF2 persistor can theoretically record data as long as the flash card has

available memory and the battery supplies sufficient power. Retrieving the data,

however, requires a physical connection to the CF2, physically removing the flash

card, or interrogating the persistor using an acoustic modem. We intended to use

FOSS for geodetic monitoring for periods greater than one year and desired data

retrieval at periods of several months to assess and respond to any deformation and

to observe the instrument’s reliability. Our best option was therefore an acoustic

modem.

Computers process information represented in a digital format of 1’s and 0’s,

corresponding to the presence or absence of an electronic signal. This flow of digital
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(a) (b)

(c) (d)

(e) (f)

Figure 3.8: Results of an experiment to determine the affect of temperature on the
EDM. The EDM was placed in an insulating box with a forced temperature and
the fiber was isolated subject to room temperature. We recorded: (a) fiber length;
(b) EDM temperature; and (c) fiber temperature. Corrections can be made for (d)
fiber temperature effects so we can determine (e) the effect of temperature change
on the EDM. (f) shows the total corrected length, accounting for both of these
effects.
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information, or telemetry, is converted into sound using a modem, which stands

for modulation/demodulation. The modem modulates the digital signal of 0’s and

1’s into an analog format of different frequencies within a defined bandwidth. The

frequency format can then be transmitted as electrical signals over telephone lines,

a well defined microwave, or, in our example, acoustically through water.

Using water as an acoustic transmission medium is a significant departure

from the benign medium of a shielded wire. Electrical signals transmitting on a

phone line travel at the speed of light, whereas sound propagates through water at

a speed of roughly 1500 meters per second. This distinction directly impacts the

baud rate – the number of bits per second the modem can generate and receive

– and the proximity in which signals can be sent and understood at the receiving

end of transmission. Temperature and salinity changes in the ocean environment

can also affect transmission. Signals deteriorate over distance. On land signals

are strengthened at network facilities along a cable’s path, but no such facilities

exist in the ocean and the signal deteriorates over a shorter baseline, effectively

requiring the receiver to be within a range of only a few kilometers depending on

the frequencies transmitted.

More importantly, the ocean is an open channel vertically bounded on the

bottom and surface, but essentially infinite in the other directions. Sources of

noise contaminate the channel, some anthropogenic such as commercial activity

or the operating research vessel. An open medium allows for multiple paths from

the transmitter to the receiver. Acoustic reflections off the bottom, surface, or

the hull of the ship: all are echoes that will partially arrive during the primary

signals reception. These multipath signals must be removed from the incident

signal to ensure proper interpretation. We chose a commercial acoustic telemetry

modem from Teledyne Benthos, a company specializing in subsea acoustics and

applications.
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Figure 3.9: FOSS components. A fiber is stretched between two anchors. Attached
to the rear anchor are the Node (Node components shown in Figure 3.13), EDM,
modem transducer, and battery. The front anchor hosts the turnaround pressure
case, where the fiber is spliced together (Figure 3.10).

3.5 Assembly of components

FOSS monitors the length of a fiber stretched between two anchors. Figure

3.9 shows an illustrative layout of the components. Attached to the one anchor

(known as the front anchor) is a small stainless steel pressure case (turnaround

case). The fiber enters the pressure case through a bulkhead penetrator. Figure

3.10 shows how the fiber enters the bulkhead penetrator which is screwed into the

pressure case. The cable is threaded through the penetrator. The polyeurethane

buffer is then removed and a compression sleeve is crimped onto the steel jacket

so that the cable cannot be pulled backwards out of the penetrator. The forward

exposed part of the steel jacket is also removed exposing the two fibers. We then

stripped an ≈ 1/4 inch section of the fibers that were within the penetrator cavity

of the 250 m acrylate buffer to expose the bare glass fiber. The entire cavity of the

penetrator was then filled with epoxy capable of withstanding the expected ocean

bottom pressures to seal the entire cable from seawater penetration. The remote

ends of the buffered fibers were then spliced together to form the continuous loop.
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Spliced fiber

Bare fibers

(stripped)

Epoxied cavity

Figure 3.10: The remote end of the fiber is epoxied to a penetrator and the two
fibers within the stainless steel jacket are spliced together. The spliced fiber is
then put into a small stainless steel pressure case, known as the turnaround case,
and the penetrator is screwed onto its end.

Mounted on the other anchor (rear anchor) are pressure cases containing

the optical components, logging system and acoustic modem board, modem trans-

ducer, and battery. The EDM is housed in an anondized aluminum pressure case

capable of withstanding 3000 m depth (Figure 3.11.) The fiber enters the pressure

case using a similar bulkhead penetrator and epoxy method as the remote stainless

steel case. The CF2, modem board (and battery), and tilt sensor are housed in an-

other pressure case (Figure 3.12) called the node. An underwater cable runs from

the EDM pressure housing to the node, and the node has additional cables going

to the modem transducer and battery pack. How the components are connected

is shown as a block diagram in Figure 3.13.

3.6 Geotechnical considerations

In Chapter 2, we presented results from an earlier seafloor strainmeter de-

ployed off of La Jolla, California. In that experiment, the cable was deposited on

top of the seafloor sediments in an area with no expected motion or other influences

such as fishing activity. To use this sensor in a location such as the Santa Barbara
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EDM

Laser to fiber couplers

with APC connector

Figure 3.11: Interior of the pressure case housing the EDM. A commercial EDM is
mounted to a plate specifically designed to couple its light into a laser-fiber coupler
within a pressure case. O-ring lined endcaps are fixed to the ends of the plate, and
the entire fixture is embedded in a cylindrical pressure case. Connectors penetrate
the endcaps for the optical fiber, data, and power

15.375

7.00

10.00

(a) (b)

Figure 3.12: (a) Pressure case (and mount to the seafloor anchor) of the Node.
Penetrating connectors breach the end cap, connecting the EDM case, battery,
and modem transducer. (b) The interior of the Node houses the modem board,
CF2-persistor, auxiliary sensor board, and tilt sensor.
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Figure 3.13: Flow chart showing how the components on the front anchor (Figure
3.9) are connected.
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Basin, further work is required to protect the cable from damage and degradation

such as wildlife and fish trawling and to insulate it from water column temperature

changes. To mitigating these risks, we proposed to bury the cable.

Communications companies and oil and gas companies have buried seafloor

cables for many years, but at extraordinary expense. Burial is often performed

using the capabilities of a commercial remotely operated vehicle (ROV.) An ap-

propriate ROV could quite easily bury our cable in the sediment and at first glance

would seem like the logical choice, but there are limits to this approach (geotech-

nical, and possibly financial given the additional expense of operating an ROV.)

An important geotechnical consideration is the cable’s trajectory. A curved,

tensioned table between two stable, anchored ends would tend to straighten if it

were able to move through sediment with low resistance. In doing so, this would

contaminate length measurements with an apparent, but not real, change in length.

Changes in distance between the two anchors are inferred from changes in the

optical path length of the cable; this inference is flawed if the cable path is time

variable. This effect may be responsible, for example, for the 8 mm exponential

relaxation witnessed in Figure 2.10. In order to abate this problem when burying

a cable, care must be made to limit the amplitude and wavelengths of any curves

in the cable’s path based on the resistive properties of the sediment.

To explore this complication, we define a coordinate system where the x-

axis is defined by the line between the two end anchors. That cable’s trajectory is

then described by a shape function y(x), where y is the displacement of the cable

from the x-axis. Following the derivation for the wave equation on a string under

tension T (see, e.g. Stein and Wysession, 2003), the perpendicular force per unit

length f⊥ on the cable at position x is given as

f⊥(x) = T
∂2y

∂x2
. (3.11)

For a given tension in the cable, we desired f⊥ to be everywhere less than some

critical value fc that is a characteristic of the sediment and the diameter of the

cable.

We determined fc experimentally. We designed a laboratory apparatus that

measured the resistant force on a rod having the same diameter as the fiber cable
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as it was forced laterally through sediment samples collected from our intended

deployment site offshore Santa Barbara, California (Chapter 5.) Figure 3.14 shows

photographs of this apparatus. We placed a 4-mm-diameter rod in the sediment

and attached it to an overhead camshaft. Small weights applied a rotation to the

camshaft and we observed how much weight was required for the rod to begin

moving laterally through the sediment. We discovered a force per unit length of

11.4 N/m (2.57 lb/m) was required to initiate creeping of the rod through the

sediment.

To examine the effect this critical force on the buried cable path, we consider

an initial sinusoidal trajectory with amplitude A and wavelength λ:

y(x) = A sin

(
2π

λ

)
. (3.12)

The maximum force per unit length on such a cable is

fmax⊥ = TA

(
2π

λ

)2

. (3.13)

The requirement that f⊥ < fc everywhere results in a critical contour given as

A <
fcλ

2

4π2T
. (3.14)

This critical contour is displayed in Figure 3.15 for values of fc = 11.4 N/m (2.57

lb/m) and T = 89 N (20 pounds). This result indicates, for example, that a cable

possessing curves with an amplitude of 2 m and a wavelength of 30 m is stable,

but it will creep through the sediment causing apparent strains if the wavelength

is only 20 m.

These results suggest that burying the cable to the specifications required

to accurately sense strain is non-trivial. Any chosen method of deployment must

lay the cable with sufficient straightness. An ROV may or may not be capable of

delivering these specifications given problems such as maneuverability when other

systems are engaged in power, or deep water currents or other issues that could

affect laying the cable’s path. To abate these issues, we designed a sled that could

be towed across the seafloor to remotely deploy the anchors and bury the fiber.
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(a) (b)

Figure 3.14: Subfigures (a) and (b) are photographs of the laboratory apparatus
we designed to measure the critical resistive force per unit length of sediment on a
4-mm-diameter cable. A 4-mm-diameter rod was place in sediment from the Santa
Barbara basin and attached to an overhead camshaft. Small weights applied a
rotation to the camshaft and we observed how much weight was required for the
rod to begin moving laterally through the sediment.

Unstable

Stable

Figure 3.15: Amplitudes of the fiber path undulations that fall in the shaded
region are too large and might causes the optical fiber cable to undergo creep. The
boundary is A = (fcλ

2)/(4π2T ), with fc = 11.4 N/m and T = 89 N.
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3.7 Deployment using a towed sled

In water depths exceeding a few hundred meters, the path of the sled on

the seafloor is a filtered version of the ship’s track. Ship motions such as heave are

attenuated, and a straight path is achievable at long wavelengths. All components

of the strain sensor initially ride along with the sled, which is displayed in Figure

3.16. Shoulder bolts and retractable pins hold two anchors (115 kg steel plates)

to the bottom of the sled. The rear anchor holds the electronics, optics, batteries,

and acoustic modem. The fiber cable is routed from a pressure case containing

the EDM and optics through a curved skag at the front of the rear anchor that

positions it 16 cm beneath the seafloor. The fiber continues to a similarly shaped

skag on the front anchor, curves back to the anchor surface, and passes through a

spring-loaded trigger to a spool that is attached to the front of the sled.

When the sled, under way on the seafloor, arrives at one endpoint of the

targeted strain site, a command from the ship releases the rear anchor. The sled

continues on its forward path leaving the rear anchor at the point of release due to

friction between the anchor and the ocean bottom. The fiber cable is then pulled

off the spool (a magnetic brake applies ≈ 20 lbs of back-tension on the cable) and

the fiber is laid in a furrow carved by the skag on the forward anchor.

At the spool end of the fiber cable, there is a small pressure case that houses

the splice to form an optical round trip between the two fibers in the cable. As

this pressure case comes off the spool, it enters the trigger on the forward anchor

and activates a spring-loaded mechanism releasing the front anchor (Figure 3.16D),

leaving the fiber tensioned over its length between the two anchors at a depth of

16 cm below the sediment surface.

We conducted extensive tests of the anchor releases and fiber deployment on

land – first on a beach – and then, in order to mimic the seafloor, we constructed

a 40 foot long trough and filled it with a mixture of beach sand and bentonite

clay (Figure 3.17.) In a half-dozen tests, both anchors disengaged from the sled as

designed and we observed no problems.

The fiber remained buried in the trough of sand and mud for a period of

four weeks where we monitored its length (Figure 3.18.) Removing the trend due
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(A) (B)

(C) (D)

Figure 3.16: Photographs of the sled. (A): sideview showing the front of the, the
spool, and the fiber. (B): sideview showing the entire length of the sled and the
rear anchor components. (C): view from the rear, showing the rear anchor and the
acoustic modem, node containing the computer and modem board, and pressure
case containing the electronic distance meter and optics. (D): close-up of the front
anchor release and spool.
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to temperature, the RMS variability is ≈ 1 mm. As a conservative estimate, we

therefore believe we can confidently observe changes in length to less than 1.5 mm

(which is the specification for measurements in the atmosphere.) We tested this

by attaching hydraulic jacks to one of the anchors and physically displacing it a

known distance. The fiber must displace an equal amount, which we confirmed

using the EDM.

The motivation for this sensor was to lay the cable across a seafloor crack

that might represent an actively forming future headscarp of a submarine landslide

in the Santa Barbara Basin. This crack is located between two hazardous landslide

complexes. Details of that study area are in Chapter 5. One hypothesis was that

the crack was the result of downslope creep of sediments. The FOSS sensor was

designed to monitor creep across the crack over a period of three years.

We embarked to the Santa Barbara Basin in November 2006 on the dy-

namically positioned ship, the R/V Roger Revelle. We equipped the sled with

an inertial navigation system measuring heave, pitch, roll, and three component

accelerations. A magnetic rotation sensor counted the revolutions of the spool to

indicate when the rear anchor released, which we issued by an electric command.

We also included a video camera positioned to watch the anchors release and spool

rotate. The sled, however, significantly disturbed the sediments when under way,

making it difficult to diagnosis the release mechanisms. We therefore included a

second magnetic proximity sensor on the front anchor as an additional indicator

of release.

In spite of previous successful tests on the beach and in the mud pit, we

were unsuccessful in several attempts at deploying the sensor with this sled. We

diagnosed all failures as due to the anchor release mechanisms becoming delayed

from forces on the anchors larger than encountered in our tests. When the front

anchor delays in its release, the result is a broken fiber cable because the forward

anchor continues to move with the sled.

We observed this in our final deployment. Using the dynamic positioning

capability of the ship, we repositioned the sled at 5 m increments and then main-

tained position, allowing the sediments to clear and to permit observations of the
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Figure 3.17: Mudpit where we tested the sled. Shown is the rear anchor (fore-
ground), the front anchor (background), and the path of the sled including the
trenched fiber.
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Figure 3.18: Four week fiber record in the mudpit. The RMS variability is ≈ 1
mm.

spool and anchors. The failure was recorded on video. It appeared that the front

anchor would delay from its release when the pressure case engaged the spring

loaded trigger. During a previous deployment attempt, the front anchor returned

with the sled and the fiber was broken at the beginning of the plate. We suspect

that the slight delay in anchor released caused the tension to build beyond the

failure limit of the steel jacket. We have developed plans to correct this problem

in the future and several working sensors remain in our lab.

3.8 Conclusions

We have developed a fiber optic seafloor strainmeter that is capable of

measuring displacement of an optical fiber between two points anchored to the

Earth to less than 1.5 mm. The system can remain on the seafloor for a period

of years if the data is periodically offloaded using an acoustic modem. Burying

the fiber is desirable and feasible via a towed sled. Due to the particulars of our

mechanical release systems, however, our sled was unable to deploy a working

instrument.
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Despite our inability to deploy a working instrument on the ocean bottom,

the potential for this type of instrument remains great. Several working sensors

remain in our laboratory and we hope to revisit deployment in the future. Given

our experiences, we recommend the assistance of an ROV in conjunction with the

towed sled to ensure deployment of a working sensor.
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Chapter 4

Observations of local phase

velocity and earthquake induced

deformation at the SAFOD

borehole, California

4.1 Abstract

We present observations from a vertical, optical fiber interferometric strain-

meter in the SAFOD borehole near Parkfield, California. The sensor detects both

teleseismic earthquakes and local events, along with coseismic strain-steps consis-

tent with theoretical dislocation models. For teleseismic events, we investigate the

possibility of determining local Rayleigh wave phase velocities beneath the borehole

by comparing the ratio of vertical ground acceleration from a nearby seismome-

ter to vertical strain. While similar studies have used horizontal components and

rotations, this is the first such attempt utilizing vertical measurements. We show

that at periods from around 16 to 40 seconds, we can recover general dispersion

characteristics that are within a few percent of models of realistic local structure.
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4.2 Introduction

The San Andreas Fault Zone is the predominant fault zone accommodat-

ing motion between the Pacific and North American plates. Near Parkfield, in

central California (Figure 4.1), the fault undergoes a transition. At Parkfield and

continuing to the Northwest, the fault exhibits creep – averaging 25-30 mm/yr

of right-lateral slip (Burford and Harsh, 1980; Lisowski and Prescott, 1981; Titus

et al., 2005) – whereas southeast of Parkfield, the fault is locked, last rupturing in

the M7.9 Fort Tejon earthquake in 1857 (Sieh, 1978). Parkfield itself has witnessed

ruptures of similar size (≈ M6) and location in 1881, 1901, 1922, 1934, and 1966

(Bakun and McEvilly, 1984). The characteristics and frequency of these events led

to a prediction that the next event would occur between 1985 and 1993, initiating

the development of the Parkfield Prediction Experiment (Bakun and Lindh, 1985),

an attempt to highly arm the region with geophysical instruments to observe the

inter-seismic period leading up to the earthquake, the event itself, and the post-

seismic response. The next earthquake in the sequence did not actually occur

until 28 September, 2004 (Langbein et al., 2005). While the earthquake differed

in both character and date of the 1985 prediction (Jackson and Kagan, 2006),

the long-term experiment illuminated never-before-seen facets of the earthquake

processes and directions for future earthquake monitoring and warning systems

(Bakun et al., 2005).

In addition to the recurrent magnitude 6 earthquakes, Parkfield also ex-

hibits frequent microearthquakes (around magnitude 2 or less), recurrent in size

and location (Nadeau et al., 1994, 1995). Larger events that exhibit this recur-

sive behavior are commonly referred to as characteristic earthquakes (Schwartz

and Coppersmith, 1984). Determining the drivers of these characteristic events

and their appropriateness as models for earthquake forecasting and hazard mitiga-

tion remains elusive, but ultimately critical (Kagan, 1993; McCloskey and Bean,

1994; Grandori et al., 2008). At Parkfield, the hypocenters of the characteristic

microearthquakes were distributed in a sparse number of clusters. This clustering

suggested that Parkfield would be an ideal location for deep drilling and in situ

fault-zone measurements (Hickman et al., 1994; Nadeau and McEvilly, 1997).
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The SAFOD project – or San Andreas Fault Observatory at Depth – began

in 2002 to augment the earlier Parkfield Prediction Experiment and to investigate

the physical and chemical processes and properties responsible for earthquake gen-

eration and crustal deformation near Parkfield. SAFOD was designed to actively

drill down and across the fault trace at seismogenic depth. Through rock and fluid

samples and down-hole instruments, the goals were to examine the composition

and constitutive laws of materials within the fault zone; to monitor propagation

of stresses initiating earthquakes and directing their rupture; to explore the roles

of chemical reactions in the presence of hot, high pore fluid pressures on fault

strength and earthquake frequency; and to observe changes in stress and strain

from near field microearthquakes. The SAFOD borehole was placed about 1.8 km

southwest of the San Andreas fault trace and slightly northwest of the M6, 1966

Parkfield earthquake (Hickman et al., 2004).

The first component of the SAFOD project was a pilot hole study conducted

to a depth of 2.2 km before the primary borehole and equipment were installed.

Using a 3-component seismic array installed within the pilot hole, Imanishi and

Ellsworth (2006) discovered that the static stress drops and apparent stresses of

the nearby microearthquakes suggested moment-independent scaling, similar to

the scaling laws expected for moderate and large earthquakes. This result sug-

gested that the properties and processes governing the microearthquakes may be

macroscopically similar to those of larger tectonic earthquakes. Thus, observations

of preseismic and postseismic responses to earthquakes with magnitudes 2 or less

– which occur frequently along the Parkfield – may reveal what physical behavior

emerges onset to the more sparse, magnitude 6 events.

In Chapter 2, we described the development of an optical fiber, interfer-

ometric strainmeter that we installed outside the well casing of the upper one

kilometer, vertical portion of the SAFOD borehole (see also, Blum et al., 2008).

In this chapter, we present greater details and results from that instrument. Our

goals are to observe strain before, during, and after earthquakes in the region to

explore the behavior driving and accompanying the earthquake cycle. While the

long awaited 28 September 2004 event occurred shortly prior to our installation,
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we are able to observe ground motions from local microearthquakes and teleseismic

events. This chapter describes the functionality and benefits of our sensor, presents

results of local deformation, and investigates the possibility of determining local

Rayleigh wave phase velocities by comparing collocated measurements of vertical

strain and acceleration.

4.3 Description of the Instrument

4.3.1 Design

Optical fiber strain sensors have been developed to measure a variety of geo-

physical process, including the flow of glacial ice (Zumberge et al., 2002), seafloor

deformation (Zumberge, 1997; Blum et al., 2008), and atmospheric pressure signals

(Zumberge et al., 2003). Chapter 2 and Blum et al. (2008) describe two ways to

interrogate optical fibers: with an electronic distance meter, or utilizing interfer-

ometry. Optical fiber interferometers can measure picometer displacements of the

fiber; Zumberge and Wyatt (1998) have used this technique to monitor displace-

ments of end monuments of longer baseline strainmeters and tiltmeters in shallow

boreholes. Interferometric methods have an advantage in that they can be sampled

at intervals and dynamic ranges equivalent to conventional seismometers [using a

similar interferometric technique, an optical fiber seismometer can rival the per-

formance of observatory class seismometers (Otero, 2009; Zumberge et al., 2010)].

A borehole sensor of this type can therefore be treated similar to a broadband

seismometer at short periods but can also capture long period strain.

Installation details of the optical fiber, interferometric strainmeter are in

Chapter 2 and Blum et al. (2008). The instrument consists of a single mode optical

fiber stretched vertically along the outside of several hundred meters of borehole

casing cemented into the Earth. The fiber, slightly elongated during installation,

and fixed to the casing at its upper and lower ends, elastically complies with Earth

strain. We monitor the strain-induced length change interferometrically. Figure

4.2 is a schematic illustration of the installation. Several optical fiber cables were

installed from October 2-3, 2004, however only two survived due to an unexpected
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Figure 4.1: Map showing the location of SAFOD, seismic station PKD, and PBO
station B075 used in this study, along with the local San Andreas Fault trace and
the location of the microearthquakes (lettered stars) in Table 4.1.
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Figure 4.2: Schematic diagram of our interferometric, borehole strainmeter at
SAFOD. Two sensors were installed simultaneously, ending at depths of 864 and
782 meters where a housing attached to the lower clamp holds the two spliced
fibers in each cable.

obstruction in the blowout preventer.

The strain sensing cables were attached to the outer surface of the 9 &

5/8 inch inner casing (244.5 mm outer diameter, 220.5 mm inner diameter) of the

SAFOD borehole as the casing was lowered (a 13 & 5/8 inch outer casing [339.7

mm OD, 313.6 mm ID] had been cemented into the hole prior to our installation).

During installation, motorized supply spools pre-tensioned (stretched by about

0.02%) the cables as they were attached to the descending casing. After the casing

was put in place, cement was pumped into the annular space between the casings,

fixing the fiber cables to the casings and surrounding rock.

Each cable consists of two optical fibers encased in a flexible, stainless steel
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jacket protected with a polyurethane coating. At the lower end of each cable, the

two inner fibers are spliced to one another to form a long optical loop; they are also

epoxied to the entrance of the splice protecting housing mounted to a clamp welded

to the casing. At a depth of 9 m below the ground surface, an upper epoxy fixture

attaches the fibers inside each cable to another clamp welded to the casing. The

cables are under tension between the lower and upper clamps and loosely attached

to the casing between the upper clamp and the surface, where they emerge through

a flange at the wellhead. The lower ends of the two cables are at depths of 782 m

and 864 m, making the sensitive intervals of the two strain sensors 773 m and 855

m in length. The 855 m sensor was monitored until 25 September, 2007, when the

splice at the lower end failed (this occurred during continued drilling further down

the SAFOD borehole). The 773 m sensor is still in operation.

To interferometrically record changes in the length of an optical fiber strain-

meter, we form a Mach-Zender interferometer. In a junction box attached to the

wellhead flange, an optical fiber coupler splits laser light into two arms: one is the

borehole fiber loop, the other is a short loop within the junction box. Return light

from the two arms is recombined using a second coupler and then passed to a pho-

todetector and a digital signal processor (DSP) based fringe resolver (Zumberge

et al., 2004). As the Earth strains, the optical path through the borehole fiber

responds accordingly, forming interference fringes. The optical path difference is

modulated by a piezoelectric transducer attached to the fibers inside the junc-

tion box to form a second fringe signal in quadrature with the direct signal. The

DSP rapidly samples the two fringe signals and continuously calculates the optical

phase, which is related to the change in length of the strain sensing fiber. A second

interferometer monitors the apparent length of a 1560 m fiber wrapped around a

mandril and buried for thermal stability, providing a laser wavelength fluctuation

correction that is applied in post-processing. The laser (Koheras model Adjustik

E15) and signal processing unit (Data Translations model DT9842), which con-

sume some 50 W of electrical power, are housed in a trailer 35 m from the wellhead.

Data are streamed via the internet to an archival computer in San Diego and at

the NCEDC (Northern California Earthquake Data Center). Calibration proce-
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dures for this type of instrument are described in Zumberge and Wyatt (1998) and

Zumberge et al. (2002).

4.4 General Observations

4.4.1 Characteristics

Like other laser strainmeters (Agnew, 1986; Agnew and Wyatt, 2003), this

is a relative measurement. If the data stream is interrupted for any reason, such

as failure of an electronic component, there is no way to reconcile measurements

surrounding the data gap aside from interpolation. The key advantage of this type

of borehole strainmeter is the long baseline. Because strain ε is defined as ∆l/l,

strain noise decreases for a given displacement’s (∆l) noise as the instrument’s

length l is increased. Optical fibers are also advantageous in that optical methods

can be applied to detect a very small ∆l, even when l is large, and they possess a

large dynamic range (the initial stretch limits the maximum magnitude of negative

strain, and the breaking point of optical fibers, about 2% of the initial length,

determines the maximum allowable positive strain).

The main drawback to optical fibers as strain sensors is the temperature

coefficient of the index of refraction, which can dominate strain signals at certain

periods. This apparent strain coefficient is around 10−5 ◦C−1 (Butter and Hocker,

1978). Temperature, however, will affect the fibers in the borehole arm and the ref-

erence arm differently, as one segment is buried in the relatively stable environment

of the borehole and the other is entirely on the surface. Figure 4.3 shows apparent

strain and temperature records for a 170 hour interval spanning late February to

early March, 2009. Temperature fluctuations at the wellhead contaminate the ap-

parent strain measurement with around a 3 hour lag. We have yet to establish a

reliable, linear method to subtract the temperature effect from the strain record.

The power-spectral density of the record in Figure 4.3 shows visible peaks

corresponding to microseisms in the 6-8 s period range, and both diurnal and semi-

diurnal peaks at near 24 and 12 hours, respectively. Those signals are primarily

the result of temperature. This has prevented us from observing and removing the
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Figure 4.3: (a) Long strain record during a “quiet” period (no large earthquakes),
showing an ≈ 24 hour signal. (b) Corresponding temperature record, recorded
at the surface wellhead of the borehole strainmeter. (c) Power spectral density
demonstrates significant signals at 24 hours, 12 hours, and microseisms from 6-8
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tidal records in the time series, which would require analyzing a several-month long

record to differentiate tidal signals from temperature changes. While that record

exists, there are practical challenges that make the correction beyond the reach

of this study, such as occasional laser instability prompting “spikes” or brief gaps

in the record. In this sense, the record is not fully continuous and would require

these data issues to be manually corrected, which at present is beyond the scope

of this dissertation.

Temperature sensitivity prohibits the use of this strainmeter for secular or

tidal strain studies. An optical fiber strainmeter in which all of the temperature

sensitive components are within the borehole, removed from surface temperature

noise, is currently under construction at another facility. We note that the initial

configuration as described in Blum et al. (2008) – which involved the entire in-

terferometer being at depth within the borehole – would address the temperature

problem, but that configuration only lasted 3.5 months as a 2 x 2 coupler at depth

failed. The current configuration was redesigned onsite to overcome unexpected

difficulties during deployment.
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4.4.2 Observations of earthquakes

Temperature presents problems at diurnal periods, but the instrument signal-

to-noise ratio is favorable at frequencies corresponding to earthquakes. We detect

both ground motions from local microearthquakes as well as permanent coseismic

offsets, along with strains from teleseismic earthquakes.

An example of a teleseismic event is shown in Figure 4.4 for a M6.9 earth-

quake in the Gulf of California offshore Baja California, Mexico on 3 August 2009.

SAFOD experienced more than 400 nε peak-to-peak as the result of the surface

waves. The Plate Boundary Observatory (PBO, 2010) station PBO-B075 , located

≈ 6 km from SAFOD, also recorded nearly 400 nε peak-to-peak vertical strain,

which we calculated by transforming the recorded areal strain (eA) to vertical strain

(ezz) using the plane-stress approximation, ezz = −ν(1− ν)−1eA, with a Poisson’s

ratio of ν = 0.24. The PBO-B075 record exhibits a permanent coseismic offset >

-50 nε. The epicenter of this earthquake is ≈ 1050 km from both stations; elastic

deformation theory (Okada, 1992) predicts a vertical strain offset of only ≈ -0.002

nε, below the instrument resolution and the observed offset.
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Similar coseismic strain-steps have been observed for local sources (Sacks

et al., 1971; McGarr et al., 1982) and distant earthquakes (Ze-Hua and Yao-lin,

2004). One possible explanation is that the arriving surface waves create dynamic

stresses (see, e.g., Marone, 2000) on local fault blocks or fractures that cause an

immediate elastic response, resulting in deformation across smaller, kilometer-scale

fault zones (Fialko et al., 2002). Another possibility is that the large dynamic

strains create point defects due to coupling the strainmeter to less competent

rock; the SAFOD instrument is less sensitive to this as it is coupled over the

entire ≈ 800 m baseline (as opposed to 15 cm). The long baseline of our fiber

systems would represent an advantage in this case. We note that some other

nearby PBO stations (though not all) also exhibited strain steps. Whether such

effects are physical, instrumental, or a combination of both is beyond the scope of

this dissertation, but represent a possible future research direction.

Examples of some local microearthquakes (Table 4.1) near the SAFOD

sensor are displayed in Figure 4.5. Events A and B exhibit offsets of ≈ -2 nε and 4

nε, respectively. Applying a smoothing filter (Lowess method with a span of 5%)

to the raw data clearly distinguishes the earthquake induced deformation. Event

C displays no offset.

For comparison, we calculate theoretical strain offsets for a homogeneous

half-space (Okada, 1992) and compute values of -0.97 and 0.13 nε for Events A and

B, respectively. Zero coseismic strain is predicted for Event C due to its orientation

with respect to the sensor and strike-slip faulting. For a layered crust [taken from

CRUST2.0 at a location of 36N, 120W (Mooney et al., 1998; Bassin et al., 2000)],

we use the EDGRN/EDCMP software from Wang et al. (2003) to predict offsets

of -2.43, 0.35, and 0.00 nε for Events A, B, and C, respectively.

Possible error sources include uncertainties in crustal structure (i.e. sedi-

ment layering) and earthquake source parameters. Crustal structure is important,

however, we only use average fault parameters at Parkfield with a strike of 314◦,

a dip of 89◦, and a rake of −180◦ (Mendoza and Hartzell, 2008). Uncertainties in

the source parameters produce similar differences in the predicted strain-steps and

are likely the more appropriate parameter to vary. The magnitudes and polarity
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Figure 4.5: Observations of microearthquakes located near the SAFOD borehole.
The top row shows the full record; the bottom row shows the same data but blown
up with the raw record in black, and a smoothed record in red. Events A and
B produce notable coseismic offsets whose magnitudes and polarity are consistent
with elastic dislocation theory. Event C has no observed or predicted strain-step.

of the observed steps, however, are consistent with theoretical results. We propose

that the ability to resolve these coseismic strain offsets to sub nε levels might be

a potential tool to recover crustal structure and local fracture networks if coupled

with accurate estimations of earthquake source.

We have also considered instrumental error sources that might be respon-

sible for the the observed strain offsets, including local displacements at the end-

points of the sensor and miscounting in the fringe-signal processor. Local displace-

ments between the cemented endpoints and the local rock would have to be on the

order of microns to account for the observed offsets, which we consider unlikely.

We have examined the records to be certain that the strain rates did not exceed

the maximum rate allowed by our sampling interval and found that they were well

below the acceptable range, indicating that fringe miscounting is not a cause of

error. We believe the observed strain offsets are reliable at the 1 nε level. There is

one fact worth noting for event B, however: this event occurred not long after the

optical instrumentation was first installed, and in the early stage of operation, the
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optics were configured such that the optical path length through the slack fiber in

the 35 m conduit connecting the recording trailer to the wellhead was included in

the strain measurement. It is possible that shaking during this microearthquake

could have disturbed this length of slack fiber so as to cause (or increase) the

apparent offset (though the laser reference fiber was also in this configuration for

years, and no coseismic offsets have been observed.) This situation was rectified

following event B by moving the key optical components to the wellhead.

4.5 Single-site estimation of phase velocity

We investigate the possibility of using the strainmeter to estimate local

phase velocities by comparing observations of Rayleigh waves to a nearby seis-

mometer. Seismic phase velocities are traditionally determined by measuring travel

time arrivals over known distances, using networks comprised of widely spaced seis-

mometers. Within the network, instrument separation must be large enough for

satisfactory resolution of long wavelength arrivals. Large seismometer separation

also filters contamination from small-scale refraction and diffraction of short wave-

length waves.

Comparisons between collocated strainmeter and seismometer records can

provide information about local seismic phase velocities that can not be directly

inferred from the individual sensors (Benioff and Gutenberg, 1952). Mikumo and

Aki (1964) first examined this idea using a horizontal pendulum seismometer and

a collocated horizontal strainmeter. They observed five teleseismic earthquakes

using both instruments and estimated local phase velocities using amplitudes, not

travel times, and they found good agreement between measured and predicted

phase velocities for body waves and, in some cases, surface waves. Okamoto et al.

(2007a,b) similarly used horizontal strain components with velocity seismograms

to estimate local Love wave and Rayleigh wave velocities in Japan; they discovered

Love wave velocities were around 24% less and Rayleigh waves 54% greater than

theoretical values, most likely the result of local geologic and topographic effects.

Recent results comparing rotations to ground motions also contain information
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about local phase velocities (see, e.g., Igel et al., 2005; Cochard et al., 2006; Kurrle

et al., 2010), indicating the potential in using other deformation sensors in con-

junction with seismometers in extracting the particulars of subsurface structure.

In this section, we present theory on how to estimate Rayleigh wave phase

velocities from the comparison of vertical strain and vertical ground acceleration.

We present results from measurements taken at the SAFOD borehole. To our

knowledge, this is the first attempt to use vertical strain for such estimations.

Theory

Following King et al. (1976) and Sacks et al. (1976), we can express the

vertical acceleration amplitude for the fundamental mode of a Rayleigh wave as

az(ω) = −iω
2 (1− γ)A

κ
, (4.1)

and vertical strain amplitude as

ezz(ω) = ik
(
r2 + γ

)
A, (4.2)

where γ =
(

1− c2

2β2

)
and r =

√
c2

α2 − 1 . The parameters are A = amplitude

constant, ω = angular frequency, c = Rayleigh wave phase velocity, k = ω/c =

wave-number, and α and β are the P- and S-wave velocities at the surface. The

ellipticity of particle motion, or κ, is the ratio of the axes of the elliptical ground

motion in the radial-vertical plane (sometimes known as the H/V ratio), and can

be expressed as

κ =
vr(ω)

vz(ω)
, (4.3)

where vr and vz are the radial and vertical components of motion, respectively.

Taking the ratio of vertical acceleration to vertical strain, substituting for Poisson’s

ratio ν = (α2−2β2)/(2(α2−β2)), and rearranging terms to solve for phase velocity,

we have the following expressed in period τ = 2π/ω:

c(τ) =
−ν

1− ν
κτ

2π

az(τ)

ezz(τ)
. (4.4)

We have thus arrived at a simple formulation to calculate phase velocity as a

function of period. It requires us only to observe Rayleigh waves on a 3-component
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seismometer (horizontal motions are needed to obtain the ellipticity) as well as on

our optical fiber strainmeter.

It has been pointed out that phase velocity can also be estimated from

the horizontal component of a seismometer in conjunction with strain. Similar

to Mikumo and Aki (1964), if we assume a plane wave in an infinite inhomoge-

neous medium and transform areal strain to vertical strain via the plane-stress

approximation, phase velocity can be expressed as

c(ω) =
−ν

1− ν
vr(ω)

ezz(ω)
, (4.5)

where vr is the radial component of motion (assuming in this expression that the

Rayleigh wave arrives at zero angle with respect to one of the horizontal axes of

the seismometer). Under specific conditions both expressions might lead to the

same result. A problem exists, however, using horizontal components of motion:

horizontal acceleration and tilt are difficult to separate for long periods (> 100 s

Rogers, 1968), and both seismometers and strainmeters encounter strain-strain and

strain-tilt influences from local inhomogeneous rock properties (King et al., 1976).

In particular, near-station inhomogeneous rock properties may produce azimuthal

effects not considered in the plane-wave approximation of Mikumo and Aki (1964).

Corrections can be made for these influences by applying a third-order tensor for

seismometers and a fourth-order tensor for strainmeters. Vertical accelerations

are neither affected by site effects nor contaminated by tilt. Therefore, we use

the vertical acceleration formulation in Equation (4.4). Estimating the tensor

coefficients needed to remove the site-effect influences on the strainmeter is beyond

the scope of this dissertation; this method remains only a first order estimation.

One possible difficulty with this formulation is in estimating the ellipticity.

The theory incorporates the approximation that ellipticity is frequency indepen-

dent at the surface, while surface wave ray theory predicts that for a smooth,

laterally heterogeneous and transversely isotropic earth, at a single-site, the ellip-

ticity (or spectral ratio of the radial to vertical components) will depend on the

local structure beneath the station (radial and vertical components will also be 90◦

out of phase). Therefore, ellipticity should be locally constant for all azimuths but

should also depend on frequency (Woodhouse, 1974; Tromp and Dahlen, 1992a,b;
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Ferreira and Woodhouse, 2007). The approximation above is valid as long as the

length scale of lateral heterogeneities is large compared to the surface wave wave-

length.

Several studies have utilized ellipticity measurements to determine local

crustal structure beneath a station. Boore and Toksöz (1969) and Sexton et al.

(1977) used Rayleigh waves with periods from 10-50 seconds to determine crustal

structures within the near vicinity of the stations. Ellipticity measurements were

especially useful in retrieving models with sedimentary layering. They provided

an additional constraint towards uniqueness of model structure when used in con-

junction with other geophysical data such as phase velocities from seismic arrays.

At a single period, ellipticity values do exhibit variation depending on earthquake

azimuth (Sexton et al., 1977; Munirova and Yanovskaya, 2001). This is attributed

to poor signal-to-noise ratios and interference effects from scattering due to the

presence of lateral heterogeneities. Averaging ellipticity values over different az-

imuths, however, suppressed path effects and allowed for the calculation of consis-

tent crustal models (Munirova and Yanovskaya, 2001).

These results further support our choice in using the vertical-acceleration

and vertical strain formulation in Equation (4.4). Ellipticity estimation depends

on the horizontal components of ground motion (which we rotate to the radial

component along the great circle path from source to receiver), which are subject

to strain-strain and strain-tilt effects. Averaging over different azimuths appears

to negate those influences, whereas a similar assumption might not be valid for

Equation (4.5).

4.5.1 Data and Methods

Synthetic

We test the theory using PSVaxi, a higher-order finite-difference code that

solves the elastic wave equation in spherical coordinates (Igel and Weber, 1996;

Jahnke, 2008). PSVaxi generates global high frequency P-SV waves within an

axisymmetric geometry using a heterogeneous Earth model.

We use the Preliminary Reference Earth Model (PREM: Dziewonski and
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Anderson, 1981) for our calculations. We use a grid with 750 nodes in the z

direction (corresponding to a vertical grid spacing of 4.7425 km) and 1750 nodes

in the x direction, and we compute synthetic velocity and strain seismograms at

epicentral distances from 5 to 90 degrees in 5 degree increments. The end result is

the synthetic production of the components vz and ezz. We take the time derivative

of the velocity seismogram to obtain acceleration.

Figure 4.6 shows the synthetic results. Upon arrival of the Rayleigh wave,

there exists a clear correlation between the vertical acceleration and vertical strain

terms (Figure 4.6a)). Waveforms were lowpass filtered with a cutoff period of

30 seconds. To estimate phase velocities according to Equation (4.4), we take the

relevant amplitude spectra of signals for 21 synthetic events (using source depths at

10, 20, and 30 km and receivers at 5 degree increments from 60 to 90 degrees). The

results are stacked and the mean synthetically determined phase velocity shown

in Figure 4.6b along with 95% confidence limits (assuming errors are normally

distributed) are compared to the PREM model. The synthetic results agree within

the period band of 30 to 75 seconds to less than 10%, with an average difference of

only 3.6%. Possible error sources include scattered and refracted P and SV waves

but also numerical noise. These results demonstrate that this theory is appropriate

for applications on real data, though it is important to reiterate: the theory is for

the fundamental Rayleigh mode only and may be subject to contamination from

higher modes.

Real Data

We examined SAFOD strain records around times corresponding to earth-

quakes in global earthquake catalogs to select teleseismic events. We restricted

our search to events with Mw ≥ 6.5 to ensure significant generation of low-noise,

long period energy. We also restricted earthquakes to depths < 50 km to minimize

overtone contamination. To limit near source effects and multiple orbit overlap-

ping wave trains, we only examined events with epicentral distances between 50◦

and 120◦. Due to various additional factors, such as noise from continue drilling of

the SAFOD project, problems with our laser, or low signal-to-noise, we used only
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Figure 4.6: (a) Synthetic waveforms for az and ezz recorded at epicentral receiver
distances of 80, 85, and 90 degrees. Black diamonds denote the expected Rayleigh
wave arrival time for the PREM model at periods of 50 seconds. Waveforms
were lowpass filtered with a cutoff period of 30 seconds. (b) Phase velocities were
estimated from synthetic spectra for 21 events; 95% confidence limits assume a
normal distribution of errors.

9 earthquakes between August 2007, and January 2009. Events are listed in Table

4.2 and their locations are displayed in Figure 4.7.

One limitation to our study is that a broadband seismometer does not exist

at the SAFOD site. Instead, we obtained three component seismic records for each

event from station PKD: part of the Berkeley Seismic Network. Station PKD lies

3.36 km southwest of the SAFOD location. We used waveform cross correlation

to align ezz and az components, accounting for the arrival time delay from the

station separation distance. Assuming a dominant period of 20 seconds, and a

phase velocity of 4 km/sec, from λ = cτ we expect a characteristic Rayleigh wave

wavelength to be around 80 km. This is much greater than the station separation

distance and would seem to conform to our assumption of a medium whose lateral

characteristics vary slowly compared to the station separation.

We obtained the radial component by rotating the E-and-N components

along a great circle path to each earthquake source. We bandpass filtered all strain

and seismic components between 10 and 200 seconds. Computing phase velocity

requires estimating two spectral ratios – the ellipticity κ, which we obtain from the

ratio of vr to vz – and the ratio of az to ezz. Because the radial and vertical seismic

components are theoretically out of phase by 90◦, we applied a Hilbert transform to
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Figure 4.7: Azimuthal equidistant projection showing the epicenters of the tele-
seismic events used for velocity estimation in this study.

the radial component (H(vr)), which has the effect of preserving amplitudes but

shifting the radial component by 90◦ in phase (Ferreira and Woodhouse, 2007).

We then estimated the required spectral ratios by calculating the transfer function

between the respective components.

4.5.2 Results

As an example, we first analyze the M7.3 earthquake Loyalty Islands earth-

quake. Figure 4.8 shows the vertical strain and acceleration signals along with their

correlation as a function of time. To compute correlation, we first narrowly band-

pass filtered the signals between 0.9τ − 1.1τ for periods τ of 20 and 50 seconds.

The filtered components should then contain only energy at those periods. We

then calculate the correlation between signals every 5 seconds over a time window

ranging from ±τ [i.e., for the 20 second filtered signals, every 5 seconds, we cal-

culated the correlation from ± 20 seconds around that point (two wavelengths)].

Vertical strain and vertical acceleration become highly correlated upon arrival of
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Figure 4.8: Record from the M7.3 Loyalty Island earthquake on 04/09/2008. (a)
Correlation between az and ezz for signals narrowly bandpass filtered with a pass-
band from 0.9τ−1.1τ for periods of 20 and 50 seconds. Correlations were calculated
at 5 second intervals over a window spanning from ±τ around each sample point,
or over 2 cycles. (b) Vertical acceleration and strain signals de-trended and filtered
between 10 and 200 seconds.

the first Rayleigh wave group and that correlation persists depending on period.

Figure 4.9 shows the first Rayleigh wave group for each of the relevant

signals, along with the squared-coherency between signal pairs, resulting ellipticity

κ, acceleration to strain ratio, and the resulting computed phase velocity for this

event. The squared-coherency between ezz and az is only well conditioned in the

period range of 16 to 40 seconds. At periods where the coherency is low, the

relationship between strain and acceleration is likely invalid.

The remaining earthquakes were analyzed in a similar manner. We placed

several constraints on our analysis. For each earthquake, we required the squared-

coherence between both vz and H(vr), and ezz and az, to be above 0.81. Only

data points at periods meeting these criteria were included. We further required

that at any period, at least 3 events (out of the 9 earthquakes) must meet the

coherency criteria to use in subsequent analysis. This removed data at longer

periods that often suffered lower signal to noise and limited the influence of any
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& H(vr) (ellipticity). (b)Spectral estimation of ellipticity. Dashed lines display
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single or anomalous event.

The mean squared-coherence over all events for the relevant spectral ratios

roughly satisfies our selection criteria at periods between 16 and 40 seconds (Figure

4.10a). Values for ellipticity (κ) are shown in Figure 4.10b along with estimates

of standard error at each period. Ellipticity is not constant, but varies by < 3%

between 16 and 40 seconds. Phase velocities were then computed using Equation

(4.4) using our constrained results for period, ellipticity, and the spectral ratio of az

to ezz. We used values of ν = 0.24 taken from pilot hole velocity logs (Boness and

Zoback, 2004). The results are shown in Figure 4.11. We estimate phase velocities

between 3500 and 4500 m/s at periods between 16 and 40 seconds. These results

agree to < 8% of the PREM model in that period range with a mean difference of

3.5%.

In comparison to our calculated phase velocities, we also plot two models,

M1 and M2. Both models use the PREM model for the underlying mantle, but

utilize variations of the CRUST2.0 model for the upper layers because SAFOD

is located between two cells in the CRUST2.0; the proximity to the ocean limits

interpolation. Model M1 is similar to the continental margin transition; model

M2 is continental crust with 3 km of overlying sediments. Our intent with these

models is to demonstrate the types of variations we would expect to see based on

reasonable variations in crustal structure. These possible models fit our estimated
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results to within standard error for most of the coherent period range, with some

departure at shorter periods.

4.5.3 Discussion

We successfully produced general phase velocity characteristics consistent

with the variations expected for reasonable crust and upper mantle structure.

Our results, however, are limited by a couple of factors. First, the number of

available events is small (nine) and their azimuthal distribution is not uniform.

Additionally, our seismometer and strainmeter were not collocated as the theory

requires. This presents several problems. Boore and Toksöz (1969) discovered that

ellipticity and phase velocities are equally sensitive to structural perturbations.

Ellipticity, however, is more sensitive to the presence of low-velocity sedimentary

layers, and predictions of ellipticity typically require the inclusion of sedimentary

layering (Sexton et al., 1977). Local structure at Parkfield varies both vertically

and horizontally across the fault (see, e.g., Eaton et al., 1970), but also includes

significant variations on the Pacific side from which our events arrived. High-

resolution seismic studies around SAFOD have revealed the presence of prominent

low velocity zones at depth within the upper 1.5 km, possessing significant lateral

variability with length scales on the order of hundreds of meters (Catchings et al.,

2002). This result was confirmed by reports that examined cores from the SAFOD

Pilot Hole (Boness and Zoback, 2004). Thus, our estimates of ellipticity from

several kilometers away from SAFOD might slightly contribute to errors in our

phase velocity estimation.

Other sources of error include the presence of vertical and lateral homo-

geneities, as well as the significant contrast in structure going across the San

Andreas fault, which is only 1.8 km from the SAFOD borehole, may result in

significant interference that prevents successful analysis at short periods where

the signal to noise is contaminated with high frequency reflections, refractions,

and diffractions, and long periods where the signal to noise of the strainmeter de-

creases, resulting in a lack of coherency with seismic accelerations. We also cannot

discount the role of attenuation. The seismometer and strainmeter are not collo-
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cated, and depending on azimuth, the separation distance may slightly attenuate

one signal with respect to the other. We estimate attenuation over a distance of

only 3.36 km, however, to be less than 1%, which is about the precision of the

seismometer.

The most significant sources of error are likely to be the strain-strain and

strain-tilt interactions, and contamination from higher modes. Interfering waves

have been demonstrated to have a significant affect on ellipticity (Boore and

Toksöz, 1969; Sexton et al., 1977), and they therefore arguably affect the ratio

of acceleration to strain as well. This theory is only valid for the fundamental

Rayleigh wave mode. The presence of higher mode surface waves has recently

been shown to impede recovery of local dispersion characteristics in Love waves,

though general dispersion characteristics can be recovered (Kurrle et al., 2010).

Analogously, this method is only likely to recover general characteristics, and full

waveform inversions may be required to recover structure (see, e.g., Ferreira and

Igel, 2009).

4.6 Conclusions

We demonstrate the performance of an optical fiber, interferometric strain-

meter sensing vertical strain in the SAFOD borehole. The strainmeter is capable

of observing seismic waves similar to a seismometer and permanent, earthquake

induced deformation. Using teleseismic events as a source, we demonstrate that

general characteristics of local Rayleigh wave phase velocities can be estimated

from collocated measurements of vertical seismic acceleration and vertical strain.

We observe phase velocities between to within a few percent of viable Earth models

at periods from 16 to 40 seconds. This is the first time vertical strain has been

used in conjunction with acceleration to estimate phase velocity.

This method may be particularly well exploited in areas that have multiple

collocated strainmeters and seismometers. Areas include the recent EarthScope

project (see, e.g., http://www.earthscope.org) and the Plate Boundary Obser-

vatory (Miller and Jackson, 2009), as well as geothermal and oil and gas fields
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which may contain both strainmeters and seismometers for reservoir monitoring

and management. While higher order modes may impede the full recovery of lo-

cal structure in these areas, previous results for rotations (Bernauer et al., 2009;

Kurrle et al., 2010) – and now, in this study, strain – suggest that these methods

should be incorporated into geophysical problems where data collection allows, as

such collocated measurements can constrain, refine, or extract more realistic mod-

els of the local Earth. Future research directions include insulating the wellhead

to limit the influence of temperature at long periods and examining ambient noise

and transient signals.
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Chapter 5

Geohazards in the Santa Barbara

Basin

5.1 Abstract

Seafloor slope instability in the Santa Barbara Basin poses risk to the pop-

ulated coastline. Two prominent landslide features, the Goleta and Gaviota slides,

occupy the northern flank of the basin, with a scarp-like crack extending eastward

from the headwall of the Gaviota slide towards the Goleta complex. Downslope

creep is one process that leads to slope failure and active deformation across the

crack might indicate higher risk. Sub-bottom CHIRP profiles with < 1 m accuracy

across the crack exhibit no evidence of internal deformation. Daily seafloor acous-

tic range measurements connecting transponders spanning the crack detected no

significant motion above a 99% confidence level of ± 7 mm/yr over two years of

monitoring. These disparate data over different timescales indicate no downslope

creep across this margin, suggesting that the elongated scarp-like crack is most

likely a relict feature formed concomitantly with the adjacent Gaviota failure.

The M7.1 earthquake of 21 December 1812 is often attributed as the trigger

of the Gaviota landslide, with a source initially within the Santa Barbara Basin.

Other fault sources including the San Andreas and San Cayetano fault have been

proposed. Given the uncertainties in the slide date, we examine these fault sources

98
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and whether they could match both historical intensities observed at missions, as

well as produce the required ground shaking to induce failure. Using sediment cores

and a generalized Newmark model, we confirm that ≈ 0.12g of ground acceleration

is needed to induce failure. Probabilistic seismic hazard models predict that an

earthquake within the basin could best produce similar ground acceleration and

match the observed intensities. This result argues against relocating the event to

other faults and suggests that the 21 Dec. 1812 event occurred within the Santa

Barbara Basin.

5.2 Introduction

Submarine landslides are common features along many continental mar-

gins. The consequences of these events include the destruction of seafloor infras-

tructure, tsunami, and the loss of human life (Masson et al., 2006). Effective

mitigation strategies require identifying future areas susceptible to failure, mon-

itoring high-risk submarine slopes, and modeling the consequences. In 2004, we

began developing innovative instrumentation to assess submarine slope stability,

including the enhancement of seafloor acoustic ranging systems and the fiber op-

tic seafloor strainmeter (FOSS: Blum et al., 2008) discussed in Chapters 2 and

3. In this study, we present results from CHIRP sub-bottom profiles and a two

year deployment of an acoustic ranging system deployed across a potentially active

forming future head scarp of a submarine landslide in the Santa Barbara Basin.

We also examine the seismic-landslide triggering potential of various earthquake

sources often attributed to a historical event, the Gaviota slide, in 1812.

5.3 Geologic Background

The Santa Barbara Basin is bounded by the Channel Islands to the south

and the Santa Ynez mountains to the north (Figure 5.1). At least 15 earthquakes

of M ≥ 5.0 have affected the region between 1800 and 1999 (Toppozada et al.,

2000), with large historical events occurring in 1812 (M 7.1),1925 (M 6.8), 1927
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(M 7.1) (Toppozada and Branum, 2004) and a surprisingly damaging event in 1978

(M 5.1) (Miller, 1979; Corbett and Johnson, 1982).

Normal, reverse faults, and landslides occupy the basin (Eichhubl et al.,

2002; Fisher et al., 2005; Greene et al., 2006), most notably the Goleta and Gaviota

slides on the north flank (Figure 5.2.) The Goleta slide is located southwest of

Coal Oil Point and measures 10.5 km wide with a head to toe distance of 14.6 km,

displacing a total volume of 1.75 km3 (Greene et al., 2006). Three prominent lobes

comprise the bulk of the complex, with ages ranging from a minimum of 5.5 ka

(Lee et al., 2004) to a maximum of 37 ka (Greene et al., 2006). Using the western

lobe as a hypothetical tsunami source, Greene et al. (2006) modeled a tsunami

with a maximum wave runup of 10 m and a maximum landward inundation of

over 2 km.

The Gaviota slide is located approximately 8 km west of the Goleta Com-

plex, and is roughly 1.65 km wide and 2.6 km long and involved the displacement

of 0.01-0.02 km3 (Edwards et al., 1995). The Gaviota slide is estimated to have oc-

curred between 1715 and 1840 (Schwehr et al., 2006), and is commonly attributed

to the M 7.1 earthquake of 21 December 1812 due to its age and reports of a

tsunami following the main shock (Lander et al., 1993). Borrero et al. (2001)

modeled a tsunami with a source similar in size and location and obtained wave

runup of 1-2 m. Geotechnical analyses of surrounding sediment cores showed that

moderate shaking of 0.12g could have induced sediment failure (Lee and Edwards,

1986), suggesting a M ≈ 7.5 source (Edwards et al., 1995).

Between these slides exists a highly gullied slope with what resembles a

crack or head scarp running more than 7 km from adjacent to the Gaviota head-

wall towards the Goleta complex, thinning eastward (Figure 5.2). At its widest,

this depression is ≈ 10 m wide and 2 m deep. The eastern end terminates in a

region of gradually increasing slope gradient (from 4◦-12◦) along with an increase

in gullies (≈ 8 gullies/km). Greene et al. (2006) suggest that this gullied bulge

may be creeping downslope and prone to failure. They calculate that failure of this

section would produce a local tsunami with a maximum runup of 5.7 m and 280

m landward inundation. Dingler (2007) argues that the bulge is at a lower risk for
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Depth (m)

4 mm/yr

Δ = 0.25 mm
Coal Oil Point

Figure 5.1: Santa Barbara Basin. Faults (red) are from Fisher et al. (2005) and
the US Geological Survey. GPS velocity vectors (black arrows) are calculated
relative to the mean velocity of stations (yellow triangles) on the northern flank
and indicate ≈ −4.45 ± 0.49 mm/yr North-South compression of the Channel
Islands with respect to the northern coast. The inset dashed black box shows the
location of this study (Figure 5.2.)

failure, as the gullies introduce sediment heterogeneity along the relief, inhibiting

the development of high pore pressures. The goals of this study are to address

whether this seafloor crack is actively deforming or if it is a relict feature asso-

ciated with the adjacent Gaviota failure. Active deformation of the margin may

indicate higher risk to the nearby, populated coastline. We also desire to assess

what earthquake source is required to generate sufficient ground acceleration to

induce seafloor slope failures such as the Gaviota slide.
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Nodes
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B
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Figure 5.2: 3D perspective (10x vertical exaggeration) showing the location of
the moored nodes (yellow spheres), transponders (yellow cubes) and CHIRP sub-
bottom profile (blue line) shown in this study. Lengths of the CHIRP lines are: A-
A’, 2.495 km; B-B’, 2.968 km; C-C’, 3.020 km. White lines denote the measurement
between transponder pairs.

5.4 Deformation across a seafloor crack

5.4.1 CHIRP

Evidence of downslope creep can delineate areas susceptible to failure (O’Leary

and Laine, 1996). Internal, arcuate deformation of strata , for example, has been

interpreted as creep-induced deformation upslope of gas blowouts on the U.S. East

coast (Hill et al., 2004; Newman et al., 2007). Arcuate folds also exist along the

Central Adriatic Deformation Belt above a thin detachment layer (Canals et al.,

2004). Similar subsurface expressions of creep across the crack between the Gaviota

and Goleta slides may therefore indicate imminent failure.

High-resolution CHIRP seismic data were collected over a region enveloping

the Gaviota and Goleta slides during 2004 and 2006 cruises. Approximately 350

km of seismic lines were collected in this area. We used a modified Edgetech

SubScan (digital) CHIRP profiler to acquire data with a 1-6 kHz pulse (50 ms in

2004, 35 ms in 2006). The CHIRP system is capable of resolving features < 1 m

in thickness in the upper 50 to 75 m of the seabed.

Analysis of our CHIRP profiles indicates no evidence of down-slope creep

along the margin between the Gaviota and Goleta slides. Figure 5.3 displays line
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A-A’ which crosses through the acoustic network (see Figure 5.2). We observe no

deformation such as arcuate folds of strata similar to other studies (e.g., O’Leary

and Laine, 1996; Hill et al., 2004; Canals et al., 2004). Deformation appears to

exist only at the crack as a vertical offset and not further downslope or within the

bounds of the acoustic ranging network. Similarly, in Lines B-B’ (Figure 5.4) and

C-C’ (Figure 5.5), which is closer to the “bulge” that Greene et al. (2006) asserts is

likely more prone to failure, we observe no indicators of down-slope creep. Analyses

of an additional 13 CHIRP lines not displayed in this dissertation result in the same

conclusion.

This observation is consistent with 3D elastic shear stress models of subma-

rine landslides. Martel (2004) demonstrated that generally, downslope deforma-

tion will precede surface fracturing, but for slip patches that are less than twice as

long as they are wide – consistent with the dimensions of the margin between the

Gaviota and Goleta slides – landslides will initiate with a fracture at the head and

then ‘unzip’ downslope. The model implies that the crack would form first and

would suggest near imminent failure if the surface fracture were a new active fea-

ture. An ROV dive in 2006 revealed no evidence indicating recent crack movement

or growth (Greene et al., 2006), and the smooth fracture morphology suggests that

it is an old feature. Geotechnical assessment of sediment cores suggests that the

sediment shear strength in the region would resist downslope gravitational stresses,

and that only earthquake loading can generate sufficient downslope stress to trig-

ger failure (Lee and Edwards, 1986; Lee et al., 1991). This implies that the seafloor

crack is likely an older feature that formed in response to a large M = 7.0 − 7.5

event (Edwards et al., 1995). Given its morphology – extending eastward from the

Gaviota slide and thinning from west to east – the CHIRP results indicate that the

crack most likely formed when the Gaviota failure occurred but did not progress

into a slide.

5.4.2 Acoustic ranging from nodes

We developed a new seafloor geodetic technique to monitor deformation

along slopes. Existing approaches struggled with relief (Chadwell et al., 1999),
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Figure 5.4: CHIRP sub-bottom profile B-B’ from Figure 5.2.
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Figure 5.5: CHIRP sub-bottom profile C-C’ from Figure 5.2.
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removing instrument drift (e.g., Chadwick et al., 2005; Phillips et al., 2008), and

providing the desired spatial resolution (e.g., Spiess et al., 1998; Gagnon et al.,

2005; Chadwell and Spiess, 2008). The new approach uses acoustic ranging from a

network of nodes to a network of transponders. The nodes are small probes, moored

to the seabed and floating a few tens-of-meters in the water column, possessing a

power source, computer, and clock to function as an autonomous transmitter and

recording unit. The nodes act as intermediate tie points that bridge acoustic paths

over bathymetric obstructions and depth differences between seafloor transponders.

The transponders (PXPs) are markers whose displacement is to be monitored.

They receive an acoustic signal from the nodes and automatically re-transmit the

received signal back to the node network. In a typical configuration, four PXPs

are deployed to form a square that brackets the seafloor feature to be monitored.

Three to four nodes are deployed to bisect the square.

The acoustic travel time between the node and PXP is not a direct measure

of deformation. The location of each transponder is determined from acoustic

travel times using triangulation with the nodes. An illustration of this is shown

in Figure 5.6. The ranges from three PXPs uniquely triangulate the position of a

node. The range from a fourth PXP slightly over-determines the position and any

misfit is information about the difference between the assumed and true positions

of the PXPs (Sweeney et al., 2005). Misfit from four-range fixes collected at three

or more nodes can be inverted to refine the relative positions of the PXPs. Tracking

the change in PXP coordinates over time gives the deformation.

The acoustic geodesy system was deployed adjacent to the Gaviota slide

in November 2006. Two PXPs were placed upslope and parallel to the crack

(≈ 330 m depth) and two were placed downslope and parallel (≈ 420 m depth),

forming a rectangular array with ≈ 1000 m N-S and 750 m E-W sides. Four

nodes were placed just downslope of the seafloor crack at ≈ 375 m depth on 115

m long mooring lines. Three nodes were recovered (Figure 5.7) and redeployed in

November 2007 after off loading the data and replacing the batteries. The fourth

node did not respond either due to malfunction or loss due to a pre-release. In

October 2008, the remaining three nodes and PXPs were recovered after 2 years
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Figure 5.6: Acoustic ranges from transponders triangulate the location of each
Node.
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Figure 5.7: A: recovered node. B: recovery of transponder.

of nearly continuous monitoring.

A typical daily measurement session consisted of 20 acoustic interrogations

from each of the three nodes to all four PXPs in sequence for a total of 240 range

observations with a precision of ± 3 microseconds (a range equivalent of ≈ 3

mm Spiess et al., 1997). Sound speed is measured along a depth profile with a

conductivity, temperature, and depth (CTD) sensor during ship visits. Temporal

variations between these visits can be estimated from the acoustic travel times by

constraining the distance between the two PXPs pairs that are perpendicular to the

expected motion and introducing a mean sound speed correction to be estimated

in the inversion (Chadwell et al., 1999).

The data were processed to determine for each day the distance between

the transponder pairs that straddle the crack (one east and one west). The daily

lengths were plotted with the mean removed to examine if any episodic or creep

motion occurred (Figure 5.8). The day-to-day RMS repeatability is ± 6.5 mm

below the design goal of ± 10 mm. Two artifacts are apparent: a cyclical trend
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with an approximate annual period and more scatter in the second year’s data.

In year one, the nodes were programmed to start their daily interrogation sessions

in a sequence where one node followed the next after 15 minutes. The entire set

of 60 interrogations took ≈ 1 hour and the mean sound speed recovered in the

inversion is likely valid over that one hour. Upon redeployment in 2008, one node

was incorrectly programmed and the 60 interrogations were spread over ≈ 3.5

hours. Here, sound speed variability may not be adequately recovered by a mean

estimate. We suggest the long-term trend in the data is due to seasonal motion of

the thermocline introducing a small change in the lateral structure of the sound

speed field. Our mean sound speed parameterization in the inversion assumes a

homogenous bias. We have not estimated lateral sound speed corrections in the

inversion because they can absorb real PXP motion.

A linear fit to the data reveals an estimated velocity of −2.4± 2.3 mm/yr

which is a statistically insignificant contraction. The velocity uncertainty is esti-

mated noting that at present an entire year’s data is required to remove the annual

signal, the data spans ≈ 2 years, and the daily RMS is ± 6.5 mm/yr (Coates et al.,

1985). This result suggests there is no motion exceeding ± 7mm/yr at the 99%

confidence level (3 x 2.3 mm/yr). In the future, lateral variations in sound speed

might be captured by a set of continuous self-recording CTD sensors attached to

a bottom-moored line deployed at three or more locations within array. Removing

the seasonal trends could provide velocity uncertainties approaching ± 1 mm/yr.

5.4.3 Conclusions

Sub-centimeter repeatability of seafloor positions are viable for the seafloor

acoustic ranging system. The absence of internal deformation in the high-resolution

CHIRP data, and the lack of an extensional signal in the seafloor acoustic geodetic

observations, suggest that there is no active long-term or short-term downslope

creep in the margin containing the prominent crack between the Gaviota and

Goleta slides. We conclude that the scarp likely formed during an episodic event,

which may have been synchronous with the event that caused the Gaviota slide to

fail. These results are consistent with geotechnical studies and suggest a lower risk
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Figure 5.8: Daily lengths of the distance between transponder pairs that straddle
the crack with one east and one west. Mean length has been removed.

for imminent failure. The possibility remains, however, that a moderate magnitude

earthquake might destabilize the slope beneath the crack given the existing surface

expression. Extending estimates of probabilistic seismic hazards to this offshore

region and enhanced geotechnical modeling are required to accurately assess the

risk. In the next sections of this chapter, we attempt these estimates.

5.5 What triggered failure? Was it the 21 Dec.

1812 Earthquake?

The morphology and absence of deformation across the seafloor crack ex-

tending from near the headwall of the Gaviota slide suggests that it possibly formed

concomitantly with the event that prompted the Gaviota failure. While seismic

acceleration appears to be a necessary trigger, notable uncertainties exist in the

slide date as well as the epicenter of the M 7.1 earthquake of 21 December 1812

commonly attributed as its source.

Age estimates of the Gaviota slide are uncertain. For example, using sedi-



112

ment cores, both Edwards et al. (1995) and Schwehr et al. (2006) noted an abrupt

increase in shear strength around 0.5 m depth in sediment cores taken from within

the excavation zone of the Gaviota complex, suggesting that sediment below this

depth was preloaded by an overlying sediment column removed during the mass

wasting. The weaker sediment above that layer is credited to sediment deposition

after the event. Greene et al. (2006) also suggests 0.5 m of overlying modern sedi-

ment, whereas Duncan et al. (1971) and Schwehr et al. (2006) report 0.15 and 0.23

m, respectively. Recent radiocarbon dating of 1.5-5 m long piston cores suggest

sedimentation rates from 0.8 to 1.9 m/ky (Lee et al., 2004). Based upon those sed-

imentation rates and the dates those cores were collected, the available literature

suggests a range of failure dates from 1605± 204 to 1837± 90. Given the paucity

of historical records before 1812 (the Santa Barbara Mission was founded in 1782),

it is possible that an earlier, or even later earthquake than the 21 December 1812

event triggered the slide.

Sources outside the Santa Barbara Basin have been argued as the cause

of the 21 Dec. 1812 event. One alternate candidate is the San Cayetano Fault.

Dolan and Rockwell (2001) examined a trench across this fault and identified a

post-1660 rupture of ≈M 7.5. They suggest that it is plausibly the 21 Dec. 1812

event due to its location and large size, indicated by at least 4.3 m of surface slip.

Toppozada et al. (2002) rules out this source, arguing that its proximity to a couple

of missions would have produced greater damage, and that the orientation of the

proposed source with respect to all of the missions in the area is inconsistent with

the historically reconstructed Modified Mercali Intensity (MMI) scale values.

Instead, Toppozada et al. (2002) proposes that the 21 Dec. 1812 “Santa

Barbara” event should be relocated even further from the basin to the San Andreas

fault. A M7.3 event on 8 Dec. 1812 preceded the M7.1 event of 21 Dec. This

earlier event was originally thought to be located near San Juan Capistrano (killing

40 people at Catholic mass when a tower fell onto the mission). Jacoby et al.

(1988) relocated the event to the San Andreas fault near Wrightwood, based on

observations of tree ring data; the rupture damaged root systems that traversed

the fault, which affected the character of the annual rings. They estimated an
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≈ 170 km rupture length extending southeastward, consistent with the ≈ 6 m of

offset purported at Pallet Creek (Salyards et al., 1987).

The 8 Dec. 1812 rupture is not well defined, and Toppozada et al. (2002)

argues that the ≈ 170 km rupture can be split into two segments, the southeastern

section representing the 8 Dec. event and the northwestern segment the 21 Dec.

earthquake. The relocation of the 21 Dec. event from the Santa Barbara Basin to

the San Andreas is based on several arguments, including that historical reports

suggesting liquefaction in the San Bernardino Valley as being fictitious (Harley,

1988). Lander et al. (1993) argued that a strictly fault source would need to

produce a ≈M7.7 earthquake to produce the required tsunami – which Toppozada

et al. (2002) argues is not supported by the Modified Mercali Intensities (MMI)

of VII observed across the missions – and that the tsunami characteristics are

indicative of a submarine landslide source. A similar landslide induced tsunami

is purported to have occurred within the Santa Barbara channel on 31 May 1854,

coincident with earthquake shaking (Lander et al., 1993).

Assuming a that the earlier, 8 Dec. earthquake occurred on the San Andreas

with its rupture terminating at Pallet Creek, Deng and Sykes (1996) calculated

the change in the Coulomb failure function. This method calculates the spatial

distribution of where there is an increased chance of failure due to the earlier

rupture. They note an increased chance of failure extending westward as a lobe,

extending from the Pallet Creek rupture termination, across the San Cayetano

fault, and into the Santa Barbara Basin. Their conclusion was that the 8 Dec.

1812 rupture increased the likelihood of future failure in the Santa Barbara Basin

and produced the 21 Dec. earthquake. Toppozada et al. (2002) notes, however, that

their calculated change in Coulomb failure function also shows a greatly increased

chance of failure northwest of the rupture termination along the San Andreas fault.

Based on the distribution of damages at missions – some were damaged

during both earthquakes but others only on 8 Dec. or 21 Dec. – it is argued that

not all of the ≈ 170 km rupture occurred during the 8 Dec. event, and that the

historical MMI values suggest that the San Andreas fault ruptured in two segments:

a 100 km eastern segment on 8 Dec., consistent with a M7.3 earthquake; and a 70



114

km western rupture on 21. Dec., consistent with a M7.1 event. Additional support

for this argument is the suggestion that the 1812 rupture actually extended over

a length up to ≈ 200 km (Sieh et al., 1989; Grant, 1996; Arrowsmith et al., 1997),

which would require a multiple segment rupture to explain the mission MMI values,

as well as a trench across the San Andreas fault with evidence for large 19th century

rupture (Lindvall et al., 2002).

In the next sections, we explore each possible fault source: within the Santa

Barbara Basin, the San Cayetano Fault, and the San Andreas Fault. For these

faults to be responsible for both the 21 December 1812 earthquake and the Gaviota

slide, it is necessary that they generate the required ground acceleration to drive

slope instability, and they must also sufficiently match the MMI mission records.

5.5.1 Theoretical Critical Ground Acceleration

While 0.12g has been reported as the required value of ground acceleration

to drive slope instability, this value represents the empirical horizontal ground

acceleration. Recent work (Ingles et al., 2006) using a generalized infinite slope

model in which seismic ground acceleration is both normal and tangential to the

slope has show that in most cases, a component of vertical upslope motion from

the seismic source is non-negligible in determining the critical horizontal seismic

acceleration, often known as the PGA (peak ground acceleration). This value is

often lower than the PGA estimates that commonly only assume ground acceler-

ation tangential to the slope. We use sediment cores from Schwehr et al. (2006)

to calculate the theoretical critical acceleration needed to drive instability from

geotechnical properties.

Following Ingles et al. (2006), a block of mass M on a slope may become

unstable and slide if subjected to seismic ground acceleration; the seismic accel-

eration, however, is generally not parallel to the slope. The ratio of vertical to

horizontal components of seismic acceleration is defined as

aSv
aSh

= tan β = k1, (5.1)

where β is the angle of seismic acceleration aS with the horizontal. The vertical
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accelerometric parameter k1 goes as:

• vertical upslope acceleration: β > 0⇒ k1 > 0

• vertical downslope acceleration: β < 0⇒ k1 < 0

• horizontal acceleration only: β = 0⇒ k1 = 0.

Seismic acceleration can be both tangential and normal to the potential slip

surface. For downslope acceleration, these components are expressed as

aSt = ac(cosα− k1 sinα) (5.2)

aSn = ac(sinα + k1 cosα). (5.3)

For upslope acceleration, the tangential and normal components are

aSt = ac(cosα + k1 sinα) (5.4)

aSn = ac(sinα− k1 cosα). (5.5)

We define the critical seismic acceleration ac to be horizontal just like the peak

ground acceleration (PGA) in the scientific and engineering literature.

During the seismic event, the block M experiences both seismic accelera-

tion and gravitational acceleration on the normal and tangential surfaces. The

resulting, total acceleration goes as the sum of those two accelerations, and we

have

art = aSt + g sinα (5.6)

arn = asn − g cosα. (5.7)

There also exists an inertial force with components tangential T and normal

N to the slip surface, given as

T = Mart (5.8)

N = Marn + U, (5.9)

where U is the resulting static force from pore water pressure acting normal to

the block. The sum of the driving forces (from both seismic and gravitational
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acceleration) acting on the block, is thus

FD = T. (5.10)

The resisting force FR is expressed as

FR = N tanφ+ c′l, (5.11)

where c′ is the material cohesion and φ the internal friction angle.

The pseudo-static factor of safety F is the ratio of the resisting forces to

the driving forces,

F =
FR
FD

. (5.12)

A slope is generally considered unstable when the driving force equals and ex-

ceeds the resisting forces, or F = 1. In this ratio, we consider the positive values

of these forces depending on upslope or downslope acceleration. For downslope

acceleration, we have

T = Mart, (5.13)

and for upslope acceleration, we have

T = −Mart. (5.14)

The normal force goes as

N = −Marn − U. (5.15)

Setting the factor of safety F = 1, we can go through all the above equations

and solve for the critical seismic acceleration ac needed for instability for the ups-

lope and downslope cases. Because seismic acceleration oscillates between positive

and negative values, the critical acceleration occurs at the minimum value for ac

between the upslope and downslope cases for ±k1.

Our pseudo-static analysis generally ignores dynamic pore-pressure reponses

and assumes dynamic shear parameters are the same. We introduce a modified

pore-pressure such that U → U + ∆U , where ∆U might be an increase in pore

pressure from fluids creeping along a fault or other process that precedes a seismic

event. It follows that

N = −Marn − (U + ∆U). (5.16)
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Setting the factor of safety to one, FD = FR and

−Mart = N tanφ+ c′l. (5.17)

Substituting all the above equations for the upslope case, we solve for the critical

seismic acceleration as

ac =
−(U+∆U) tanφ+c′l

M
+ g(sinα + cosα tanφ)

(sinα− k1 cosα) tanφ− (cosα + k1 sinα)
. (5.18)

Similarly, for downslope acceleration we begin with Mart = N tanφ+ c′l. Substi-

tuting the downslope equations we have

ac =
−(U+∆U) tanφ+c′l

M
− g(sinα− cosα tanφ)

(sinα + k1 cosα) tanφ+ (cosα− k1 sinα)
. (5.19)

Recall that the critical seismic acceleration is the minimum value of ac for

the upslope and downslope cases when varying the seismic parameter between ±k1.

Ingles et al. (2006) demonstrate that in most cases, downslope acceleration with a

positive k1 produces the minimum acceleration needed for instability.

Another interesting problem is to evaluate what pore pressure increase is

necessary in order to induce slope instability in the absence of seismic acceleration.

Assuming all seismic accelerations are zero, we can solve for ∆U/U as

∆U

U
=
gM (sinα + cosα tanφ) + c′l

U tanφ
− 1. (5.20)

5.5.2 Results from sediment cores

Slope stability is a function of geometry and geotechnical properties of the

material, as well as physical processes such as seismic shaking. Geotechnical infor-

mation is typically obtained from sediment cores. We use geotechnical information

from three cores (Schwehr et al., 2006) to examine shallow stability in the study

area. The location of the cores and setting are in Table 5.1.

Schwehr et al. (2006) calcluated the weight percent water, η, which we

desire to turn into water content w as a proxy for density, ρ. Beginning with

η =
Ww

Ww +Ws

, (5.21)
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where W is weight and the subscripts w and s denote water and solid. Moisture

content goes as

w =
Ww

Ws

, (5.22)

and it follows that

w =

(
1

1
η
− 1

)
. (5.23)

Density is related to moisture content using

ρ = ρwGs

(
1 + w

1 + wGs

)
, (5.24)

where ρw is the density of seawater and Gs is the specific gravity. Common practice

is to assume a constant grain specific gravity (see, e.g., Kayen et al., 1999). We use

a value of 2.71, roughly the average adjacent to the Gaviota mudflow (Edwards

et al., 1995).
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Figure 5.9: Density of shallow cores from Schwehr et al. (2006).

The results are in Figure 5.9. Core 1, located in the toe of the slide, has the

greatest water content, possibly because water was entrained during deformation.

It also possesses the lowest density. Core 2, in the evacuation zone, has a density

more close to Core 1 at the surface, but appears to approach that of Core 4 with

depth. Core 4 possesses the lowest water content, the highest density, and therefore

a higher shear strength assuming τ = ρgh tanφ+ C.
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Now that we have derived densities, we can calculate the theoretical critical

acceleration as a function of depth within the cores. For the critical acceleration,

we use the downslope model with k1 = 0.66, a common value for the ratio of

vertical to horizontal seismic acceleration (Newmark and Hall, 1982). We use the

actual slopes for each core (Table 5.1) in order to compare the critical acceleration

required for instability as we move westward from the Gaviota slide to the eastward

gullies.

Figure 5.10 displays our estimated values for critical acceleration for each

core. The weakest material near the surface appears to be in Core 2, the evacuated

zone of the slide. Core 4 possesses the greatest critical acceleration, approaching

0.12 g at depth – the level calculated by Lee et al. (1991) – on the order of 0.01-

0.03 g’s greater than the other cores. Greene et al. (2006) suggest that the gullied

slope containing Core 4 is likely at a higher risk for failure due to the greater slope

gradient. Dingler (2007) argued that the gullies lower slope failure by introducing

sediment heterogeneities that inhibit the development of high pore pressures. Our

model suggests that the geotechnical properties of the sediments in that region

require greater ground acceleration to fail than the region around the Gaviota

slide. This might explain why the Gaviota slide failed but the adjacent margin

remained intact, and the “bulge” section next to the Goleta complex also remains

intact despite its higher slope gradient.

Figure 5.11 shows the results assuming there is no seismic ground accel-

eration, and we instead are relying on increases in pore pressure to induce slope

instability. We find that on the order of a 25-40% increase in pore pressure is

required to destabilize the slope in the absence of seismic ground motion. We

believe it is unlikely that such an increase could occur without associate seismic

shaking driving changes in fluids. Therefore, we agree with the notion that a large

earthquake (i.e., ≥M7 Edwards et al., 1995) is required for slope failure.

5.5.3 Assessing ground acceleration from possible sources

Using sediment cores, we have verified that around 0.12g is needed to drive

slope failure. The question is now whether the three purported seismic sources
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Figure 5.10: Critical acceleration calculated for the shallow cores.
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Figure 5.11: Increased pore pressure needed to decrease the factor of safety to 1.
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– a fault within the Santa Barbara Basin, the San Cayetano Fault, and the San

Andreas Fault – could produce this ground shaking. We note that one of the

motivations for relocating the event from the Santa Barbara Basin to the San

Andreas fault was the notion that a submarine landslide – arguably the Gaviota

slide – was responsible for the observed tsunami, not displacement along a fault. If

the earthquake did occur on the San Andreas, it is required that a landslide occur

in response to the seismic ground acceleration. The hypothetical seismic sources

thus have two constraints: (1) they must reproduce the observed MMI values at

the missions; and (2) they must produce ground shaking exceeding 0.12g to induce

slope failure.

We test these different scenarios using OpenSHA (Field et al., 2003; Open-

SHA, 2009), an open seismic hazard analysis model that inputs seismic sources and

outputs expected ground accelerations and MMI values as a function of distance

from the source. The model relies on empirical attenuation relationships (e.g.,

Campbell and Bozorgnia, 2003) as well as local geology and near surface (upper

30m) surface wave velocity to characterize site response (Wills et al., 2000) .

Earthquake source parameters are in Table 5.2. Peak Ground Acceleration

(PGA) results as well as MMI values are generated for each source. Figure 5.12

shows the 0.12g PGA contour for each of these sources, as well as the locations of

the missions and their historically derived MMI values. Only the Santa Barbara

Basin source – and possibly the San Cayetano fault given uncertainties and the

absence of fault rupture directivity effects in the OpenSHA model – could produce

ground shaking exceeding 0.12g in the vicinity of the landslide complexes. Ground

shaking from a San Andreas fault source would be insufficient to drive slope in-

stability and create a landslide generating tsunami. Calculated MMI values were

compared to historical values and the sum of squares of the residuals was also cal-

culated for each source (Figure 5.12). The “best fit” is again for a Santa Barbara

Basin source, followed by the San Cayetano fault. The San Andreas fault source

significantly under-predicts the historical MMI values.

These results are uncertain for offshore areas. Seismic attenuation relation-

ships on land are empirically calibrated; there are no long term observations of
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ground accelerations with respect to varying sources (size, focal mechanism, and

distance) within the Santa Barbara Basin. Moreover, the model also assumes a

constant shear-wave velocity of the upper 30 m of sediment of 180 m/s – a value

typical for marine sediments and clays – for offshore areas, but uses varying val-

ues on land dependent on surface geology maps. Offshore near-surface shear-wave

velocities are not homogeneous, and introducing heterogeneities would likely alter

the results. In addition, the effect of basin amplification on the site response within

the Santa Barbara Basin is unaccounted and unknown.

We assert that the results of OpenSHA for these sources are therefore inac-

curate for predictive purposes, but the relative results between sources are unlikely

to be altered. Given the large discrepancy between the San Andreas fault model

and the San Cayetano fault and Santa Barbara Basin sources, we argue against

a San Andreas fault source. One caveat to that argument is that it assumes the

21 Dec. 1812 earthquake did indeed generate a tsunami or a submarine landslide.

If that is not the case – and it is entirely possible that the Gaviota slide failed at

an earlier or later date – the possibility of a larger rupture area of 200 km may

explain the discrepancy of the MMI results.

Given the unusual sea activity reported to have occured (Lander et al.,

1993), however, and the numerous aftershocks in coastal communities (Toppozada

and Parke, 1982), it is likely that the earthquake was within the Santa Barbara

Basin. Additionally, even the great Mw7.9 earthquake of 1857, which ruptured the

San Andreas fault at its closest point to Santa Barbara, was felt with less intensity

than the 21 Dec. 1812 event (Agnew and Sieh, 1978). One possible caveat is that a

basin source of this size does not guarantee slope instability. The 0.12g threshold

is a necessary but not a sufficient condition, as material must displace a certain

distance – typically due to the duration of shaking at some critical level – before

catastrophically failing (see, e.g., Jibson, 1993; Ingles et al., 2006). A basin source

is likely required to drive instability, but the Gaviota slide may be from a different

event given the uncertainty in its date.
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Table 5.2: 21 Dec. 1812 seismic sources used in the OpenSHA model.

Source Lat Lon M Rake Dip
San Andreas Fault 34.75 -118.6 7.1 180 90
San Cayetano Fault 34.411 -118.754 7.5 90 60
Santa Barbara Basin 34.2 -119.9 7.1 90 24.33
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Santa Barbara Basin (Fault?) Rupture
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MMI

San Andreas 

Fault MMI

San Cayetano 

Fault MMI
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Basin MMI

Rancho de San 

Antonio 5.5 4.1 4.8 5.5

La Purisma 

Conception 7 4.1 4.8 5.8

Santa Inez 7 4.3 5.1 6.5

Rancheria de 

Mescaltitan 7 4.6 5.8 7.6

Santa Barbara 7 4.7 6.2 7.4

San 

Buenaventura 7 5.4 7.8 6.9
San Fernando 

Rey 7 6 8 4.8

Sum of Squares 32.3 12.66 7.1

Figure 5.12: The 0.12g peak ground acceleration contour from the OpenSHA model
for hypothetical 21 Dec. 1812 sources along the San Andreas Fault, San Cayetano
Fault, and in the Santa Barbara Basin. Historical MMI values at missions are
from (Toppozada et al., 2002). The table on the lower right contains the historical
MMI values and the results from OpenSHA, as well as the sum of squares of the
residuals between the modeled and historical values.
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5.6 Conclusions

Based on the high-resolution CHIRP data, GPS velocities, and acoustic

seafloor positioning, we observe no indicators of long-term or short-term downslope

creep in the gullied margin containing the prominent crack between the Gaviota

and Goleta slides. This evidence suggests that the scarp likely formed during an

episodic event, potentially the same event that prompted the Gaviota slide failure,

though it is possible that the feature is from a subsequent earthquake but did not

displace a great enough distance from the seismic accelerations to exceeded its

failure strength and catastrophically fail.

Sub-centimeter and near millimeter repeatability of seafloor positions are

viable for the acoustic geodesy and fiber optic seafloor strainmeter systems, respec-

tively. In the case of the optical fiber system, a remotely operated vehicle is likely

needed to deploy the cable given the sensitive cable breaking strength (≈ 100 lbs).

Use of these systems, and the ability to integrate an AUV into the acoustic network

(see, e.g., Kussat et al., 2005) can allow for decimeter precision translations over

kilometers, which is highly applicable for repeat mapping surveys.

Our assessment of potential earthquake sources for the 21 Dec. 1812 event

suggests a basin source. Moreover, a basin source of M > 7 is likely required

to produce ground accelerations significant in intensity and duration to induce

slope instability. This suggests that the lack of observable downslope deformation

reduces the imminence of mass wasting and tsunami hazard in the region, as a

more large earthquake may be required to induce instability than if downslope

deformation were actively occurring. Characterization of geohazards in this re-

gion therefore depends on characterizing the fault and earthquake history within

the basin, and probabilistic hazard assessment should be extended offshore, in-

corporating spatially varying seabed sediment properties and basin amplification

effects.
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Chapter 6

The Ms 5.3 Green Canyon

(northern Gulf of Mexico)

earthquake of 10 February 2006:

a landslide source?

6.1 Abstract

We study the anomalous Ms 5.3 earthquake of 10 February 2006 in the

Green Canyon district in the Gulf of Mexico. The earthquake is relatively depleted

in high frequency body wave energy with respect to surface wave energy. Surface

wave full-waveform inversion produced a best fit by either a model of a shallow

landslide translating on a low angle subsurface plane, or sub-horizontal or vertical

faulting within shallow low velocity sediments (Nettles, 2007). The location from

the surface wave inversion differed significantly from the USGS location obtained

using first arrival P-waves. To relocate the epicenter, we integrated the results

of two seismic exploration surveys – including over 500 four-component ocean

bottom seismic nodes from the Atlantis OBS survey, operated by BP in partnership

with BHP Billiton Limited – and the CGG Green Canyon phase VIII multi-client

towed streamer survey (Courtesy CGGVeritas, Houston, Texas). The relocation
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is consistent with the sliding source model, and geotechnical modeling suggests

that the sharp bathymetric relief is capable of supplying a large landslide. To test

the landslide hypothesis, we performed a multibeam, sidescan, and sub-bottom

seismic profile survey in October, 2008. The results of that survey indicate no

evidence of a large debris flow. This suggests a source mechanism within the

shallow sedimentary section on either a near sub-horizontal or near vertical plane.

6.2 Introduction

A series of earthquakes in 2006 has led to a reevaluation of the seismic

hazards and tectonic activity in the northern Gulf of Mexico (GoM): a Ms 5.3

event on 10 February, which we refer to as the Green Canyon event; a Ms 4.6

event on 18 April; and a Mw 5.8 event on 10 September. Figures 6.1 and 6.2 show

the locations of these events in the context of regional seismicity and geology.

These earthquakes were the largest in the region since a well studied M 5.0 event

on 24 July,1978 (Frohlich, 1982). Significant offshore development – including

pipelines, communication cables, and production platforms – has occurred since

that 1978 event. The proximity of the first two earthquakes in 2006 to active and

potential hydrocarbon leases generated interest within the oil and gas industry in

the form of special workshops at the annual Offshore Technology Conference and

meeting of the Society of Exploration Geophysicists. Understanding the causes

and consequences of these events is critical for managing risks to infrastructure,

economy, and environment.

Despite immense understanding of the GoM geologic history due to hydro-

carbon exploration (Salvador, 1991; Bird et al., 2005), the paucity of seismicity in

the northern and central segments has led to little research on the tectonics and

seismic potential of the region. The sparse intraplate events that do occur are

generally attributed to sediment loading (Frohlich, 1982; Nunn, 1985). Whether

the GoM is tectonically active today is an active topic of debate (Sarwar, 2002;

Dokka, 2006).

The northern GoM is currently designated as a Zone 0 seismic risk area
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(API, 2000b,a), meaning that the maximum expected horizontal ground motion

from possible earthquakes is less than 0.05g. While Zone 0 attribution does not ac-

count for the occurrence of earthquakes with M > 5.5, the magnitude at which sur-

face rupture becomes common (Wells and Coppersmith, 1994), industry employs

best practice hazard analysis from regions with greater seismic activity (Angell

and Hitchcock, 2007), and subsea structures in the Gulf of Mexico are considered

to be within the design limits for up to Zone 2 ground accelerations (0.2g, Brown

et al., 2003). The earthquakes of 2006, however, suggest the need to update our

assumptions on the frequency and magnitude of seismic activity within the region.

(Angell and Hitchcock, 2007).

In this study, we examine potential source mechanisms for the Ms 5.3 Green

Canyon event of 10 February, 2006. We use industrial seismic data to revise the

epicenter’s location and we test various source hypotheses consistent with local

geology. Ultimately, we present the results of a geophysical survey (bathymetry,

sidescan sonar, and sub-bottom profiling) of the epicentral region to assess the

cause of the event and associated hazards.

6.3 Geologic Background

6.3.1 GoM Seismicity

Historically, the best studied and best recorded earthquake in the GoM is

the M 5.0 earthquake on 24, July 1978. Frohlich (1982) located the event near the

edge of the Mississippi fan and estimated a source depth of 15 km, roughly the

depth of the Moho in the region. The observed ground motions at stations along

the Gulf Coast indicated reverse faulting. The hypocenter locations, combined with

calculations of sediment-stress accumulation, suggested that the source was related

to downwarping of the lithosphere due to sediment loading from the Mississippi

River. Nunn (1985) confirmed that the high rate of sedimentation along the Gulf

Coast since the Pleistocene could create enough load to generate bending and

produce horizontal extension and normal faulting. A thrust mechanism was also

suggested using Mohr’s circle analysis (Talwani and Rajendran, 1991).
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Figure 6.1: Northern Gulf of Mexico seismicity between 1973 and 2008. Earth-
quakes are taken from the U.S. Geological Survey’s National Earthquake Informa-
tion Center catalog. The 18 Apr. 2006 event is not in the catalog and was detected
using surface waves (Nettles, 2007)
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While downwarping from sediment loading has been considered the domi-

nant source of seismicity, it is certainly not the cause of every earthquake. Gan-

gopadhyay and Sen (2008) used 2-D and 3-D distinct element models to examine

stress concentrations due to contrasts in the mechanical properties between salt

deposits and surrounding sediments in the northern GoM. They surrounded a

simplified salt body with sediments and assigned mechanical properties based on

geologic interpretations and seismic velocities. After tectonically loading the model

for a year, they discovered that regions of relatively high shear stress correlate with

the spatial distribution of seismicity along the boundary of the salt canopy. This

suggested that a causal tectonic association, not aseismic sediment loading, could

be responsible for observed seismic activity.

Regardless of dominant mechanisms and the general absence of tectonics,

significant faulting does exist throughout the sedimentary column in the form of

shallow gravity driven listric faults along salt boundaries (Angell and Hitchcock,

2007). Sections of salt interrupt the thick (5-14 km) sedimentary column in the

GoM. Due to the weak mechanical properties of salt with respect to the overlying

sediments, the rapid sediment accumulation results in the salt behaving plastically,

forming diapirs and canopies. Basinward gravitational movement of sediment along

these salt boundaries results in upslope extension and downdip compression, pro-

ducing a series of concave up listric growth faults reminiscent of slump blocks.

6.3.2 Green Canyon

The Green Canyon region of the GoM is a designated MMS protraction area

beginning roughly midway between the present day shelf edge and terminating just

past the base of the Sigsbee escarpment. Salt withdrawal basins and salt domes

and diapirs dominate the seafloor topography, resulting in pocketed areas of sharp

relief and basins of smooth, shallow slopes.

Peel (2007) describes the local structural setting that may contain the seis-

mic source. The earthquake epicenter lies close to a step in the depth to the base-

ment. A change in regional magnetics corresponds to this step, and it is thought

to represent a stretched crustal transition between oceanic and continental crust.
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Above the change in basement lies a change in deep salt; directly atop the conti-

nental basement sits autochthonous Louann salt, whereas the salt atop the oceanic

section is an allochthonous nappe unfurled throughout younger Jurassic and Cre-

taceous stratigraphy. A folded unit from the Jurassic to Upper Miocene overlies

the deep salt. Plastered above the folded unit is the Sigsbee Salt Nappe, a major

allochthonous salt canopy that spread by large-scale glacier-like flow from NNW –

with a large basal shear zone – from the middle Miocene to Early pliocene, with

some salt still spreading in the present day. A carapace of more recent sediment

rests atop the Sigsbee salt, punctuated by withdrawal basins that have subsided to

produce significant sediment-sediment interfaces known as welds. The lower part

of the sediment carapace exhibits compressional folding and small-scale thrusting.

6.3.3 Possible Source Mechanisms

Numerous potential source mechanisms were initially suggested, including

faulting at the basement transition, sediment-salt slip along the deep salt nappe,

movement along a weld at the base of the Sigsbee salt, a surge of salt movement

within the Sigsbee salt, shallow faulting in the overlying sediments, a large scale

landslide or seafloor slumping, and large-scale sediment redistribution from recent

Hurricanes (see, e.g., Walsh et al., 2006) redistributing stress. Not all of these

mechanisms proved to be consistent with the location and seismological character-

istics discussed in the next section. A schematic showing some of these sources is

in Figure 6.3.

The Society of Exploration Geophysicists dedicated a special workshop at

its 2006 annual meeting to the Green Canyon event, and while no consensus was

reached amongst attendants, the following three mechanisms were widely consid-

ered. (1) Faulting within crystalline basement in the transitional region. This

may be the result of intraplate stress, loading from sediment or an advancing salt

nappe, differential thermal subsidence, or differential isostatic subsidence. (2) A

shallow earthquake within the sedimentary cover. (3) A large undersea landslide.

In the remainder of this paper, we review these scenarios by constraining the earth-

quake’s location using additional industrial data, and by integrating geotechnical
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Figure 6.3: Hypothetical mini-basin displaying potential source mechanisms, in-
cluding: shallow slumping or landslides; shallow sediment-sediment slip; slip along
the salt-sediment interface; salt-salt slip or salt tectonics; movement along the
weak boundary at the transition between oceanic and continental crust. Not all
sources are consistent with the observed seismic characteristics. Modified from an
initial figure courtesy of Rich Weiland, BP.

modeling with the results of a hydrographic and geophysical survey.

6.4 Seismic Characteristics

The Green Canyon event was detected by the National Earthquake Infor-

mation Center (NEIC) of the U.S Geological Survey (USGS) using traditional

P-wave arrival methods (Dewey and Dellinger, 2008). It was estimated to have

occurred on 10 February, 2006 at 04:14:17.8 UTM (HH:MM:SS) with a hypocenter

at 27.828◦ N, 90.210◦ W and at a depth less than 5 km, with magnitudes mb =
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Table 6.1: Green Canyon epicenter locations. The revised USGS location is the
official location using first arrivals and the additional industrial data; the Lamont
location used the entire waveform of the longer-period surface waves.

Method Lat Lon
Revised USGS 27.828 N 90.210 W
Initial USGS 27.597 N 90.163 W

Lamont 27.8 N 90.2 W

4.2 and Ms = 5.3. Note: the quoted epicenter is a revised location using industrial

exploration data (an explanation of that revision occurs later in this paper). The

Lamont-Doherty Earth Observatory also detected the event using surface waves

with periods around 50 seconds (Ekström, 2006a; Nettles, 2007). The Lamont

method located the earthquake at 27.8 N, 90.2 W.

The revised (official) USGS location, initial location, and Lamont location

are listed in Table 6.1. Differences in methods are not trivial, as initial P-wave

arrival detection algorithms are not designed to detect events with weak or null

P-wave arrivals. If stations use an algorithm dependent on that detection, an

event may go unnoticed. Application of the surface wave methods using periods

from 40-150 seconds has led to the discovery of hundreds of previously unreported

earthquakes around M5.0 (Ekström, 2006b). The Ms 4.6 10 April, 2006 event,

for example, was obtained via the surface wave method, but it was not recognized

via algorithms designed to detect initial P-wave arrivals and is therefore absent

from the USGS catalog. Given the unusual characteristics of these earthquakes (as

explained below), it is possible that seismicity in the GoM is greater than previously

thought: the known prevalence is partially a function of detection algorithms of

receivers on land. Placing seismic receivers offshore, possibly taking advantage of

existing infrastructure, may be one solution to this problem.

Vibrations from the Green Canyon earthquake were felt by personnel on-

board a nearby tension leg platform roughly 15 km from the initial USGS location

(Rijken and Leverette, 2007). Tension leg platforms are floating platforms with

a system of mechanically anchored steel tendons coupling the platform to pilings

driven into the seafloor. This platform had six tendons; each were monitored with
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a tensiometer, and the platform also possessed accelerometers. During the earth-

quake, the onboard monitoring system recorded platform accelerations primarily

in the vertical direction that were uncharacteristic of wave, tidal, and natural pe-

riods, along with an in-phase step-increase in tension on all six tendons. The six

tendons are in phase for sixty seconds following the onset of the event, indicating

that the quake excited the platform in heave, an observation consistent with the

accelerometers. The maximum accelerations were 0.005g and the running mean

of the increased tension over all tendons indicated 2 cm (0.8 inches) of seafloor

subsidence. This displacement was permanent and was only able to be deduced

due to an uncharacteristically calm sea. While the clock of the tensiometer was

not accurate enough to treat as a seismometer, the observed displacement places

a relevant constraint on possible seismic sources, even though the subsidence is

minor.

The characteristics of the seismic waveforms differ from other earthquakes

of similar size around the world. The waveforms are deficient in high-frequency

energy relative to low-frequency energy, which is reflected in an unexpectedly low

mb magnitude (a measure of high-frequency energy) of 4.2 with respect to a Ms

value (a measure of low-frequency energy) of 5.3 (Dewey and Dellinger, 2008).

This discrepancy is inconsistent with earthquakes that occur in highly competent

rock. From relationships between mb and Ms values from around the world, we

would expect a Ms 5.3 earthquake to produce a mb ≥ 5.4 (Stevens and Day, 1985).

These discrepancies are displayed in Figure 6.4, which shows a record of the Green

Canyon event alongside an earthquake of similar size and distance from the station,

but with a source in highly competent rock.

Arrival time data did not allow a reliable depth computation but there are

reasons to constrain it to less than 5 km. The epicentral distance of receivers

should have identified reflections of seismic phases off the Earth’s surface, but the

observed waveforms were too complex to identify those phases. This suggests a

source in the sedimentary section (< 15 km) as opposed to the crustal basement.

The unexpectedly low high-frequency energy content and low mb value also suggest

a sedimentary source, as inefficient generation of high-frequency energy is expected
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for faulting of weak sedimentary rock at shallow depths (Kovach, 1974; Ottemöller

et al., 2005). Richter (1958) noted that deficient high-frequency energy content

with respect to significant long-period energy would be characteristic of a sliding

mass or landslide source. This so called single-force mechanism, as opposed to

a double couple, has been successfully applied to massive landslides associated

with long period seismic waves comparable in amplitude to major earthquakes

(Kanamori and Given, 1982; Kanamori et al., 1984; Eissler and Kanamori, 1987;

Hasegawa and Kanamori, 1987; Kawakatsu, 1989).

Trying to establish a focal mechanism for the Green Canyon event proved

difficult. Nettles (2007) attempted to model the observed waveforms using stan-

dard centroid-moment-tensor (CMT) methods (Dziewonski et al., 1981; Ekström

et al., 2005), but these standard attempts were problematic. In contrast, the ob-

served waveforms were well fit using the centroid-single-force (landslide) inversion

method of Kawakatsu (1989). The landslide inversion produced the following pa-

rameters: sliding at an azimuth of 244◦ east-of-north on a slope of 4◦, with a Mass

× Distance parameter MD = 0.6× 1014 kg m. MD is analogous to a scalar seismic

moment; its attributes cannot be separated. For example, a 20 m thick section

of sediment sliding 1 m is equivalent to a 1 m thick section of sediment being

displaced 20 m.

A moment-tensor solution did exist, but only by placing the earthquake

centroid within a few km of the surface and applying an uncharacteristically low

shear modulus (see, e.g., Selby et al. 2006). Nettles (2007) was able to fit a double-

couple source with a scalar seismic moment M0 = 1.4 × 1017 N m, using a shear

wave velocity of Vs = 2.6 km/s. The solution was either a horizontal dip-slip source

at an azimuth of 230◦ east-of-north; or a vertical dip-slip source along a vertical

plane with a strike of 320◦. The area of the slip plane and slip distance cannot

be independently evaluated from the surface waves, but to produce that moment,

earthquake scaling relationships would suggest an average displacement of 1m over

a fault with an area of 1 km2. Those scaling relationships, however, are applicable

to highly competent rock, and may not be viable for the weak sedimentary section.

The slip parameters of these various sources are summarized in Table 6.2.
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Table 6.2: List of possible earthquake sources and slip parameters from the Lamont
full-waveform surface wave inversion (Nettles 2007).

Source Moment Azimuth (◦ N of E) Dip (◦) Rake (◦)
Landslide 0.6× 1014 kg m 244 4 N/A

Horizontal slip 1.4× 1017 N m 230 0 0
Vertical slip 1.4× 1017 N m 320 90 90

Table 6.3: Significant earthquakes in the GoM and whether they had clear, demon-
strable focal mechanisms and were identified by the USGS using P-wave detection
algorithms.

Date M Lat Lon Focal Mechanism USGS Catalog
24 Jul 1978 5 26.79 N 89.17 W Yes Yes
10 Feb 2006 5.3 27.528 N 90.210 W No Yes
18 Apr 2006 4.6 28.8 N 88.3 No No
10 Sep 2006 5.8 26.62 N 86.84 W Yes Yes

A paramount point is that while standard CMT methods struggle to fit

solutions to the Green Canyon event (and similarly, the Ms4.6 18 April, 2006

earthquake), the CMT methods do produce good solutions for the focal mecha-

nisms and magnitudes of both the M5.0 24 July, 1978 and Mw5.8 10 September,

2006 earthquakes (Table 6.3). This discordance further suggests an unusual source

for the Green Canyon event.

6.5 Revising the epicenter using industrial data

The original USGS location for the Green Canyon earthquake – obtained

from initial P wave arrivals at stations north of the event along the United States

Gulf Coast – differed greatly from the Lamont surface wave method. To recon-

cile these differences, we used recordings from industrial seismic surveys to the

southeast and southwest of the suspected epicenters.

We first obtained recordings from the Atlantis ocean-bottom-node survey,

a large experiment involving a total of 900 four-component ocean-bottom nodes

rolling through 1628 receiver locations over two patches, with nodes spaced every
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426 m, spanning a surface of 247 km2. This experiment was designed to image

beneath complex salt overburdens. The nodes possessed a natural frequency of 10

Hz (Beaudoin and Ross, 2007). At the time of the earthquake, the Green Canyon

event was detected on over 500 active nodes operating over a 10 km by 6 km array.

We obtained 2.5 hours of data spanning the period around the earthquake and an-

alyzed it for both natural and anthropogenic signals such as ongoing seismic airgun

sources that could contaminate the data. Although there are a large number of sig-

nals in the data, they can be identified by their distinct arrival times, frequencies,

and apparent phase velocities across the array. Dellinger and Ehlers (2007) show

that at frequencies above 5 Hz, repetitive airgun shots from oil industry seismic ex-

ploration surveys dominate the data. Below 1 Hz, a nearly continuous background

noise rumbles from the south and east with an apparent phase velocity across the

array of 2000 m/s. At 2 Hz and below, the earthquake signal dominates the data

from 04:14:34 UTM to about 04:20. It begins with several discrete bursts arriving

from the NNW over a span of 20 seconds, followed by a drawn out coda from the

NNW lasting over 8 minutes. Other distinct events from different azimuths arrive

following the main event: one from the SSE at 04:22:13 with a drawn out coda

over 3 minutes; and a weak, diffuse event from the ESE at 04:27 that also fades

in and out over a 3 minute interval. The source of these secondary events from

different azimuths remains unknown, though they may be distant reflections.

To improve the data quality, we separated the nodes into seven distinct

patches, taking care to avoid the most geologically complex areas such as the

Sigsbee escarpment (Figure 6.5a). We beam-formed stacked all the nodes within

each patch by identifying the phase velocity of the first-arrival and then stacked

at that velocity over each patch, thereby creating signals from seven synthetic

stations to the southeast of the event. The first arrivals of these stacked signals

are shown in Figure. 6.5b.

We applied a similar process to industrial streamer recordings located south-

west of the Green Canyon event, from the CGG Green Canyon Phase VIII mul-

ticlient survey (Courtesy CGGVeritas, Houston, Texas). The rumbling of the

earthquake was apparent in each individual streamer (Fig.6.6). First arrivals were
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(a) (b)

Figure 6.5: (a) Reproduced from Dellinger et al. (2007): more than 500 4-C nodes
were in operation during the Green Canyon event as part of the Atlantis ocean-
bottom-node survey. We created seven patches, chosen to avoid the Sigsbee es-
carpment and other complex geology. We included as part of each patch, all good
receivers within 1400 m horizontally and 100 m vertically of the chosen central
node. Records from all nodes within each patch were stacked to create seven
apparent seismic stations. (b) Reproduced from Dellinger et al. (2009) Figure
2a: Green-Canyon earthquake first arrivals observed on the vertical component of
stacked node patches. The data has been low-pass filtered to 2 Hz, which removed
most of the airgun source from the observed signal.

less clear. To obtain a convincing first arrival, we stacked with an appropriate

phase velocity over the entire streamer array and treated the results as a single

seismic station located southwest of the epicenter.

The seismic records from these apparent stations were then provided to

the USGS to improve their data coverage. Using first arrival times, the Green

Canyon event was relocated to 27.828 N, 90.210 W (Dewey and Dellinger, 2008).

The revised epicentral location was essentially coincident with the Lamont location

(27.8 N, 90.2 W), which was calculated using a full-waveform surface-wave inversion

instead of first P-wave arrivals. The Lamont location did not have the benefit of

using the additional synthetic stations derived from industrial data (the frequency

limitations of the industrial receivers would also prohibit that analysis,) but the

locations agree to within the grid spacing of their model (a tenth of a degree, or six

minutes.) This gave us confidence that the other parameters in the surface-wave

waveform inversion – such as the landslide parameters or slip distributions in weak

media – were correct.
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Figure 6.6: Modified from Dellinger et al. (2009) Figure 3: Part of one streamer
line from the CGG Green-Canyon Phase VIII multi-client survey, covering all or
part of four shots. There are three short no-data gaps between consecutive shots.
The data have been bandpass filtered from 1.5 to 6 Hz and is shown unstacked.
The airgun shots slope down to the right. The burst of noise sloping in the opposite
direction around the middle of the plot is the loudest part of the Green Canyon
earthquake (denoted by the black arrow). The much weaker first arrival is not
directly visible in the unstacked data, but was detectable by stacking the entire
streamer array to one trace. (Courtesy CGGVeritas, Houston, Texas.)
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We applied additional constraints to the epicenter from the results of our

apparent stations. Although the first arrivals impinged on the arrays nearly verti-

cally, later arrivals came from a range of azimuths. Assuming a P-wave velocity of

1500 m/s, we were able to constrain the back azimuths of these arrivals. We did

this for both the apparent Atlantis receiver arrays and the CGGVeritas streamer

signal. The intersection of these back azimuths (see Figure. 6.2) provides an in-

dependent location of the event, indicating that the western portion of the revised

USGS error ellipse was the most likely location for the earthquake. That portion

of the epicentral area contains complex geology and sharp relief that coincides with

the azimuths determined by the Lamont landslide model.

6.6 Slope stability and dislocation modeling

For the landslide source to be viable, it must be consistent with the geology

near the epicenter. A detailed map showing high-resolution bathymetry and the

revised USGS and Lamont locations is shown in Figure 6.7. This bathymetry is

pre-earthquake (1999), obtained from a prestack water-velocity time-migration of

the CGG Green Canyon Phase II dataset (Courtesy CGGVeritas, Houston, Texas).

The revised USGS location and the Lamont full-waveform surface-wave inversion

location are in a region with complex geologic relief. The azimuth of the slopes in

this region is generally in the same orientation as the hypothetical landslide source

(the arrow in Figure 6.7 and all subsequent figures indicates only the predicted

azimuth of the landslide. The length of the arrow in these figures has no physical

meaning such as distance, nor does it suggest an uphill slide since the model is

only precise to a tenth of a degree, or six minutes.) For the landslide model to be

plausible, slopes must not only be able to support large failures, but those failures

must be of sufficient dimension to produce a Ms 5.3 event. We address these issues

by utilizing slope stability and elastic half-space modeling.



149

6.6.1 Mudflow modeling

Slope angle, source volume, and sediment shear strength are all parameters

that will govern the extent of a submarine landslide. The landslide model of Nettles

(2007) produced a Mass × Distance parameter, which can be thought of as the

scalar equivalent to seismic moment, of 0.6 × 1014 kg m. The slopes near the

epicentral area of the Green Canyon event will only be able to sustain landslides

of a certain size. Using mudflow modeling, we seek to determine if that size is

consistent with the Mass × Distance number from the landslide model.

We use the BING 1D numerical model for muddy, subaqueous debris flows

(Imran et al., 2001a,b) to determine the extent of hypothetical landslides on the

suggested slopes. The BING model treats sediments as a viscoplastic fluid and

solves the layer-integrated conservation equations of mass and momentum to model

the downslope spreading of a subaqueous debris flow on a given bathymetric profile.

The model is capable of supporting several rheologies corresponding to different

viscoplastic fluid types and assumes an initial parabolic mass which then collapses

and spreads along the slope.

We must assume a density ρ and a volume V , along with a runout distance

R (which we calculate from the BING model). The Mass × Distance number

is defined as MD = ρV R. BING assumes an initial parabolic mass, so we must

invoke the volume under a parabola, V = (2/3)LWH, such that L is the initial

length of material allowed to fail (required as an input into BING, i.e. 1000 m), H

the maximum thickness of the initial mass (also required as an input into BING,

i.e. 10 m), and W is the width of the initial mass (what we desire to constrain).

Combining these equations and solving for W , we have

W =
3MD

2ρLHR
.

Two prominent slopes stand out in Figure 6.7: the one immediately south

and to the west of the Lamont landslide location (and possessing nearly the same

azimuth), and the slope to the northwest of that hillside. Our recipe is to run BING

for different profiles along these possible hillsides for different initial masses (length

and thickness) and to calculate their predicted runout distances R. We can then
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calculate W . If W is much larger than the actual width of those escarpments, then

that means a much larger mass than is physically possible is required to produce

the suggested value for MD. If W is within the physical limits of these slopes, it

means that the slope is capable of producing a landslide consistent with MD.

Using a density ρ = 1800 kg/m3 and regional sediment properties (Van-

Shaar et al., 2002), we computed runout distances for sediment thickness of 2.5,

5, 7.5, 10, 15, and 20 m, and initial lengths of 250, 500, 750, and 1000 m. Due

to differences in sediment shear strength at depth, the maximum runout distance

occurred for a thickness of 10 m and an initial length of 1000 m. This maximum

runout distance for a hypothetical failure along the southwestern scarp was around

2375 m (1375 m plus 1000 m initial length). The width of this mass required to

achieve the known value for MD would be around 4.1 km, which is physically per-

missible by this slope. For comparison, a 5 m thick volume with an initial length

of 1000 m would require an 11 km wide slope, and a 10 m thick volume with an

initial length of 500 m would require a 14.3 km wide slope: neither of which fit

the permissible geological dimensions. To produce the required MD, any failure

on that slope must approach 1000 m initial length and 10 m initial thickness –

which is physically possible – but would also be observable in a post-earthquake,

high-resolution bathymetry survey.

The more northern slope, in contrast, has too low of a gradient to support

the runout distances required to generate MD. For our soil model, the width of

that slope would need to be on the order of 20 km, more than four times the

actual physical dimensions. If a large landslide were to occur on that escarpment,

that mudflow models suggests that it would not be large enough to produce the

necessary value for MD.

6.6.2 Elastic Dislocation Modeling

Recall that the Green Canyon event produced roughly 0.8 inches of subsi-

dence at the tension leg platform (Rijken and Leverette, 2007). This subsidence is

minor, and one caveat is that the subsidence at the platform is difficult to inter-

pret because we are not completely sure what the effects of the platform’s pilings
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Figure 6.7: Close-up of the suspected epicentral area including the revised USGS
location along with the landslide location azimuth (red arrow; the length of this
arrow in this figure and all subsequent figures is meaningless, it only indicates the
direction of the modeled sliding.) Bathymetry data is from before the earthquake
(1999), Courtesy CGGVeritas. A platform and pipeline are within the plotted
area. The black arrow shows the predicted landslide runout distance using the
BING mudflow model.
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being shaken would be – though it has been suggested that due to the nature of

the design, liquefaction, for example, would create the opposite sign, making the

ocean appear to get shallower, not deeper. For the purposes of this section, we

assume the subsidence is accurate and we test whether our hypothetical sources –

a landslide or a horizontal or vertical dip slip in an elastic medium – could produce

roughly 0.8 inches of vertical seafloor displacement at the necessary distance and

azimuth.

We model the landslide source as the removal of a load and an addition of

the same load at a distance corresponding to the modeled runout distance atop

an elastic half-space. We correct for the addition or removal of sea water that

occupied or evacuated the thickness of the translated load. The problem of surface

loading of an elastic half-space can be traced back to Boussinesq (1885), who

demonstrated that the displacement and stress field in response to surface loading

can be expressed in spatial derivative potential functions. Love (1929) attempted

to solve this problem for uniform pressure applied to a rectangular load at the

surface. As a result, this problem is typically referred to as Love’s problem, though

he only provided a solution for the stress field within an elastic half-space, not the

displacement. Expanding upon that work, Becker and Bevis (2004) formulated

explicit expressions for displacements in a non-gravitating, homogeneous, semi

infinite half-space generated by uniform surface pressure applied over a rectangular

region. Since the problem is linear, the solutions for any number of rectangular

loads can be summed together to produce the solution for an arbitrary surface

load.

We assumed a removed rectangular load of thickness 20 m, length 1000 m,

and width 5000 m, and an applied load of the same dimensions located 3000 m

along the length axis. These dimensions are slightly greater than the maximum

dimensions supported by the mudflow modeling, so any deformation from this

model should be an upper limit. We used a bulk modulus κ = 33.65 GPa and a

shear modulus µ = 13.23 GPa, along with a sediment density of 1781 kg/m3 (or

an apparent density of 0.78 since the problem is linear and requires us to add or

subtract the influence of the increase or decrease in seawater) (Gangopadhyay and
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(a) (b)

Figure 6.8: Surface deformation for different source models. (a) Landslide source
modeled as the superposition of an evacuated rectangular mass and a deposited
rectangular mass atop an elastic halfspace (Becker and Bevis, 2004). (b) Horizon-
tal/vertical slip solution.

Sen, 2008). The vertical deformation for a landslide source is in Figure. 6.8a. For

reference, the location of the tension leg platform would be to the southwest of the

origin. We deliberately leave off plotting that location with respect to the origin

given the actual uncertainty in the epicenter’s location.

For the sub-horizontal and vertical slip models, we compute surface dis-

placements using the formulation of Okada (1985, 1992), which is encoded into

the EDGRN/EDCMP software package (Wang et al., 2003). We assume a point

source dislocation and a Lame parameter of λ = 24.83 GPa and a shear modulus of

13.23 GPa, and the strike and dip orientations from the Lamont inversion (Table

6.2). The resulting vertical surface deformation for these sources is in Fig. 6.8b.

Towards the platform, we observe 1 to 3 cm subsidence.

The observed subsidence at the tension leg platform was 0.8 inches, or ≈ 2

cm. Only the horizontal or vertical slip source is capable of producing that coseis-

mic displacement within the uncertainty epicenter with respect to the platform.

From the standpoint of a hypothetical applied pressure load, the landslide source is
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insufficient to fully explain the observed ground deformation. While the observed

deformation is unlikely to be solely the result of elastic dislocation theory (the

weak upper sediments may not behave elastically), this is a possible constraint.

6.7 Geophysical Survey

While it cannot fully explain the observed subsidence, geotechnical model-

ing suggested that a landslide consistent with the volume and sliding distance from

Nettles (2007) surface-wave inversion could occur on the escarpments near the epi-

center. To confirm or reject the landslide hypothesis, we conducted a geophysical

survey of the region.

This survey was performed in October 2008. The Scripps Institution of

Oceanography vessel R/V Roger Revelle was in the GoM for a controlled source ma-

rine electromagnetic experiment imaging gas hydrates (see http://marineemlab.

ucsd.edu/). The Green Canyon earthquake epicenter was located near the transit

between two sites, and we arranged for a geophysical survey of the area including

multibeam bathymetry, sidescan sonar, and sub-bottom profiling. The results from

BING mudslide modeling suggested that if a landslide occurred along the slopes

in the western epicentral area, it would have dimensions on the order of a couple

kilometers in length (evacuation and deposition), up to 5 km in width, and several

meters in thickness at the head scar or deposit. A feature of this size would be

within the resolution limits of our multibeam echosounder.

The R/V Roger Revelle was equipped with a Kongsberg Simrad EM120

multibeam echosounder. The 12 kHz system has up to 191 beams capable of

covering a 150 degree swath of the seafloor, mapping a width up to 6-7 times the

water depth. The beam footprint is 1◦ × 1◦ and the instrument is operable in

depths from 50 to 11000 m. For sub-bottom profiling, we used the Knudsen 320 B

3.5 kHz profiler. Survey design was conflicting, as sub-bottom imaging is ideally

performed across or along a slope, whereas multibeam will best resolve regions of

sharp relief with the ship traveling at an oblique angle. We therefore surveyed

two lines along the southwestern slope – to provide the best sub-bottom images –
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and the remainder of the lines were E-W, which was roughly at a 30 degree angle

with respect to the features we wished to image in the multibeam. Bathymetry

and backscatter data were processed using the software MB-System (Caress and

Chayes, 1995; MB-System, 2010)] and sub-bottom data using SIOSEIS (Henkart,

2010).

6.7.1 Bathymetry

The results of the multibeam mapping are in Figure 6.9b. The pre-earthquake

high-resolution bathymetry in Figure 6.7a was obtained from prestack time-migration

of a 3D seismic data set acquired in 1999, the CGGVeritas Green-Canyon Phase

II multi-client survey (Courtesy CGGVeritas, Houston, Texas). Visual compar-

ison between the pre (1999) and post (2008) bathymetry shows no large scale,

significant differences (Figures 6.9 & 6.12).

We also difference the resulting grids to examine systematic spatial vari-

ations between the two surveys. Pre-earthquake bathymetry was converted from

time to depth assuming a constant sea water velocity of 1500 m/s. We estimate,

however, that the depth of the seismic source of that survey was around 8 m and

the receiver depth at 9 m, so we would expect roughly a 17 m offset between the

two surveys. To correct for this offset and possible differences in sound speed,

we perform a least-squares fit on the two data sets to correct the pre-earthquake

bathymetry so that its mean value is the same as the post-earthquake multibeam

survey. We estimate a slope of 0.99435 and an intercept of 16.92 m. The 0.994

multiplicative factor means there is a little more than a half percent difference in

the water velocity.

After correcting the pre-earthquake survey with these factors, we subtract

it from the post-earthquake multibeam survey. Figure 6.10 shows the results of

this differencing. There are significant errors and artifacts in the difference map,

particularly directly below the ship, but we believe no large scale excavation or

deposition is evident adjacent to the suspected slopes, at least not of the size

required to account for the Mass × Distance parameter from the centroid-single-

force inversion. Similar difference maps with respect to slope and azimuth also
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reveal no significant differences over the area we believe would be required from

the hypothetical landslide inversion.

There are technical reasons to explain some of the differences. 3D seismic

and multibeam are different technologies, and the differences in technology may be

responsible for differences in data. Multibeam sonar captures normal and angular

incident reflections and scattering of narrow-band, rectified high-frequency sound

(12 kHz), whereas 3D seismic captures near-normal incident reflection of broad-

band, non-rectified sound at low frequencies (3-125 Hz1) (see, e.g., Mosher et al.,

2006). The 3D seismic bathymetry has a higher data data density over most of the

survey area (except for the south), and therefore better smoothing and rendering,

and this may lead to minor differences. Ship roll artifacts also are also uncertain.

A roll bias correction involves sailing along the same or partially overlapping track,

but in different directions, and correcting for the difference in bathymetry as a bias

in roll to the port or starboard side. This correction is ideally made over identi-

cal tracks in an area of no or gently varying relief. Our tracks are only partially

overlapping, and the significant relief along the escarpments make this correction

difficult. We did apply a roll-bias correction, but the standard deviation amongst

parallel tracks was almost as large as the signal.

6.7.2 Backscatter

We also analyzed sidescan sonar data (Figure 6.11.) A 3D perspective view

in Figure 6.12 exhibits this information. Sidescan sonar (or backscatter) values are

related to surface lithology, and contrasts may delineate not only different sediment

types (mud versus rock outcrop), but also remolded versus intact sediments. While

groundtruthing (video or sediment samples) is needed to statistically calibrate

backscatter, raw data values can meaningfully distinguish physical and geological

seabed. Using GLORIA sidescan, Schlee and Robb (1991) showed that submarine

landslide debris deposits can be recognized by their generally brighter backscatter

compared to seafloor covered by undisturbed, hemipelagic finer grained sediments.

1In practice, the frequencies typically range from 5-80 Hz (Personal Communication, Joe
Dellinger, BP America, Inc˙
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Figure 6.9: (a) CGGVeritas Green Canyon Phase II multiclient survey; bathymetry
from pre-stack time migration (Courtesy CGGVeritas, Houston, Texas). (b) R/V
Roger Revelle EM120 multibeam bathymetry.
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Figure 6.10: Change between the post-earthquake (2008 EM120) and pre-
earthquake (1999 CGGVeritas) bathymetry. Negative values represent areas of
excavation and positive values regions of deposition. Expected scale of a slide is
roughly 2.5× 4 km.
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We reversed the backscatter values to better delineate features; darker backscatter

indicates higher reflectivity and is likely to indicate mass-wasting.

The results in Figure 6.11 indicate no significant change in backscatter value

along the predicted landslide azimuth on the steepest, southwestern slope which

we felt was the most likely to support failure. There is a significant difference in

texture to the south, which suggests debris, but such features are smaller than

required for the Mass × Distance parameter and in the wrong orientation. The

slope just north and to the west of the pipeline route exhibits some minor textural

change from the crown of the slope to out along its base. The morphology of this

feature in both pre-and-post earthquake bathymetry suggests it is a slope failure.

The width of the material is not consistent with the value required for the landslide

inversion unless it was an extremely deep seated mass wasting event (i.e. > 20 m

of material). This feature suggest a slope failure, but close examination (Figures

6.9 & 6.12) suggests it is present in both pre and post earthquake bathymetry and

is therefore an older feature.

6.7.3 Sub-bottom

Sub-bottom profiling was acquired coincident with the multibeam. Results

are shown in Figure 6.13. Profiles up the potential slopes of failure are along

lines A-A’ and G-G’, respectively. No head scarp, zone of evacuation, or toe are

evident. There does exist an uppermost, opaque layer at the base of those slopes

(which pinches out, for example, along profile F-F’), but we traced that layer to

all profiles, suggesting it is from sedimentation, not mass wasting. The eastern

portion of the survey area exhibits normal faults with potentially several meters of

offset just east of the epicenters, along with diapirs that interrupt the sedimentary

layering and correspond to areas of high backscatter (most likely from cap rock

atop of salt) in Figure 6.11. We conclude that there is no evidence of a large debris

flow in the sub-bottom data, at least to within the instrument resolution (≈ 1 m.)
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(a) CGGVeritas (1999)

(b) EM120 (2008)

(c) Backscatter

Figure 6.12: 3D perspective views of (a) pre-earthquake bathymetry (Courtesy
CGGVeritas, Houston, Texas); (b) post-earthquake bathymetry; and (c) draped
backscatter. Images possess a 12X vertical exaggeration. The red line denotes the
pipeline and the red cylinder the USGS epicenter.
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6.8 Discussion

We cannot completely rule out the the existence of small amounts of dis-

placed debris due to the differences between 3D seismic and multibeam echosounder

bathymetry, but our results find no evidence for a large submarine landslide on

the scale required to produce the Ms 5.3 signal (10 m thick and around 2.5 × 4

km in length and width.) We believe that any landslide capable of generating a

Ms 5.3 earthquake should be spatially delineated in the multibeam, sub-bottom,

and backscatter data. A thin veneer of failed sediment (< 1 m) or small patches

of debris may very well exist, but the absence of a large scale feature suggests that

the source mechanism for the Green Canyon earthquake was likely shallow faulting

within the sedimentary cover.

The predominance of long-period, surface wave radiation is similar to other

perplexing earthquakes, including a series of ≈ M 3 at the Wilmington Oil Field

in California (Kovach, 1974) and a Ms 4.9 event at the Ekofisk field in the North

Sea (Ottemöller et al., 2003, 2005; Selby et al., 2005). These earthquakes were

attributed to subsidence from production withdrawal and water injection. At the

Wilmington Field, subsidence produced large horizontal shear stresses that were

subsequently released via horizontal movement along very shallow dipping planes.

One key feature of these events was very low rupture velocities (0.1 to 0.3 km/sec).

The Ms 4.9 event at the Ekofisk field also exhibited a similarly unusual mb versus

Ms relationship, with mb = 3.7. Ottemöller et al. (2003) and Selby et al. (2005)

both suggested a vertical dip slip source, but with a different polarity of slip, the

difference due to the sensitivity of incorporating a thick surficial sediment layer

with low seismic wave speeds. In a later study utilizing greater geophysical data,

Ottemöller et al. (2005) revised their result and concluded a near-horizontal nodal

plane was the most likely source.

Unlike those sources, there was no hydrocarbon production in the region

of the earthquake. The common attribute among these events is the character

of the waveforms and possible focal mechanisms. The sub-bottom data display

near-vertical dip-slip offsets that breach the surface, just north of what appears

to be cap-rock atop diapirs penetrating the surface (Figure 6.13). The depth
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resolution and spatial density of this data are not adequate to fully map the fault

and salt structures; analysis of 3D multi-channel seismic data is needed to map

these features and to differentiate between a near-horizontal or near-vertical dip slip

source. It is important to reiterate that salt tectonics dominate this region. Salt

diapirs and withdrawal basins drive the morphology and we suggest that subsidence

due to salt uplift or withdrawal and the associated generation of horizontal shear

stresses should be considered as a possible factor in the observed seismicity.

Regional seismicity in the GoM is considered sparse; events in weak sedi-

ments are not well understood due to their scarcity and lack of adequate instru-

mentation. The USGS earthquake catalog does show several other events in the

vicinity of the 10 February 2006 Green Canyon event, suggesting there may be

some regional trend or mechanism. It is important to note, however, that those

other events are arguably less well located than the initial USGS estimate of the

Green Canyon event, which itself was significantly revised in location.

6.9 Conclusions

Earthquake relocation using ocean bottom industrial seismic data places

the 10 February 2006 Green Canyon in a region consistent with surface wave esti-

mates of the earthquake source. Comparing post-earthquake with pre-earthquake

bathymetry, we observe no large regions of evacuation and deposition consistent

with a model of a large landslide capable of generating seismic waves. The pre-

ferred earthquake solution is therefore likely to be sub-horizontal or vertical slip

within the shallow sedimentary cover.

An interesting question is not just the mechanism and potential impacts

of this event, but whether other unusual earthquakes of similar magnitude have

occurred over the past three decades, but are not included in the USGS catalog as

the result of their uncharacteristic seismic signatures not triggering initial P-wave

arrival detection algorithms. As an example, we advocate the Ms 4.6 earthquake of

18 April, 2006 (Nettles, 2007). This event also has an unknown source mechanism

and also produced anomalously weak P-wave arrivals and was not detected and
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included in the USGS catalog. It was detected using long period surface waves.

Given the economic and environmental significance of this region, detecting,

locating, and characterizing significant earthquakes is essential. The recent earth-

quakes suggest the need to revise our understanding and assumptions of earthquake

frequency and magnitude in the Gulf of Mexico. These issues could potentially be

resolved with the placement of several permanent, broadband seismometers or

geophones located near the deepwater Gulf of Mexico.
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