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Abstract 

 To counter the threat of genomic damage, an evolutionarily conserved checkpoint 

system exists that recognizes the presence of damaged DNA, prevents cell cycle 

progression, and promotes repair.  We were interested in understanding the mechanisms 

of (I) checkpoint initiation and (II) checkpoint termination during adaptation in 

Saccharomyces cerevisiae.  The 9-1-1 clamp is a checkpoint sensor that is recruited to 

double-strand breaks (DSBs).  Regarding checkpoint initiation, we examined the both the 

generic requirements and the recruitment patterns of the 9-1-1 checkpoint clamp to an 

engineered DSB.  We discovered that while the 9-1-1 clamp shares structural and 

mechanical similarities with the PCNA-replication clamp to associate with DNA at 

ssDNA/dsDNA junctions, the genetic requirements for in vivo recruitment varied.  Both 

clamp structures required the single-stranded binding protein complex, RPA.  However, 

the 9-1-1 complex did not utilize the replication Polα-primase complex, which creates the 

ssDNA/dsDNA junctions recognized by PCNA.  These data suggested the functional 

difference between the checkpoint and replication clamps lies in the substrate specificity.  

Regarding our interest in adaptation, we determined how the Cdc5 polo-like kinase acts 

to promote adaptation.  Adaptation is a survival mechanism, in which yeast cells will 

escape a checkpoint arrest if DNA damage has not been repaired after several hours, and 

has been previously shown to require Cdc5.  The overexpression of Cdc5 was used as a 

tool to probe how Cdc5 impacts checkpoint signaling.  We found that Cdc5 

overproduction had no significant effect on initial steps of checkpoint signaling, 

including recruitment of checkpoint sensors to damage and activity of initiating 

checkpoint kinases.  However, the downstream checkpoint-effector kinase, Rad53, lost its 
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damage-dependent hyperphosphorylation, suggesting Cdc5 may inhibit the amplification 

step of the checkpoint-signaling cascade.  
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Chapter 1 

 

Damage in transition:  Choosing between 

Non-homologous End Joining and Homologous Recombination 
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ABSTRACT.   

Double-stranded DNA breaks (DSBs) are a particularly dangerous form of DNA 

damage, as they can lead to chromosome loss, translocations, or truncations.  When a 

DSB occurs, many proteins are recruited to the break site.  These proteins serve to both 

initiate DNA repair and to activate a checkpoint response.  Repair occurs through one of 

two pathways: nonhomologous end-joining (NHEJ), in which broken DNA ends are 

directly ligated; or homologous recombination  (HR), in which a homologous 

chromosome is utilized as a template in a replicative repair process.  The checkpoint 

response is mediated by the PI3K-like kinases, Mec1 and Tel1 (ATR and ATM in 

humans, respectively).  Two recent studies in yeast have significantly increased our 

understanding of when each of the proteins involved in these processes is localized to a 

break, as well as how their sequential localization is achieved.  Specifically, these studies 

support and expand upon a model in which Tel1 and the NHEJ proteins are the first 

proteins to localize to the break in order to initiate signaling and attempt repair, but are 

subsequently replaced by Mec1 and the HR proteins.  This transition is mediated by a 

Cdk-dependent initiation of 5’ to 3’ processing (resection) of the DSB.  Thus, the cell 

cycle stage at which DSBs occur affects the way in which the DSBs are processed and 

recognized. 

 

The checkpoint proteins.  The DNA damage checkpoint is comprised of at least two 

damage-recognition complexes: the PCNA-like 9-1-1 complex and one of two PI3 

kinase-related protein kinases [1].  The 9-1-1 complex is loaded at damage sites by a 

replication factor C variant containing Rad24 [2,3] in a manner dependent upon the 
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heterotrimeric, single-stranded DNA (ssDNA) binding protein RPA [4].  One of the 

PI3K-like kinases, Mec1 is also thought to recognize ssDNA through RPA [5], an 

interaction that likely occurs through its associated subunit Ddc2 (ATRIP in humans) [5].  

In contrast, the PI3K-like protein kinase Tel1 appears to bind DSBs through a complex of 

three proteins: Mre11, Rad50, and Xrs2, called the MRX complex (MRN in humans) [6].    

 

The repair proteins.  In addition to its role in recruitment of Tel1 to damage sites, the 

MRX complex promotes the ligation of broken DNA during NHEJ.  The exact role of the 

MRX complex in NHEJ is not understood, although the MRX complex has several 

activities associated with it, including both endo and exonucleolytic activities, Tel1 

targeting,  telomere maintenance,  and DNA binding [7].  The MRX complex works in 

conjunction with Ku and other proteins to promote DNA ligase IV-mediated joining of 

broken ends [8].    

HR is carried out by the sequential function of several proteins, including Rad52, 

Rad51, Rad54 and RPA [9].   In current models, RPA binds a 3’ ssDNA overhang, thus 

eliminating secondary structure.  Next, Rad51 is loaded onto the ssDNA in a Rad52 

dependent manner, thus displacing RPA.  Subsequently, other recombinases, such as the 

Rad55/Rad57 complex and the chromatin remodeling protein Rad54, bind to help 

promote synapsis [9,10,11].  

 

Processing of double-stranded DNA breaks.  DNA damage can take myriad forms.  

Over the last 15 years, it has been suggested that many signaling events that occur in 

response to DNA damage actually do so by recognizing ssDNA generated as a 
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consequence of damage.  DSBs are no exception.   DSBs can be induced by exogenous 

sources, such as gamma irradiation, or endogenously, such as when a template containing 

a single-stranded nick is replicated.  After a 1-2 hour lag, DSBs are subjected to 5’ to 3’ 

exonucleolytic degradation, a process referred to as resection, [12].  This processing is a 

prerequisite for homologous recombination and can be extensive (up to many thousands 

of bases) [13].   In contrast, NHEJ-mediated repair of an enzymatically generated DSB in 

yeast is normally religated with no loss of information, and likely no processing.  

However,  in most mammalian cells (and in yeast in some circumstances) DSBs are 

processed to uncover regions of homology prior to NHEJ. 

 While resection is clearly required for HR, its regulation and mechanisms are not 

well understood [8].  Exo1, a single-stranded exonuclease, is important for resection in 

some contexts.  However, significant processing still occurs when EXO1 is deleted.  The 

MRX complex can also promote resection. This function of the MRX complex was 

discovered through an allele of RAD50, called RAD50S, that eliminates processing of 

DSBs in meiosis.  One component of the MRX complex, Mre11, has exonuclease activity 

in vitro, but this activity is not in the direction that one would expect for an exonuclease 

that mediates resection (it is a 3’ to 5’ exonuclease).   Another gene required for meiotic 

DSB processing is SAE2.  Interestingly, either deletion of SAE2 or the RAD50S allele 

strongly amplifies Tel1’s normally modest role in the DNA damage checkpoint. This 

result suggests that Tel1’s ability to signal at a DSB is disrupted by processing of the 

DSB.   
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Ordered recruitment of proteins to a DSB.  A new study from the Rothstein laboratory 

provides a comprehensive analysis of the localization of all of the aforementioned yeast 

proteins to sites of DNA damage [14].  By examining individual cells through time, and 

visualizing multiple damage-responsive proteins simultaneously, they determined the 

order in which proteins arrive at damage sites.  Unlike early studies using formaldehyde-

mediated chromatin immunoprecipitation (ChIP), which averages the population, direct 

visualization of multiple proteins at the same time allowed the Rothstein lab to determine 

which associations occurred simultaneously at a single break and which were mutually 

exclusive.  These data showed directly that the MRX complex, and thus Tel1, localize to 

DSBs almost immediately after damage.  Concurrently or shortly thereafter, the Sae2 

protein arrives,  and the MRX and Tel1 proteins are lost (Fig. 1, step a).  Deletion of the 

SAE2 gene (or the presence of the RAD50S allele) delays loss of the MRX protein Mre11, 

suggesting a causal role for Sae2 in this event.  Consistent with the notion that the 

localization of Sae2 corresponds to the initiation of resection, RPA arrives at roughly the 

same time, as do the Mec1/Ddc2 and 9-1-1 complexes, both of which require RPA for 

their loading (Fig. 1, step d).  Like Mec1/Ddc2 and the 9-1-1 complex, the recombinases 

make their appearance only after the MRX and Tel1 complexes have left.  Interestingly, 

Lisby et al. show that Rad52 foci form in the absence of any of the tested recombinases, 

including Rad51 and the Swi2/Snf2 protein Rad54 (Fig. 1, steps e-f).  In contrast, 

previously published data showed that Rad52’s ability to ChIP DNA adjacent to DSBs is 

dramatically decreased in Rad51 and Rad54 mutants [10].  While these differences may 

reflect a difference in the methods used (e.g. DSB induction using the HO endonuclease 

vs irradiation), it could also reflect the fact that these experiments are asking subtly 
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different questions.  Focus formation indicates that Rad52 has been targeted to the break, 

whereas ChIP additionally requires Rad52 to associate with DNA in such a way that it 

can be crosslinked.  Taken together these data suggest that different modes of Rad52 

association could be distinguished by these mechanisms. 

 

Cdk regulation of the transition.  At the heart of the transition from NHEJ to HR, or 

from Tel1 to Mec1/Ddc2, is the initiation of processing of a DSB [12].  Ira et al. have 

now linked the regulation of this transition to cell cycle position, or more specifically, to 

Cdk activity (Fig. 1, steps b-c) [15].  While previous reports had suggested that some 

resection can occur in G1, this study used a chemically inhibitable allele of CDC28, 

cdc28-as1, that allowed its authors to completely inhibit Cdc28 activity[16].  These 

experiments showed Cdc28 activity is required to initiate resection [15].  Consistently, 

RPA, Rad51 and Mec1/Ddc2 are not recruited to a DSB in G1, whereas the MRX 

complex is.  To examine the effect of eliminating resection on checkpoint activation,  Ira 

et al. monitored Rad53 phosphorylation, a downstream target of the checkpoint pathway.  

When cells are blocked in G1, Rad53 is not phosphorylated in response to a DSB.  

However, Rad53 is strongly phosphorylated in G1 in response to the UV-mimetic drug 

4NQO, which generates ssDNA through a Cdk-independent mechanism.  The fact that 

MRX recruitment, and presumably Tel1 recruitment, does not lead to Rad53 activation 

suggests that other vital checkpoint factors are unable to load in sufficient quantity in the 

absence of resection to effect checkpoint activation after a single DSB.  In contrast, in 

response to other forms of damage, the MRX complex and Tel1 can facilitate Rad53 

phosphorylation when processing is delayed by deletion of SAE2 [17].  It should be noted 
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that Tel1 and Mec1/Ddc2 have substrates outside of the checkpoint pathway, such as 

H2A (equivalent to the H2AX phosphorylation in mammalian cells).  In a related 

manuscript, Tel1 has been shown to be responsible for H2A phosphorylation in G1 

arrested, and thus unresected, cells [18]. 

 

The NHEJ/HR choice in mammalian cells.  While in yeast the vast majority of DSBs 

are repaired by HR [19], in mammals,  NHEJ and HR play roughly equivalent roles [20].   

Viewed in terms of the 'handoff' model outlined above, this difference might be explained 

by slower initiation of end resection in mammalian cells.  This would allow the MRN-

ATM complex to persist at the break site, increasing the time available for successful 

NHEJ to occur.  Consistent with this model, checkpoint defects associated with ATM 

deficiency in mammals are severe [21], while the checkpoint defects of yeast tel1 mutants 

are subtle [17]. 

 An important  difference between  yeast and vertebrates  that may be relevant to 

the NHEJ/HR choice is that vertebrates  have evolved  an additional PI3K-like protein 

kinase that acts in the  DSB-response pathway.  This kinase, called DNA-dependent 

protein kinase (DNA-PK), is required for NHEJ, associates with Ku and is activated by 

binding to DSBs.  Intriguingly, DNA-PK mutants have a defect in DSB repair that is 

suppressed by further mutation of Ku [22]. Thus, in mammals,  Ku appears to block HR, 

and channel breaks into the NHEJ pathway in a DNA-PK-dependent manner.   

Furthermore, DNA-PK may contribute to cell-cycle regulation of the NHEJ/HR choice, 

since its phosphorylation, kinase activity, and ability to form foci are all higher in G1 
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than in S-G2 [23].  Thus, in mammalian cells, DNA-PK appears to contribute to 

regulation of the HR-NHEJ choice in a way not available to yeast.      

Despite these differences, many other features of the DSB response appear to be 

conserved between yeast and mammals.  As in yeast, mammalian MRN components are 

among the first proteins to arrive at sites of damage [24], and their presence has been 

shown in some studies to be mutually exclusive with that of HR proteins [25].  

Furthermore, genetic and biochemical studies indicate that MRN and ATM function in a 

common checkpoint/repair pathway [1].   Moreover, mammalian cells, like yeast cells, 

are more likely to repair DSB's by NHEJ in G1 and by HR in G2-M [26].  Thus, the 

broad outline of break repair described by these studies in yeast, wherein the MRN 

complex plays a primary role in sensing DSBs, and channels the break into either NHEJ 

or HR in a process that is influenced by cell-cycle position, is likely conserved in 

mammalian cells.  

 

Figure Legends 

 

Figure 1.  Model of DSB Repair: NHEJ vs. HR.  (a) Initial formation of a double-strand 

break recruits the early checkpoint components: Mre11-Rad50-Xrs2 complex, Tel1, and 

Sae2.  Phosphorylation of histone H2A (g-H2A) quickly spreads distally from the break.  

(b) NHEJ, via Ku70 and Ku80, is an early repair pathway that is preferred when CDK 

activity is low.  (c) When CDK activity is high, resection at the break occurs and MRX, 

Tel1 and Sae2 begin to dissociate.  (d) RPA binds the exposed ssDNA and recruits Ddc2-
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Mec1 while Rad24-Rfc2-5 deposits Ddc1-Mec3-Rad17 at the break site.  (e-f) Rad52 and 

Rad51 are recruited to the break, displace RPA, and initate strand invasion for HR.   
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Chapter 2 

Complicated Tails: Histone Modifications and 

the DNA damage response. 
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Abstract 

In recent years, several ATP-dependent chromatin remodeling complexes and 

covalent histone modifications have been implicated in the response to double-stranded 

DNA breaks (DSBs). When a DSB occurs, cells must identify the DSB, activate the DNA 

damage checkpoint, and repair the break. Chromatin modification appears to be 

important, but not essential, for both of these processes, yet its precise mechanistic roles 

are only beginning to come into focus. Here, we discuss the role of chromatin in 

signaling by the DNA damage checkpoint pathway.  

 

Introduction  

On induction of a DSB, the 5’ strand of DNA is selectively degraded at a rate of 

3-4 kb/hr. This process, called resection, is a required processing step for some forms of 

DNA repair, such as homologous recombination and single-strand annealing. Both of 

these repair pathways are homology-based, and production of a single-stranded DNA 

(ssDNA) end aids in the identification of complementary sequences. Resection also 

serves to effectively amplify the signal emanating from a single DSB, as many 

checkpoint proteins are thought to recognize the ssDNA. The data discussed here suggest 

that the chromatin adjacent to this ssDNA may also have a role in repair and signaling.  

Three classes of proteins are thought to initiate damage checkpoint signaling: two 

related PI3K-like kinases called ATR and ATM; a PCNA-like heterotrimeric ring, called 

the 9-1-1 complex; and a loosely defined set of adapter proteins, many of which contain 

BRCT domains [1]. This last class is represented by the archetypal S. cerevisiae 

checkpoint protein Rad9, and two quite divergent proteins, S. pombe Crb2 and human 
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53BP1. While we will treat these three proteins as homologs here, it should be noted that 

they do not have extensive sequence similarity nor do they function identically in yeast 

and man. These adapter proteins are thought to promote the phosphorylation/activation of 

downstream serine/threonine kinases, such as scRad53, hChk2, and spChk1.  

Studies have indicated that each of the first two classes, ATR/ATM and the 9-1-1 

complex, localize to sites of damage independently [1]. ATM, called Tel1 in S. cerevisiae 

and S. pombe, associates with DNA damage through the MRN complex (composed of 

Mre11, Rad50, and Nbs1), which also has an independent role in DNA repair. ATR is 

thought to subsequently associate, indirectly, with the ssDNA uncovered by resection. 

Loading of the 9-1-1 complex is less well understood, although it has been suggested that 

it occurs at ssDNA/dsDNA junctions, such as at the resecting 5’ strand. Here, we will 

review data suggesting that both phosphorylation and methylation of histones help target 

the adaptor protein Rad9/Crb2/53BP1 to DSBs.  

 

H2AX phosphorylation 

Eukaryotic DNA is wrapped in a complex of eight histone molecules, generating 

a structure called the nucleosome. Every nucleosome contains two copies each of four 

histones: H2A, H2B, H3, and H4. In addition, several variant forms of histones exist. For 

H2A, these include H2AX, H2AZ, MacroH2A, and H2A-Bbd [27]. H2AX makes up a 

considerable portion of the H2A pool, ~2-25% in mammals. Phosphorylation of the C-

terminus of H2AX is an evolutionarily conserved response to DSBs (Table 1). In 

humans, the H2AX C-terminal tail is a short extension beyond a conserved core region 

that distinguishes this variant from the canonical H2A1 histone. Although the length of 
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the tail can vary in different species, the four amino acids from the C-terminus of H2AX 

are highly conserved. Most importantly, the SQ residues at the -4 and -3 positions from 

the C terminus (which represent the ATR/ATM consensus site) are invariant. Although 

both S. cerevisiae and S. pombe lack a separate H2AX variant, the H2A histones that 

make up ~90% of the H2A pool carry an analogous C-terminal serine, and this site is also 

phosphorylated upon DNA damage. Phosphorylated mammalian H2AX and yeast H2A 

will both be referred to as γ-H2AX. This phosphorylation is thought to be carried out by 

Tel1/Mec1 and ATM/ATR in yeast and metazoans, respectively, although metazoan 

H2AX may also be targeted by the related PI3K-like kinase DNA-PK [28]. 

Phosphorylation of H2AX is one of the earliest responses to DNA damage. 

Within minutes of ionizing radiation (IR), γ-H2AX foci have been observed by 

immunofluorescence in mammalian cells [28,29,30]. These damage-induced foci have 

been demonstrated to form at double-strand breaks and increase in size over time. Laser 

scissors, which induce DSBs along the path of a laser across cells, induce a coincident 

pattern of γ-H2AX staining [29]. Moreover, when a site-specific DSB is induced by 

expressing the HO endonuclease in yeast, γ-H2AX has been shown by chromatin 

immunoprecipitation (ChIP) to associate with DNA adjacent to the break [31,32,33]. 

Over time, the γ-H2AX can be immunoprecipitated with genomic loci increasingly distal 

from the HO break, up to 50 kilobases away [32].  

γ-H2AX appears to be important for promoting efficient repair in both mice and 

yeast. Although, H2AX
-/- 

knockout mice are viable, although they are sensitive to IR 

[30]. H2AX
-/- 

mouse embryonic fibroblasts (MEFs) have more spontaneous chromosomal 

aberrations than their wild-type counterparts and generate more breaks when exposed to 
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IR. H2AX
-/- 

cells are also slower than H2AX
+/+ 

cells in repairing IR-induced damage 

[30]. Similar phenotypes were observed in yeast carrying an H2A serine to alanine (AQ) 

mutation, which prevents H2A from being phosphorylated in response to damage. 

Studies examining S. cerevisiae and S. pombe H2A-AQ mutants report increased 

sensitivity to several DNA damaging agents, such as MMS, camptothecin, and IR, all of 

which generate DSBs [34]. This sensitivity is far less than that conferred by checkpoint 

and repair mutants, suggesting γ-H2AX contributes to, but is not essential for, both 

processes.  

One mechanism by which γ-H2AX could promote repair is to recruit repair 

machinery to damage sites. DSBs are repaired by non-homologous end joining (NHEJ) 

and homologous recombination (HR). NHEJ promotes the re-ligation of two broken ends 

of a DSB, whereas HR uses a homologous template, preferably a sister chromatid, for 

repair-induced replication leading to rejoining of the broken ends. Localization studies of 

repair proteins argue against the notion that γ-H2AX is required for recruiting HR 

proteins. The HR protein Rad51 forms IR-induced foci in H2AX
-/- 

mouse MEFs [30] 

(Celeste et al., 2002). Similarly, the S. pombe HR protein Rad22 forms foci equally well 

in wild type or H2A-AQ mutants after exposure to IR [35]. The yeast MRN complex 

functions in both NHEJ and HR; whereas the role of this complex in mammalian DNA 

repair is less well understood. Published reports have shown an initial recruitment 

followed by a partial or complete loss of focus formation for the MRN proteins in H2AX
-

/- 
cells [29,30,36]. As with recruitment of the checkpoint adaptors (below), this may 

indicate that the MRN complex has both an initial means of localizing to breaks 

(independent of γ-H2AX), and a secondary binding interface (dependent on γ-H2AX). 
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This latter interaction could be through a direct association of Nbs1 with γ-H2AX [36]. 

Since the MRN complex also targets ATM to damage sites, this might allow γ-H2AX to 

spread via a sequential cycle of phosphorylation and binding.  

One compelling link to repair is not through recruitment of HR or NHEJ repair 

components themselves, but rather through the γ-H2AX-dependent association of 

cohesins to DSBs [32,37]. Cohesin complexes are the physical link between sister 

chromatids that maintain cohesion until mitosis occurs. It had been previously reported 

that cohesion is established during S phase. Recent studies in S. cerevisiae demonstrate 

that cohesin complexes can, in fact, be loaded de novo outside of S phase in response to 

an HO-induced DSB [32,37]. ChIP experiments demonstrate that this new loading occurs 

proximal to the HO break site, spanning an area that overlaps with γ-H2AX spreading. 

This cohesin loading is entirely dependent upon H2A phosphorylation [32]. Furthermore, 

repair of IR damage is slower in the absence of de novo cohesin loading, suggesting that 

cohesion promotes HR when a sister chromatid is used as a template [37].  

An emerging picture of γ-H2AX function is that it promotes effective repair in 

multiple ways. Although it is clear that γ-H2AX is not essential for checkpoint signaling, 

several lines of evidence suggest that γ-H2AX may also promote the accumulation of 

checkpoint adaptors. The characterization of mouse H2AX
-/- 

cells demonstrated that, 

although these cells had a slight repair defect, they were still capable of eliciting a 

checkpoint response to high dose IR [30]. Nevertheless, they were defective in triggering 

the G2/M checkpoint when treated with low dose IR. Despite having a partially 

functional checkpoint, damage-induced foci of the checkpoint effectors NBS1, 53BP1, 

and BRCA1, all of which carry BRCT domains, were greatly diminished [29]. More 
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detailed analysis showed that these proteins could transiently form foci after damage 

induction without H2AX, but this localization was not sustained, suggesting a role in 

maintenance of the checkpoint [29]. Curiously, the role of the BRCT domain itself in γ-

H2AX binding differs between proteins. NBS1, 53BP1, and a recombinant protein 

containing the BRCT (and FHA) domains of Nbs1 have each been shown to bind a 

phospho-H2A peptide. However, while the BRCT domain is important for NBS1 binding 

to a phospho-H2A peptide, 53BP1’s BRCT domain is not required for its γ-H2AX 

binding or focus formation [38].  

γ-H2AX also appears to have a role in adaptor function in S. pombe. After low 

levels of IR, the H2A-AQ mutant can appropriately phosphorylate downstream 

checkpoint components and is able to mediate a checkpoint arrest [35]. This checkpoint 

competency is challenged with increasing amounts of irradiation. However, H2A-AQ 

mutants cannot form Crb2 foci at sites of damage. Crb2 is able to bind to phosphorylated, 

but not unphosphorylated, H2A peptides in vitro, suggesting a direct interaction [35]. 

Thus, γ-H2AX is important, but not essential, for Crb2 response at DSBs.  

Chromatin remodeling complexes are an additional class of proteins that appear to 

participate in DNA damage repair. An H2A S129E mutant in S. cerevisiae, which mimics 

a phosphorylated H2A histone, yields plasmids with less compacted chromatin than wild 

type, suggesting a link between γ-H2AX and chromatin structure [34].  More recently, 

three separate S. cerevisiae remodeling complexes, namely the NuA4, Ino80, and Swr1, 

have been shown to specifically interact with γ-H2AX or a phospho-H2A peptide 

[31,33,39]. NuA4 is a histone acetyltransferase complex whose catalytic subunit, Esa1, 

acetylates the N-terminal tail of H4, which is important for resistance to DNA-damaging 
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agents [40]. The Ino80 and Swr1 complexes both contain a catalytic subunit in the 

SWI/SNF family of ATP-dependent chromatin remodeling enzymes. The Ino80 complex 

can remodel and slide nucleosomes in vitro, whereas the Swr1 complex exchanges H2A 

for H2AZ in vitro and in vivo [27,41]. These complexes are localized to DNA proximal 

to an induced HO break.  Preventing the function of Ino80, NuA4, or Swr1 sensitizes 

cells to DSB-inducing agents [31,33,39,40]. 

Ino80, NuA4, and Swr1 could promote access to or processing of DNA by repair 

proteins.  Chromatin remodeling may also lead to the removal of phosphorylated 

histones.  This intriguing activity has been recently suggested by Kusch et al., who 

examined the Drosophila melanogaster Tip60 chromatin remodeling complex, which 

contains subunits homologous to both the yeast NuA4 and Swr1 complexes [42]. Tip60 

specifically acetylates the phosphorylated form of the fly histone variant H2Av (a.k.a. 

H2AvD) and this acetylation promotes the removal of phospho-H2Av from nucleosomes. 

H2Av is phosphorylated upon damage in a manner analogous to H2AX but also has 

characteristics of H2AZ.  Loss of Tip60 in vivo results in the persistence of damage-

induced phospho-H2Av foci [42], presumably because of a lack of H2Av eviction. 

However, it is not yet known whether this exchange promotes repair or simply allows 

cells to recover after repair. Furthermore, it is unclear whether damage induced exchange 

is a property of mammalian H2AZ or H2AX, since H2AX is reported to be immobile in 

chromatin [28].  

 

Histone methylation 

Histone methylations are best known for their role in gene silencing and 
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heterochromatin formation. These post-translational modifications are carried out by 

Histone Methyl-Transferases (HMT), which covalently modify lysines and arginines on 

histones. Specifically, histones H3 and H4 are methylated on multiple residues and often 

times a single lysine can have mono-, di-, or tri-methylations. These modifications, in 

combination with acetylations, are thought to inscribe a histone pattern that recruits 

factors that affect transcription. For example, in both yeast and mammals, methylation of 

lysine 9 on H3 recruits heterochromatin protein 1, which is necessary for silencing. In 

other cases, methylated histones can recruit more HMTs to act on the same or 

neighboring histones [41]. Recently, histone methylations have been implicated in the 

DNA damage checkpoint and repair pathways.  

Bulk levels of histone methylations do not appear to be induced after DNA 

damage [43]. Nonetheless, histone methylations contribute to the checkpoint by directly 

interacting with checkpoint components. The checkpoint proteins Rad9/Crb2/53BP1 have 

been suggested to be recruited to damage sites by histone methylations. In mammals, 

methylation of lysine 79 on H3 (H3-K79-Me) is important for localization of 53BP1 [43]. 

Cells deficient in Dot1, the HMT responsible for lysine 79 methylation, are unable to 

form 53BP1 foci after damage. The requirement for H3-K79 methylation in 53BP1 focus 

formation is most likely due to a direct interaction between H3 and 53BP1, since 53BP1 

can bind H3-K79-Me in vitro [43].  

S. cerevisiae seems to share this mechanism. Mutants deleted for DOT1 or unable 

to be methylated at lysine 79 (H3-K79A) show a decrease in the kinetics of radiation-

induced Rad53 phosphorylation (a readout for checkpoint activation) after DNA damage 

[44]. Ubiquitination of H2B by Rad6-Bre1 is required for H3-K79 methylation and 



 19 

blocking this step similarly reduced Rad53 phosphorylation and its in vitro kinase activity 

after DNA damage [44]. As with 53BP1, Rad9 binds H3 in vitro [43]. Similar to the loss 

of γ-H2AX, deletion of DOT1 or RAD6 does not entirely eliminate the checkpoint, 

suggesting that an independent mechanism for the recruitment of Rad9 must exist [44].  

S. pombe also uses histone methylation to recruit the adaptor protein Crb2 to 

damage, although it apparently uses a different methylation site, lysine 20 on histone H4 

[45]. The methylation on H4-K20 requires the HMT Set9, and studies have shown that 

set9-deleted cells were more sensitive than wild type to several types of damage. crb2 

mutants are much more damage sensitive than set9 (or H2A-AQ) mutants, consistent 

with the model of alternative recruitment mechanisms for adaptor proteins.  The number 

of Crb2 foci is reduced in cells lacking SET9 [45], and the G2 checkpoint is partially 

defective, as indicated by premature entry into mitosis.  Moreover, the downstream 

checkpoint kinase Chk1 accumulates in its unphosphorylated form, also suggesting 

defects in checkpoint signalling.  However, a complete loss of checkpoint function was 

only seen when a set9 deletion was combined with mutations in other checkpoint genes. 

From the examples above, it is evident that histone methylations play a part in the 

DNA damage checkpoint pathway, even though the methylation sites used are not 

entirely conserved. Mammals and budding yeast employ H3-K79-Me, whereas S. pombe 

uses H4-K20-Me. Despite this, the tandem Tudor domain, which is found in each of these 

checkpoint adaptor proteins and is thought to bind the methylated histone, is conserved 

[43]. Tudor domains have been characterized in several proteins that recognize 

methylated proteins, and have structural and sequence similarities to other methyl-

binding domains, such as Chromo domains. Huyen et al. showed that mutants in the 
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Tudor domain of 53BP1 eliminate its ability to form damaged-induced foci and bind H3-

K79-Me containing chromatin in vitro [43].  

 

Conclusions 

Collectively, these data represent a complicated picture of Rad9/Crb2/53BP1 

recruitment (Fig 1a). The complication stems largely from three facts. First, the 

recruitment of the adaptor proteins appears to depend upon many different modifications, 

only a subset of which are known to be DNA damage inducible. Second, some of these 

modifications seem to recruit several proteins to chromatin, leaving open the possibility 

that the observed dependencies could be indirect. Finally, neither chromatin remodeling 

nor histone modifications are absolutely required for these adaptor proteins to function in 

the DNA damage response.  

In an effort to combine these data into a coherent picture, we present a speculative 

model (Fig. 1b). Upon induction of a DSB, ATM initially associates with DSB ends and 

phosphorylates H2AX. After the initiation of resection, ATM is replaced in part by ATR, 

which maintains and expands the γ-H2AX phosphorylation. γ-H2AX then recruits several 

chromatin remodelers, including the Ino80 and Nu4A complexes. The activity of these 

complexes may promote the exposure of pre-existing H4-K20-Me or H3-K79-Me 

modifications on nearby nucleosomes or could facilitate repair. Recruitment of 

Rad9/Crb2/53BP1 could then be driven by a cooperative association of these adaptors 

with both γ-H2AX and K-Me histone in a manner that may be aided by remodeling 

enzymes. Regardless of the exact mechanism, the data reviewed here places the majority 

of the recruited Rad9/Crb2/53BP1 at the unresected, intact chromatin, significantly distal 
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to the ssDNA-associated Mec1/Rad3/ATR kinase.  

The use of a constitutive histone modification to mediate the binding of 

checkpoint proteins to DNA damage sites is both intriguing and confusing. In yeast, K79 

methylated H3 is abundant and accounts for ~90% of the H3 in the cell [46]. Thus, K79 

methylated H3 may simply be part of a constitutive protein/protein interaction domain. 

Alternatively, methylation of H3-K79 could furnish an added level of regulation. H3-K79 

is undermethylated at telomeres and some silenced regions [47]. Moreover, it is not yet 

known whether the level of H3-K79 methylation proximal to a DSB is altered. However, 

the fact that most of the genome is bound to K79 methylated H3 strongly suggests that 

this modification is not sufficient to target the adaptors to DSBs in the absence of γ-

H2AX.  

Despite the fact that loss of either H2AX phosphorylation or H3-K79-Me/H4-

K20-Me compromises Rad9/Crb2/53BP1 function, these checkpoint adaptors still 

respond to DNA damage and, at least in the case of Rad9 and Crb2, have been shown to 

retain an active function in the checkpoint pathway. Further experiments may show that 

Rad9/Crb2/53BP1 activity is entirely eliminated by the simultaneous disruption of both 

γ-H2AX and H4-K20/H3-K79 methylation. Alternatively, Rad9/Crb2/53BP1 might 

remain damage-responsive in these mutants because it has another mechanism for 

associating with damage sites, independent of nucleosomes. For example, 

Rad9/Crb2/53BP1 could associate with the resected ssDNA, either directly or through an 

association with other checkpoint proteins. Were this the case, the ssDNA-associated 

fraction would likely represent a minority of the DSB-associated Rad9/Crb2/53BP1, 

since γ-H2AX can spread 25 kilobases before resection has extended more than a few 
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kilobases. Thus, the majority of the signal detected for these adaptors in focus formation 

assays would be lost in cells lacking these histone modifications, even though a 

significant functional pool might be retained. Why, then, is it critical to create a local 

pool of checkpoint adaptors through multiple means of recruitment? Is the chromatin-

associated adaptor functionally distinct and acting at a different step in the checkpoint 

pathway? The answers to these questions will have to await further studies to unravel 

these complicated tails.  

 

Figure legend  

Models of recruitment to a DSB via histone modifications. 1A. γ-H2AX is induced by 

DSBs to recruit cohesins, chromatin remodeling complexes, and checkpoint adaptors to 

the damage site. The H3-K79-Me (H4-K20-Me in S. pombe) is a constitutive 

modification that contributes to recruiting checkpoint adaptors to DSBs. 1B. (i) The ATM 

kinase is recruited to the broken end through the MRN complex, where it mediates 

H2AX phosphorylation. (ii) After the initiation of resection, both ATR (and it’s 

associated ATRIP subunit) and 9-1-1 are recruited to the resected area adjacent to the 

break. ATR phosphorylates the adaptor protein and expands upon the initial H2AX 

phosphorylation. Chromatin remodeling complexes, such as NuA4, are recruited to γ-

H2AX. (iii) Chromatin remodelers facilitate presentation of H3/H4 methylations. (iv) 

Adaptors interact cooperatively with H3/H4 methylation and γ-H2AX.  
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Chapter 3 

Calling 9-1-1:  

Recruitment of the 9-1-1 Complex to DNA Damage 
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INTRODUCTION 

The presence of DNA damage, such as a double-strand break (DSB), elicits a vital 

checkpoint response that recognizes the damage and activates a signaling pathway to 

arrest cell cycle progression.  In the budding yeast S. cerevisiae, two checkpoint protein 

complexes, Mec1-Ddc2 and Ddc1-Rad17-Mec3 (Rad9, Hus1, and Rad1 in higher 

eukaryotes, referred to as the 9-1-1 complex) are recruited independently to DNA 

damage and initiate the checkpoint-signaling pathway [2,3].  The recruitment of these 

two complexes to damage sites has been observed to form damage induced foci, or 

“damage foci,” in vivo by fluorescence microscopy with the use of Ddc1-GFP and Ddc2-

GFP fusion proteins.  In S. cerevisiae, a useful system has been developed to generate a 

DSB by galactose-inducible expression of the HO endonuclease.  The endogenous HO-

recognition sequence was deleted and an ectopic site was introduced at the telomere of 

chromosome VII.  This system provides a unique opportunity to monitor the events that 

occur at a single site-specific break that cannot be repaired by homologous 

recombination.  Both Ddc1-GFP and Ddc2-GFP exhibit diffuse nuclear localization in the 

absence of damage.  However, when an HO-induced DSB is generated, one nuclear 

Ddc1-GFP or Ddc2-GFP focus forms, suggesting that many molecules of either complex 

can aggregate to the single break [1].  This raises the question, how can one DSB support 

the accumulation of multiple checkpoint complexes? 

Various groups have suggested that checkpoint proteins recognize the signal 

produced by the processing of damaged DNA rather than the damage per se.  When a 

DSB occurs, the lesion undergoes 5´ to 3´ resection to produce long stretches of single-

stranded DNA (ssDNA) with a 3´ overhang.  Checkpoint signaling by the epistasis group 
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that includes DDC1, RAD17, MEC3, and RAD24 correlated with the generation of 

ssDNA from telomere (DSB-like) damage [48].  Zou and Elledge [5] demonstrated in S. 

cerevisiae that RPA, an ssDNA binding protein, bridges the association between the 

Mec1-Ddc2 and ssDNA in vitro and in vivo (Figure 1).  They demonstrated that this 

requirement for RPA is true for the mammalian homolog ATR/ATRIP as well.  The 

substrate that targets the other checkpoint sensor, Ddc1-Rad17-Mec3, to ssDNA remains 

to be determined. 

A subset of checkpoint proteins bears remarkable parallels with replication 

proteins.  During replication, the Polα-primase complex provides the initial RNA primer 

and short DNA extension required to initiate DNA synthesis.  The heteropentameric RFC 

complex, or clamp loader, then recognizes the 3’ ssDNA/dsDNA primer-template DNA 

and loads PCNA onto dsDNA at these replication-intermediate sites.  PCNA is the 

homotrimeric ring-shaped protein that is clamped around and slides about DNA, and 

tethers the replicative DNA polymerase to its substrate [49].  The checkpoint proteins 

Ddc1, Rad17, and Mec3 form a PCNA-like clamp that is similarly loaded around DNA.  

An alternative clamp loader also exists in which the checkpoint protein Rad24 substitutes 

for the replication-Rfc1 subunit in complex with Rfc2-5 [50,51].  In vitro experiments 

provide evidence that the Rad24-RFC complex indeed acts as a specific clamp loader to 

its respective checkpoint clamp and requires a primed template [4,51,52,53].  However, 

these data provide contradictory evidence as to whether the checkpoint clamp has a 

higher specificity for 5’ ssDNA/dsDNA junction created by resection or 3’ replication-

like junctions.  Therefore, the specific in vivo substrate onto which the checkpoint clamp 

is loaded remains to be determined. 
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To investigate the mechanism for in vivo checkpoint clamp loading, we utilized 

the inducible-HO endonuclease system to monitor localization of proteins to a DSB site.  

We found that RPA but not components of Polα-primase localized to a break and are 

required for the recruitment of checkpoint clamp.  GFP fusions to RPA subunits, Rpa1 

and Rpa3, formed a bright focus with the induction of an HO break.  A temperature-

sensitive allele of RPA, rfa1-Y29H, diminished the ability of Ddc1-GFP to form damage 

foci, suggesting that, similarly to the other checkpoint sensor Ddc2, Ddc1 recognized the 

ssDNA binding protein.  However, unlike its replication-counterpart PCNA, Polα-

primase was not required for either Ddc1-GFP damage-foci formation or checkpoint 

arrest.  By chromatin immunoprecipitation (ChIP), the recruitment pattern of both Ddc1 

and Ddc2 to the HO break on chromosome VII matched that of RPA, implying both 

checkpoint sensors are recruited along the ssDNA exposed by resection.  

 

RESULTS 

 

RPA forms damage-induced foci and is required for checkpoint sensor localization. 

In vitro loading of the replication clamp utilizes both RPA and Polα-primase [49]. 

RPA consists of three subunits, Rpa1-3, that collectively bind ssDNA.  Polα-primase has 

both polymerase and primase functions and consists of 4 subunits: Pol1 is the catalytic-

polymerase subunit; Pol12 is a regulatory subunit of the polymerase; Pri1 is the catalytic 

primase subunit; and Pri2 is the non-catalytic primase subunit.  To determine if these 

complexes might also be involved with in vivo checkpoint clamp loading, we first 

examined if GFP fusions to subunits of RPA and Polα-primase respectively, localize to 
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DSBs like Ddc1-GFP.  As previously published, Ddc1-GFP forms a single GFP focus in 

cells expressing the HO endonuclease to create a single DSB (Figure 1A) [3].  Similarly, 

two subunits of RPA, Rpa3-GFP (Figure 1) and Rpa1-GFP (data not shown) readily form 

a single-GFP focus when an HO break is induced.  However, none of the Polα-primase 

subunits examined: Pri2- (Figure 1A), Pol1-, nor Pol12 –GFP (data not shown) form HO-

induced foci.  

To determine if RPA localization to DSBs has functional significance to in vivo 

Ddc1 loading, we examined how a temperature-sensitive allele of the large RPA subunit, 

rfa1-Y29H, affects checkpoint sensor localization.  As expected, zeocin-induced Ddc2-

GFP foci did not form when rfa1-Y29H cells were shifted to the non-permissive 

temperature of 36°C (Figure 1B).  Similarly, rfa1-Y29H prevented Ddc1-GFP from 

forming foci in zeocin-treated cells.  Not only does RPA itself localize to either HO- or 

zeocin-induced DSBs, it is also required for both Ddc1 and Ddc2 to be recruited to 

breaks. 

 

Polα-primase does not participate in the DNA-damage checkpoint 

The inability to visualize Polα-primase damage-induced GFP foci may be 

because the number of accumulated molecules fell below threshold of visual detection.  

To get around this complication, we instead determined if Polα-primase has a functional 

role in checkpoint localization. We examined the effect of expressing a catalytically-dead 

allele of the polymerase subunit, pol1-cd, or wildtype on Ddc1 localization to an HO 

break.  If the Polα-primase was producing primers along the ssDNA created from 

resection at a DSB, we expected that expressing the catalytically-dead allele of POL1 
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would act dominantly to the endogenous protein.  However, we found that Ddc1-GFP 

was still able to form HO-induced foci (Figure 1A).  Unlike RPA, Polα-primase is not 

required for in vivo recruitment of the checkpoint clamp to a DSB. 

 

Polα-primase exhibits cell-cycle dependent localization patterns. 

Although Pri2 Polα-primase subunit did not exhibit damage-dependent foci like 

the checkpoint sensors, we observed that it did, however, display cell-cycle dependent 

localization patterns.  To further investigate this observation, we additionally examined 

other Polα-primase subunits, Pol1-GFP and Pol12-GFP.  In G2/M arrested cells due to 

zeocin and nocodazole treatment, Pol1-GFP remained nuclear but seemed to be enriched 

along the nuclear periphery (Figure 2B).  The Pol12-GFP subunit displayed similar 

localization patterns.  In asynchronous cells, Pol12-GFP had a mixed localization pattern: 

diffusely nuclear with brighter concentrated GFP patch in G1/S cells (marked by a single 

nucleus) or lightly nuclear with enrichment at the nuclear periphery in a G2/M cells 

(dividing nucleus) (Figure 2C).  These localization phenotypes were more dramatic in 

cells synchronized in G1 and G2 with α-factor and nocodazole, respectively (Figure 2C).  

To compare, we also visualized the localization of Nup170-GFP, a nuclear-pore 

component, which served as a control for the nuclear periphery (Figure 2D).  It appears 

that Polα-primase is diffusely nuclear in G1/S but then relocalizes to the nuclear 

periphery as cells progress into the G2/M stage of the cell cycle, which is consistent with 

later observations [54]. 

 

Checkpoint arrest requires RPA but not Polα-primase 
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We examined various temperature-sensitive alleles of RPA and Polα-primase to 

determine if their effect on checkpoint sensor localization also correlates with their ability 

to elicit a checkpoint response.  To circumvent the essential role of these two complexes 

in replication, cells were pre-synchronized in G2/M with nocodazole before shifting to 

the non-permissive temperature of 36°C for 30 minutes.  Damage was induced with or 

without zeocin for another 30 minutes before cells were washed, resuspended in trapping 

medium, which was prewarmed to 37°C and contained α-factor +/- zeocin, and fixed at 

various times after nocodazole release.  Checkpoint arrest was measured by counting the 

percentage of DAPI-stained cells that remained large-budded with a single nucleus. 

Wildtype cells that were treated with or without zeocin served as the controls for 

checkpoint arrest or cell division under these conditions, respectively.  We expected that 

other Polα-primase ts mutants would not display checkpoint defects, given 

overexpression of the catalytically-dead allele of POL1 had no effect on Ddc1-GFP 

localization (Figure 2A).  Consistent with this hypothesis, both the pri1-M4 (Figure 3A) 

and the pri2-1 (Figure 3B) strains were able to elicit a checkpoint arrest to the same 

extent as damaged-wildtype strains.  The pri1-M4 rad24Δ and the pri2-1 rad24Δ double 

mutants continue with the cell cycle much like undamaged wild-type cells (Figures 3A 

and 3B) or like the checkpoint-defective rad24Δ single mutant (not shown).  In contrast, 

the rfa1-Y29H mutant displayed a checkpoint defect that was equivalent to the rfa1-Y29H 

rad17Δ double mutant and undamaged wildtype cells (Figure 3B).  In agreement to their 

effect on Ddc1-GFP localization, RPA but not Polα-primase is essential to mediate a 

DNA damage checkpoint arrest. 
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RPA, Ddc1, and Ddc2 localize to a DSB and spread distally over time. 

In addition to GFP localization, both Ddc1 and Ddc2 have previously been shown 

to localize to HO breaks by chromatin immunoprecipitation (ChIP) [2,3,5].  However, we 

wanted to further explore the nature of the recruitment of these checkpoint proteins.  

Using the engineered-telomeric HO site on chrVII, we monitored RPA, Ddc1, and Ddc2 

binding by ChIP along chrVII over time.  The inducible HO endonuclease was expressed 

continuously throughout the course of the experiment to prevent the possibility of repair.   

Primer pairs for quantitative PCR (QPCR) were designed to amplify 300 bp regions at 

1kb intervals that span as far as 50kb from the break site on chrVII.  The control primer 

pair for all ChIP experiments amplified a region within the NUP170 locus on chrII.   

ChIP of Rpa3-GFP gave early and increasingly robust signal, likely due to the 

direct interaction with ssDNA (Figure 4A).  An hour after HO induction, RPA associated 

with DNA up to 4kb away from the HO-break site.  The rate at which RPA binding was 

observed to spread along chrVII was consistent with the previously estimated resection 

rate of 2-4 kb/hr (Haber?). Not surprising, Ddc2-TAP recruitment to the HO break 

similarly spread distally from the break, albeit slower than RPA (Figure 4B).  By the 6 hr 

time point, RPA was detected as far as 50kb from the break whereas Ddc2 was only 

beginning to be detected around 14kb  (Figures 4A and 4B). The nearly ten-fold drop in 

Ddc2 ChIP signal compared to RPA may be due to the indirect contact of Ddc2 to DNA 

via RPA.  The ChIP profile of the checkpoint clamp subunit, Ddc1-TAP, appeared to 

closely mimic distal RPA spreading (Figure 4C).  Like RPA, Ddc1 bound chrVII 25-

50kb away from the break (Figure 4A and 4C).  A similar distal spreading of Ddc1-TAP 

ChIP was observed from strains that utilize the endogenous HO-recognition site on chrIII 
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(Figure 5A).  Both checkpoint sensors associate with DNA proximal to a DSB and spread 

distally.  

 

In vivo recruitment of Ddc1 at sites of ssDNA 

The parallel ChIP profiles of Ddc1 and RPA suggest that Ddc1 is recruited along 

ssDNA like RPA.  To check specifically, we measured the amount of ssDNA produced 

along an HO-induced DSB.   Initial experiments were conducted in strains carrying the 

HO break on chrVII.  However, in developing an assay to measure ssDNA, we 

discovered that the HO cutting was inefficient at this site.  Oligos were designed to flank 

the HO restriction site that would only give QPCR product with intact DNA and no 

product upon cutting.  We found that after an hour of HO induction, there was 

approximately 70% retention of the HO site on chrVII, whereas strains with the 

endogenous chrIII site displayed less that 5% retention (data not shown).  These results 

prompted us to repeat the Ddc1-TAP ChIP experiments in strains with the chrIII HO site.  

The chrIII HO break site has the added benefits of bearing the full endonuclease 

recognition sequence and allows for ChIP analysis on either side of the break.   In these 

strains, Ddc1-TAP showed similar distal spreading on both sides of the chrIII HO break 

(Figure 5A).  In addition, the signal from the ChIP was at least three-fold higher than 

those gathered from the strain with the chrVII break, adding to the evidence that HO 

cutting in the engineered strains was less efficient. 

To monitor the amount of ssDNA generated from resection, we created a PCR 

ssDNA protection assay.  DNA isolated from the ChIP experiments were subjected to 

TaqI endonuclease digestion, which should only cut double-stranded DNA.  TaqI was 
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chosen because it is active at 65°C, which would prevent the possibility that it could 

digest secondary structures that might arise from the ssDNA, and it has a four-base 

recognition sequence that will ensure that it will cut often. The digested DNA served as 

template for QPCR and should only produce products if ssDNA protected against TaqI 

digestion or if TaqI did not cut within the region amplified by the primers.  Chromosomal 

sequence was analyzed before performing the assay to ensure the presence of TaqI 

restriction sites within the targeted PCR-amplification regions.  Utilizing the ssDNA 

protection assay on the strain with the chrIII HO site, we found that after 6 hours of HO 

expression, ssDNA could be detected as far out as 20 kb from the break (Figure 5B). The 

highest percentage of ssDNA measured at from the break reached up to 40%, levels that 

were consistent with other PCR-based assays used to measure ssDNA generated from 

telomeric DSB-like damage (Lydall-QAOS).  PCR across the break site indicated if the 

break indeed occurred (Figures 5A and 5B).  The low percentage of ssDNA found 

immediately proximal to the break may be indicative of decreased ssDNA stability after 

extended timepoints.  Collectively, these data suggest that Ddc1 localizes to a break and 

spreads along ssDNA regions. 

 

DISCUSSION 

The loading of the replication PCNA clamp has been extensively studied in vitro, 

demonstrating the RFC clamp loader binds at ssDNA/dsDNA junctions, opens the PCNA 

ring, and loads PCNA to encircle dsDNA.  RFC specifically recognizes 3’ primer-

template ssDNA/dsDNA junctions created by Polα-primase in vivo.  PCNA is able to 

slide along dsDNA but not ssDNA [49], contributing to its function as a polymerase 
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processivity factor.  The checkpoint clamp, 9-1-1, loading has been similarly studied to 

determine what provides the in vivo specificity for two very different processes: 

replication and checkpoint activation.  Like PCNA, the 9-1-1 clamp is opened to encircle 

DNA by its checkpoint specific Rad24/RFC2-5 clamp loader and can also slide along 

dsDNA.  The difference in specificity most likely depends on the orientation of the 

ssDNA/dsDNA junction.  The process of resection, which occurs in a 5’ to 3’ direction, 

creates a 5’ ssDNA/dsDNA junction for the checkpoint clamp and clamp loader.  There 

are some conflicting data, but in vitro studies report that the Ddc1-complex can indeed be 

loaded onto these 5’ junctions but may also retains some affinity for 3’ junctions 

[4,51,52,53].  While this model provides a specificity difference for substrates, it 

introduces a question of how can enough Ddc1 molecules accumulate to a break when 

only one junction on either side of the break is available for 9-1-1 loading? 

We tested the hypothesis that the replication proteins RPA and Polα-primase were 

required for checkpoint activation.  The model we considered was that RPA and Polα-

primase produced replication-like intermediates, primers along the ssDNA revealed from 

resection, as a means to amplify 9-1-1 loading by providing multiple loading junctions 

rather than the two created by resection on either side of a DSB.  Polα-primase neither 

localized to sites of DNA damage nor was genetically required to elicit a checkpoint 

response.  We did however uncover a previously uncharacterized localization pattern of 

Polα-primase based on cell-cycle position that will be discussed below.  Unlike Polα-

primase, the replication protein, RPA, is required for both checkpoint arrest and Ddc1-

focus formation.  Cells deleted of either DDC1 or DDC2 are incapable of triggering a 

checkpoint arrest [55,56].  Thus, the checkpoint defect of rpa1-Y29H may be attributed to 
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loss of either Ddc2/Mec1 or 9-1-1-clamp localization to a break alone.  However, the 

recruitment of Ddc2/Mec1 and 9-1-1 to damage occurs independently of each other [2,3], 

suggesting RPA is indeed required for Ddc1 localization.  The profile of recruitment and 

spreading to an HO break, by ChIP, was strikingly similar between RPA and Ddc1 

(Figures 4A and 4C).  The accumulation of Ddc1 proximal to an HO break also 

corresponds with the generation of ssDNA (Figure 5).    

The simple model that stems from these observations would suggest that ssDNA, 

mediated by RPA, is the signal that recruits checkpoint sensors to damage sites to initiate 

checkpoint signaling.   However, several mechanistic details remain unresolved.  In vitro 

sliding experiments suggest 9-1-1 is loaded onto dsDNA from the ssDNA/dsDNA 

junctions [51], but our data suggest 9-1-1 associated with areas of ssDNA.  Moreover, we 

ruled out the possibility that Polα-primase could provide substrates onto which the clamp 

could be loaded.  Is there a checkpoint alternative to Polα-primase?  If not, how then can 

9-1-1 accumulate on ssDNA?  Is 9-1-1 loaded at a resected junction, then left behind on 

ssDNA as resection continues?  Alternatively, where does de novo 9-1-1 loading occurs 

long after resection has begun: only at the resection site or all along the already exposed 

ssDNA?  We attempted to address the latter question by creating an inducible 

checkpoint-clamp loading system.  However, we were unable to create a fully-repressible 

RAD24 construct, the checkpoint-specific clamp-loader subunit, which was necessary for 

the experiment to be successful.  Clearly, there are many questions that remain to 

understand the mechanism of checkpoint initiation. 

As mentioned above, we discovered a previously uncharacterized localization 

pattern for Polα-primase.  Early in the cell cycle, from G1 to S phase, GFP fusions to 



 36 

various Polα-primase subunits appeared diffusely nuclear.  Then as cells progress into 

G2/M, Polα-primase became more concentrated at the nuclear periphery (Figure 2), 

observations that were later confirmed [54].  Pol12, a non-catalytic subunit of Polα-

primase, has previously been shown to be phosphorylated in a cell-cycle dependent 

manner [57] and the catalytic Pol1 subunit was determined to be an in vitro CDK 

substrate [16].  One of the many functions of CDK, as a critical cell-cycle regulator, is to 

prevent potentially lethal events such as re-replication from occurring [58].  We 

hypothesized that CDK-dependent phosphorylation of Polα-primase was responsible for 

its localization pattern.  We also proposed that the purpose of this perinuclear 

relocalization was to provide an additional control to prevent inappropriate re-replication.  

Polα-primase was an excellent candidate to be an in vivo CDK target: the POL1 subunit 

contained 2 full CDK consensus sites [S/T]-P-x-[K/R] and 11 additional proline-directed 

sites [S/T]-P; the POL12 subunit contained 12 proline-directed sites.  Further 

characterization of Polα-primase was performed in collaboration with the J. J. Li lab.  

Mutation of all putative CDK sites on POL12 (pol12-12A), but not POL1 (pol1-13A), 

prevented Polα-primase from localizing to the nuclear periphery in G2/M (personal 

communication, M. E. Liku and J. J. Li).  Pol12 has been shown to form a constitutive 

complex with the other Polα-primase subunits but its function has never been established.  

Our results provide a novel role for Pol12 in determining Polα-primase nuclear 

localization.  Regarding the purpose of relocalization, neither pol12-12A nor pol1-13A 

exhibited a re-replication phenotype.  These two mutants were also unable to exacerbate 

the phenotype of known re-replication mutants (personal communication, M. E. Liku and 

J. J. Li).  These preliminary results suggest Polα-primase relocalization does not 
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contribute to re-replication inhibition.  We speculate that, instead, Polα-primase 

perinuclear association may facilitate replication of genomic loci, such as telomeres, that 

have been found to cluster near the nuclear periphery [59] and reported to have late-

replication timing [60].  Polα-primase associates with chromatin as early as G1 [61] and 

the G1 localization we observed consisted of a bright GFP patch and a weaker diffuse 

signal in the nucleus.  Together, these data suggest that Polα-primase is preferentially 

associated either with a subset of chromatin or perhaps more accessible chromatin, such 

as euchromatin.  However, many more experiments are necessary to confirm these 

theories. 
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Figure Legends 

Figure 1.  RPA co-localizes to DSBs and is required for checkpoint localization.  (A) 

Cells were pre-grown in YM-1 raffinose medium before galactose was added to induce 

HO endonuclease expression.  Localization of Ddc1-, Rpa3-, and Pri2-GFP proteins was 

analyzed by fluorescence microscopy after 3 hours of galactose treatment.  The 

fluorescence exposure setting was constant between damage and undamaged samples, but 

was adjusted accordingly for each GFP-fusion protein.  (B and C) Cells were 

synchronized in G2/M with nocodazole before adding zeocin at 23°C.  After an hour of 

zeocin treatment, cells were shifted to the non-permissive temperature of rfa1-Y29H.  The 

localization of (B) Ddc2-GFP and (C) Ddc1-GFP were analyzed after the third hour of 

zeocin treatment. 
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Figure 2. Polα-primase displays cell-cycle dependent and DNA-damage independent 

localization patterns. (A) Ddc1-GFP was visualized in cells pre-arrested in nocodazole 

before adding galactose to induce both the HO break and POL1 or pol1-cd, a 

catalytically-dead allele.  (B) Localization of the Pol1-GFP in zeocin treated or 

nocodazole arrested cells.  (C) Localization of Pol12-GFP, another Polα-primase subunit, 

in asynchronous, G1 α-factor arrested, G2/M nocodazole arrested cells.  (D) Nup170-

GFP, a component of the nuclear pore complex, was visualized as a control for nuclear 

envelope localization. 
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Figure 3.  RPA but not Polα-primase mutants display checkpoint defects.  Various 

temperature-sensitive replication mutants including (A) pri1-M4, (B) pri2-1, and rfa1-

Y29H in combination with rad24Δ or rad17Δ were analyzed for checkpoint defects.  

Cells were pre-arrested in nocodazole for 2.5 hours at 23°C, shifted to 37°C for 30 

minutes, then treated +/- 0.2 mg/ml zeocin for an additional 30 minutes.  Only wildtype 

cells were treated (+/-) zeocin; all mutants were (+) zeocin.  Cells were washed to remove 

the nocodazole and resuspended in pre-warmed YM-1 containing 7.5 µg α-factor +/- 

zeocin trapping medium.  Cells were collected at 10 minute intervals and fixed in 70% 

EtOH.  Checkpoint arrest was determined by DAPI staining for large-budded cells  

containing an undivided nucleus. 
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Figure 4. Distal spreading of RPA, Ddc1, and Ddc2 from an HO break.  (A) Rpa3-

GFP, (B) Ddc1-TAP, and (C) Ddc2-TAP were immunoprecipitated for ChIP analysis in 

strains harboring an engineered HO recognition site on chrVII. The QPCR primer pairs 

amplified in regions increasingly distal to the HO break and proximal to the centromere.  
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Figure 5.  Ddc1 localization coincides with ssDNA proximal to a DSB.  (A) Ddc1-

TAP was immunoprecipitated for ChIP analysis in a strain utlizing the endogenous HO 

recognition site on chrIII.  Extracts are collected at 0h or 6h after GAL-HO induction.  (B) 

Genomic DNA was prepared from cells that have been treated for 6 hours with 

nocodazole or galactose to induce HO expression.  Percent ssDNA was determined by the 

ratio of QPCR products from TaqI-cut genomic DNA to total DNA. 

 

 

0 

10 

20 

30 

40 

50 

-40 -30 -20 -10 0 10 20 30 40 50 60 

0h 

6h 

0 

10 

20 

30 

40 

50 

-50 -30 -10 10 30 50 

noc 6  

gal 6h 

chrIII 

A 

B 

Distance from the HO break (kb) 

IP
/W

C
E

 
P

e
rc

e
n

t 
s
s
D

N
A

 



 43 

 

 

 

 

 

 

 

Chapter 4 

Learning to adapt:  

Suppression of the DNA damage checkpoint 

by the Saccharomyces cerevisiae polo-like kinase, CDC5,  

to promote adaptation 
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Abstract  

The Saccharomyces cerevisiae polo-like kinase CDC5 promotes adaptation to the 

DNA damage checkpoint, in addition to its numerous roles in mitotic progression.  The 

process of adaptation occurs when cells are presented with persistent or irreparable DNA 

damage and eventually override the cell cycle arrest imposed by the DNA damage 

checkpoint. However, the mechanism of adaptation is unknown. We found that CDC5 is 

dose-dependent for adaptation and its overexpression promotes faster adaptation, 

indicating that high levels of Cdc5 block the ability of the checkpoint to inhibit the 

downstream cell cycle machinery. To pinpoint the step in the checkpoint pathway at 

which Cdc5 acts, we overexpressed CDC5 from the GAL1 promoter in damaged cells and 

examined each step in checkpoint activation individually.  Cdc5 overproduction appeared 

to have little effect on the early steps leading to Rad53 activation.  The checkpoint 

sensors, Ddc1 (a member of the 9-1-1 complex) and Ddc2 (a member of the Ddc2/Mec1 

complex), properly localized to damage sites.  Mec1 appeared active, since the Rad9 

adaptor retained its Mec1 phosphorylation. Moreover, the damage-induced interaction 

between phoshphorylated Rad9 and Rad53 remained intact.  However, Rad53 

hyperphosphorylation is mostly eliminated.  Interestingly, although Rad53 no longer 

shows the strong electrophoretic shift associated with its in vivo autophosphorylation, it is 

still active in in situ phosphorylation assays, suggesting that Rad53, like Rad9, is still 

Mec1-primed.  This is a unique situation that implies that overexpression of Cdc5 affects 

the cell in such a way that the Rad53 protein is primed and bound to its adaptor Rad9, but 

is unable to undergo autophosphorylation.  
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Author Summary  

Surveillance mechanisms, termed checkpoints, have evolved to recognize the 

presence of DNA damage, halt cell division, and promote repair.  The purpose of these 

checkpoints, ultimately, is to prevent the next generation of cells from inheriting a 

damaged genome.  However, after futile attempts at repair over several hours of growth 

arrest, yeast cells eventually adapt and continue with cell division despite having 

persistent DNA lesions.  This process of adaptation utilizes CDC5, a kinase that also has 

essential roles in promoting cell division.  We found that increasing levels of CDC5 

promotes adaptation by suppressing the DNA damage checkpoint to relieve the cell 

division arrest.  It is possible that cancer development may invoke a similar survival 

mechanism.  PLK1, the human homolog of CDC5, has been reported to be overexpressed 

in various tumor types and been linked to poor prognosis.  Understanding the mechanism 

of adaptation in yeast may provide valuable insight into the role of PLK1 overexpression 

in tumor progression.  
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Introduction  

Both exogenous pressures and normal cellular processes place stresses on the 

genome that commonly result in DNA lesions, such as DNA adducts, nicks, and breaks.  

A robust checkpoint response has evolved to quickly respond to the presence of damaged 

DNA. When triggered, this evolutionarily conserved checkpoint arrests the cell cycle and 

promotes repair to maintain the integrity of the genome for the next generation of cells.  

An inability to appropriately repair DNA can lead to mutations, loss of genetic 

information, or genomic instability. 

Checkpoint activation begins with the recruitment of checkpoint sensors to the 

site of DNA damage. When a double-strand DNA break (DSB) occurs, the DNA ends are 

resected in a 5’ to 3’ direction by exonucleases, exposing stretches of single-stranded 

DNA (ssDNA) [62] [62,63].  The Saccharomyces cerevisiae checkpoint sensor 

complexes, which include the checkpoint clamp and the Mec1/Tel1 kinases, recognize 

the exposed ssDNA and accumulate at the break site [2,3,5,14].  The checkpoint clamp is 

a ring-shaped heterotrimeric complex that consists of Ddc1, Mec3, and Rad17 (referred 

to as the 9-1-1 complex) and is reminiscent of the well-studied replication processivity 

factor PCNA.  The 9-1-1 clamp is likely loaded onto DNA at ssDNA-dsDNA junctions 

that are created by resection, in a manner similar to PCNA loading at replication sites 

[4,51,53,64].  Tel1 accumulates at DSBs and contributes to checkpoint activation [14], 

but works somewhat redundantly with major yeast kinase Mec1 [65], in contrast to the 

major role of its mammalian homolog [1].  The Mec1-binding partner, Ddc2, mediates 

the association with ssDNA by interacting with the ssDNA-binding protein RPA.  
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Similarly, the homologous mammalian kinase, ATR, and its interacting partner, ATRIP, 

localize to DNA damage via RPA [5]. 

The co-localization of the checkpoint sensors leads to the activation of the 

downstream effector kinases mediated by checkpoint adaptors [66,67].  Replication 

damage utilizes the Mrc1 (Claspin) adaptor to effect checkpoint signaling, whereas 

damage incurred outside of replication uses the Rad9 adaptor [68].  Upon damage, Rad9 

is phosphorylated by Mec1, oligomerizes, and serves as a scaffold to promote the 

activation the effector kinases, Chk1 and Rad53 (Chk2 in mammals) [69,70,71,72,73,74].  

Rad9 then mediates a priming Mec1-phosphorylation of Rad53 as well as subsequent 

auto-phosphorylation of activated Rad53 [73].  In S. pombe, the phosphorylation on Cds1 

mediated by the Mec1 homolog Rad3, promotes a dimerizing interaction that helps 

promote Cds1 hyperphosphorylation[75]. 

  If unable to repair genomic damage, yeast will eventually overcome the 

checkpoint and continue with cell division despite the persistence of a break, a process 

called adaptation.  The S. cerevisiae polo-like kinase, Cdc5, was implicated to have a role 

in adaptation when the cdc5-ad allele was discovered in a screen for adaptation-defective 

mutants [76].  In addition, the timing of adaptation onset correlated with the loss of 

Rad53 activity [77] suggesting adaptation is a consequence of checkpoint inhibition 

mediated by Cdc5.  Studies in higher eukaryotes provide supporting evidence that the 

polo-like kinase can inhibit the checkpoint response after damage.  The Xenopus 

homolog of Cdc5, Plx1, decreases Chk1 activity by promoting the dissociation of the 

replication-checkpoint adaptor Claspin from chromatin [78].  Similarly, during recovery 

after DNA damage, the human Plk1 phosphorylates Claspin to promote its SCFβTrCP-
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dependent degradation, which in turn prevents further Chk1 activation [79,80,81].  

In this study, we overexpressed CDC5 from the GAL1 promoter to probe how 

Cdc5 interacts with the DNA damage checkpoint and to gauge its role in adaptation.  We 

found that the checkpoint steps leading to Rad53 activation including checkpoint sensor 

localization, Mec1-phosphorylation of Rad9, and Rad9-Rad53 binding remained mostly 

unaffected by Cdc5 overproduction.  However, damage-induced hyperphosphorylation of 

Rad53 was lost, likely due to an inability to autophosphorylate in vivo.  We also found 

that Cdc5 and Rad53 interact both in vivo and in vitro and Cdc5 can phosphorylate Rad53 

in vitro.  

 

Results  

 

CDC5 is dose dependent for adaptation 

An allele of CDC5, cdc5-ad, was originally identified in a screen for adaptation-

defective mutants [76].  To determine if the process of adaptation is sensitive to the 

dosage of CDC5, we first analyzed diploid yeast carrying various combinations of CDC5 

alleles: wildtype, cdc5-ad, or a deletion.  The percentage of cells able to adapt to the 

DNA damage checkpoint was first measured by creating telomeric damage using the 

cdc13-1 mutation.   Shifting cdc13-1 strains to the non-permissive temperature, 

destabilizes telomeres, causes the accumulation of ssDNA, thus eliciting a checkpoint 

response.  We assayed adaptation by shifting these strains to the non-permissive 

temperature of 32°C for two hours, plating cells to prewarmed plates, and then counting 

the number of cells able to form a microcolony on a plate [82]. As expected, we found 
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that greater than 90% of CDC5/CDC5 homozygous diploids were able to adapt after 10 

hours of persistent DNA damage (Fig. 1A). Moreover, diploids that express cdc5-ad as 

the only functional CDC5 allele (cdc5-ad/cdc5-ad and cdc5-ad/cdc5Δ) were unable to 

adapt for the duration of the 25-hour time-course. However, in heterozygous strains 

carrying only one copy of wild type CDC5 (in combination with the cdc5∆ or cdc5-ad 

allele), the rate of adaptation slows and the number of cells that adapt drops to less than 

50%.  The slowed rate of adaptation is consistent with the idea that CDC5 is dose 

dependent for adaptation.  However, the drop in the total number of cells that adapt likely 

reflects the decreasing ability of diploids to survive after prolonged cell cycle arrest.  

Even arrests that are not associated with viability loss in the short term, such as those 

induced with temperature-sensitive alleles of the Anaphase Promoting Complex (APC) 

show loss of viability after about 10 hours, around the time that wildtype cells grown in 

glucose adapt.  The observation that a CDC5/cdc5∆ strain shows a more significant 

defect than a CDC5/cdc5-ad diploid suggests that the cdc5-ad is not functioning as a gain 

of function mutation.  If cdc5-ad had 50% activity for adaptation, the cdc5-ad/cdc5-ad 

and CDC5/cdc5∆ strains would have an identical capacity to support adaptation. Yet, the 

observation that a cdc5-ad/cdc5-ad strain showed a much more pronounced phenotype 

than a CDC5/cdc5∆ suggests that the cdc5-ad allele is very significantly impaired for 

CDC5’s adaptation activity. 

To further investigate if increased levels of CDC5 can promote adaptation, we 

analyzed haploid yeast expressing endogenous CDC5 with or without additional copies 

of galactose inducible CDC5.  Greater than 80% of wildtype haploid cells adapted by 12 

hours (Figure 1B).  This is slightly later than seen in the previously described experiment, 
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likely because these cells are grown in a poorer carbon source. Thus, as seen previously, 

overexpression of Cdc5 causes re-budding of checkpoint arrested cells [71]. 

 

CDC5 suppresses the DNA damage checkpoint 

Pellicioli et al. [77] provided evidence that the timing of adaptation coincides 

with a loss of Rad53 hyperphosphorylation. In contrast, the adaptation-defective allele, 

cdc5-ad, remains arrested with an activated checkpoint.  These data suggest that an as yet 

unidentified step in the DNA damage checkpoint is turned off to allow cells to adapt.  

However, adaptation is a long and asynchronous process, making studying the molecular 

mechanism difficult.  Moreover, several pathways may impinge upon the checkpoint to 

promote adaptation. We used the overexpression of CDC5 as a tool to probe specifically 

how CDC5 impinges on the DNA damage checkpoint. We first wanted to determine 

whether the overexpression of CDC5 inhibited the checkpoint pathway itself, or 

promoted cell cycle progression non-specifically at a step downstream of the checkpoint.  

Damage was induced by shifting cdc13-1 cultures to the non-permissive temperature of 

32°C for 2 hours, leading to Rad53 phosphorylation.  CDC5 was then induced by adding 

2% galactose to strains expressing CDC5 under the GAL1 promoter.  Nocodazole was 

added simultaneously with galactose to prevent the adapting cells from re-entering the 

cell cycle.  After galactose addition, the phosphorylation of Rad53 dropped significantly 

in strains harboring the GAL-CDC5 construct, but not in control strains lacking the 

construct (Figure 1D).  This suppression of the checkpoint was not specific to cdc13-1-

induced damage.  Rad53 phosphorylation also dropped when the DSB-inducing drug 
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zeocin was used (Figure 1E), supporting the notion that CDC5 promotes checkpoint 

inactivation.  

 

Recruitment of checkpoint sensors to DSBs is unaffected by CDC5 overexpression 

To determine how CDC5 suppresses Rad53 phosphorylation, we examined each 

of the upstream steps leading to Rad53 activation after CDC5 overexpression.  

Recruitment of checkpoint sensors to DSBs is one of the earliest events in checkpoint 

activation (Figure 1B) and can be visualized by microscopy [3,14].  Therefore, we 

monitored the localization of GFP fusions to the checkpoint sensors Ddc1 and Ddc2, a 9-

1-1 checkpoint clamp subunit and the Mec1 binding partner, respectively. Cells were 

treated with zeocin for two hours before adding galactose to induce CDC5 for an 

additional two hours, as in Figure 1E, and were then examined by fluorescence 

microscopy.  Both Ddc1-GFP and Ddc2-GFP form multiple foci in cells treated for four 

hours with zeocin (Figure 2A, left column). Interestingly, CDC5 induction during the 

second half of the zeocin treatment did not produce an observable change in either Ddc1-

GFP or Ddc2-GFP foci formation (Figure 2A, right column) in contrast to its effect on 

Rad53 phosphorylation at 4 hours (Figure 1E, lanes 4 and 9).  The maintenance of 

checkpoint sensor localization to break sites, despite CDC5 overexpression, suggests 

Cdc5 likely acts downstream of this recruitment step, such that despite continued 

localization of these proteins to the DSB, signaling is eliminated.  Previous experiments 

had shown that at late timepoints, Ddc2-GFP foci were lost in a subset of adapted cells 

[3].  These results suggest that this may not be the result of Cdc5 activity, although it may 

contribute to adaptation.     
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Regulation of the Rad9 checkpoint adaptor in damage remains unaffected by CDC5 

We next investigated if Cdc5 lowers Rad53 phosphorylation by interfering with 

the Rad9 checkpoint adaptor.  Rad53 activation occurs through the coordination of the 

adaptor Rad9 and the sensor kinase Mec1 (Figure 1C).  Following checkpoint recruitment 

to DSBs, Rad9 is phosphorylated by Mec1 and, to a lesser extent, Tel1.   This 

phosphorylation promotes Rad9 association with Rad53[69,70,74].  DNA damage-

induced Mec1/Tel1 phosphorylation causes a substantial electrophoretic mobility shift in 

Rad9.  This step in checkpoint activation was also largely unchanged by the induction of 

CDC5 (Figure 2B, top).  To verify that the observed shift in Rad9 was due to 

phosphorylation by Mec1/Tel1, we probed immunoprecipitated Rad9 with a phospho-

specific antibody that recognizes glutamine directed phospho-serine and phospho-

threonine residues, which correspond to Mec1 phosphorylation motifs.  As expected, the 

pS/pT-Q antibody only recognized Rad9 after damage induction and with increasing 

intensity over time (Figure 2B).  Similar to the Rad9-FLAG Western, CDC5 

overexpression resulted in only a subtle change in the electrophoretic mobility shift.  This 

two-fold drop in Rad9 hyperphosphorylation was seen at the last (5 hr) timepoint, but 

was not significant at the 4 hour timepoint, despite the fact that Rad53 phosphorylation 

was already lost by this time (Figure 2B).  Thus, we conclude that Mec1/Tel1 are able to 

recognize and phosphorylate Rad9 properly despite CDC5 induction, suggesting that 

their kinase activity is not affected.  

Cdc5 could disrupt Rad9 function without blocking Mec1/Tel1 phosphorylation 

of Rad9.  First, we determined whether Rad53 remained associated with Rad9 after 
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CDC5 overexpression.  We immunoprecipitated FLAG-tagged Rad9 in the presence of 

DNA damage with, or without, overexpression of CDC5 (Figure 2B, bottom).  As 

previously reported, Rad53 co-immunoprecipitated with Rad9 after induction of DNA 

damage.  Despite the fact that CDC5 overexpression eliminated Rad53 

hyperphosphorylation, Rad53 still associated with Rad9. The reciprocal experiment in 

which we immunoprecipitated Rad53 showed that only shifted Rad9 binds Rad53.  

Again, CDC5 overexpression only had a marginal effect on Mec1/Tel1dependent 

phosphorylation of Rad9 and had no affect on Rad9’s ability to interact with Rad53, 

despite Rad53’s hypophosphorylated state (Figure 2C). Next, we examined the 

oligomeric state of Rad9.  Rad9 has been shown to form a homodimer through its C-

terminal BRCT-containing tail.  It is possible that CDC5 could disrupt this higher order 

structure, thus disabling Rad9’s ability to promote Rad53 activation.  To determine 

whether Rad9 multimerization was affected by CDC5 over expression, we expressed two 

differently epitope-tagged alleles of Rad9.  Overexpression of CDC5 did not affect the 

efficiency with which we were able to co-immunoprecipitate myc-tagged Rad9 with 

FLAG-tagged Rad9 (Supplemental Figure 1). Together, these data suggest that high 

levels of Cdc5 specifically block the ability of Rad9 to promote Rad53 auto-

phosphorylation without affecting the make-up of the Rad9-Rad53 complex. 

 

Cdc5 kinase activity is required to suppress Rad53 hyperphosphorylation. 

To determine whether the loss of Rad53 hyperphosphorylation requires Cdc5 

kinase activity, we compared the effects of overexpressing CDC5 and the kinase-

defective allele cdc5-K110A. Increasing levels of CDC5 after checkpoint activation 
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resulted in a decrease in Rad53 phosphorylation, as expected (Figure 3A).  In contrast, 

inducing cdc5-K110A had no effect (Figure 3A) suggesting Cdc5’s catalytic activity is 

necessary for its ability to inactivate checkpoint signaling.  Interestingly, induction of the 

cdc5-ad allele produced an intermediate effect, manifest by the later and less robust 

decrease in Rad53 phosphorylation compared to CDC5 induction (Figure 3A, lanes 13-16 

and 5-8), consistent with its reduced ability to promote checkpoint adaptation. 

 

Cdc5 downregulates the damage checkpoint independently of the Ptc2, Ptc3, and 

Cdc14 phosphatases. 

The PP2C-type phosphatases, Ptc2 and Ptc3, have been implicated to have roles 

in adaptation and in regulating Rad53 phosphorylation [83,84].  We generated ptc2Δ 

ptc3Δ stains to test the possibility that CDC5 acts indirectly on the checkpoint via these 

phosphatases.  If this were true, we would expect the ptc2Δ ptc3Δ stains to be resistant to 

CDC5 overexpression.  We instead found the damage-induced Rad53 phosphorylation 

was reduced by CDC5 induction even in the absence of the Ptc2 and Ptc3 phosphatases 

(Figure 3B), implying CDC5 works independently of these phosphatases.  We cannot, 

however, rule out the possibility that Cdc5 functions by activating other phosphatases 

that could mediate the loss of Rad53 phosphorylation. 

One of the key roles of the Cdc5 kinase is to advance anaphase by promoting the 

release of the Cdc14 phosphatase from the nucleolus, which in turn dephosphorylates 

CDK substrates.  It has been reported that overexpression of CDC5 results in the 

premature release of the Cdc14 [85].  Previous work has suggested a role for CDK in 

checkpoint signaling, in part through it regulation of processing of the DNA damage site 
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[15,86,87]. Subsequent work indicated that this was in part through Rad9.  CDK 

phosphorylation of Rad9 was shown to be important for full checkpoint signaling, but not 

absolutely vital to initiate Rad53 phosphorylation [66].  To explore the possibility that the 

loss of Rad53 phosphorylation was a secondary effect of Cdc14 release, we compared the 

effect of galactose-induced overexpression of CDC5 and CDC14 on checkpoint 

signaling.  Unlike CDC5 overexpression, CDC14 overexpression had little observable 

effect on damage-induced Rad53 phosphorylation (Figure 3C).  However, induction of 

both CDC5 and CDC14 produced the same subtle change in the Rad9 phospho-shift and 

twofold loss of recognition by the pS/pT-Q antibody (Figures 2B, 2C, and 3C).  Neither 

CDC5 nor CDC14 overexpression disrupts the damage-dependent interaction between 

Rad9 and Rad53 (Figure 3C).  Lastly, the in situ assay (ISA) revealed that Rad53 activity 

remained high despite CDC14 overexpression (Figure 3C, bottom).  Together, these 

results suggest that checkpoint inhibition by Cdc5 is not solely due to Cdc14 activation.  

We next determined whether Rad53, like Rad9, retained its Mec1-priming 

phosphorylation upon Cdc5 overexpression.  Given that Rad53 always remained a subtle 

doublet after Cdc5 overexpression (e.g. see Fig. 1D and 2B) and that Mec1 appeared to 

retain its activity as judged by Rad9 phosphorylation, we expected that the Mec1-priming 

phosphorylation on Rad53 was intact.  Extensive efforts to examine this using the 

phospho-S/T Q antibodies were unsuccessful, even on Rad53 purified from damage-only 

control cells. We instead performed an in situ assay (ISA), which measures 

autophosphorylation by incorpration of [γ-32P]ATP to membrane-bound renatured Rad53 

[88].  By ISA, we observed that Rad53 appeared to retain its kinase activity, despite the 

fact that it lost hyperphosphorylation in vivo (Figures 3C and 4A).  Previous experiments 
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on the S. pombe homolog of Rad53, Cds1, have shown that priming phosphorylation by 

the Mec1 homolog promotes Cds1 dimerization and subsequent autophosphorylation 

[75].  Thus, this result provides a unique (to our knowledge) situation in which Rad53 is 

Rad9 bound and primed to become hyperphosphorylated, but rather remains 

hypophosphorylated in vivo. 

 

Cdc5 binds and phosphorylates Rad53. 

Polo-like kinases recognize substrates that have been previously phosphorylated 

by other kinases, such as CDK and ATM/ATR in higher eukaryotes [78,79,80,81,89].  

Rad53, phosphorylated by the CDK and Mec1/Tel1 kinases [65,66,90], therefore is a 

reasonable candidate substrate for Cdc5.  Alternatively, Rad53 contains two forkhead-

associated (FHA) domains that are important for checkpoint function [70], and mediate 

association with phosphorylated proteins, such as Rad9 [91] and potentially Cdc5.    

We first examined if Cdc5 was also able to interact with Rad53 in vivo.  In fact, 

the human homolog of Rad53, Chk2, has been reported to bind directly with the human 

Plk1 [92,93] (T and Stern).  HA-Cdc5, as well as the kinase dead HA-cdc5-K110A, were 

indeed found to immunopreciptate with Rad53 (Figure 4B, lanes 1-8 and data not shown) 

and not come down in a control immunoprecipations performed in a rad53Δ strain 

(Supplemental Figure 2). To ensure the interaction of Rad53 and Cdc5 during an active 

DNA damage checkpoint is not mediated by the Rad9 adaptor protein, we also performed 

the co-immunoprecipitation in a rad9Δ strain.  HA-Cdc5 was still co-immunoprecipitated 

with Rad53 in the absence of Rad9 (Figure 4B, lanes 9-12), suggesting the binding 

between Cdc5 and Rad53 is direct.  The in vivo interaction between Rad53 and Cdc5 was 
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also found to occur independently of damage (Figure 4B, lanes 13-16), which is 

consistent with both the Rad9-independent binding data (Figure 4B, lanes 9-12) and the 

human Chk2-Plk1 interaction data [92,93]. 

Having discovered that the Cdc5 kinase activity is critical for its function to 

reduce Rad53 phosphorylation, we performed in vitro kinase assays to determine if 

Rad53 could be a direct substrate of Cdc5.  The HA-Cdc5 kinase was isolated from yeast 

extracts that were either untreated or damaged with zeocin. To ensure that the in vitro 

phosphorylation of Rad53 was specific to Cdc5 kinase activity and not a product of 

Rad53 autophosphorylation, all Rad53 substrates harbored the D339A kinase inactivating 

mutation.  This Rad53-D339A substrate was either otherwise wildtype or also carried 

additional mutations in one or both of the FHA domains.  The rad53 R70A mutation 

corresponds to the N-terminal FHA1 domain and the R605A mutation to the C-terminal 

FHA2 domain. Similar to the in vivo binding data, the in vitro phosphorylation of Rad53 

by Cdc5 can occur independently of the DNA damage.  HA-Cdc5, isolated either from 

untreated extracts (Figure 4C) or DNA damaged extracts (Figure 4D), clearly 

phosphorylated Rad53 in vitro, as seen by both the incorporation of radiolabelled 

phosphate or the Cdc5-induced electrophoretic shift of Rad53.  As expected, this result 

required a functional HA-Cdc5 since no Rad53 phosphorylation was observed when the 

kinase dead mutant, HA-cdc5-K110A, was used as a control (Supplemental Figure 3).  

The rad53 R605A mutant seemed to be phosphorylated to a similar level as the wildtype.  

Surprisingly, the rad53 R70A mutant alone was barely phosphorylated and the R70A 

R605A double mutant was not at all phosphorylated by Cdc5 (Figures 4C and 4D).  
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These data suggest that the Rad53 FHA1 phosphobinding domain (and to a lesser extend 

the FHA2 domain) promote Cdc5’s ability to phosphorylate Rad53.   

To test the model that Cdc5 targeting of Rad53 to promote adaptation is mediated 

by the Rad53 FHA1 domain, we compared the phenotypes of CDC5, cdc5-ad, and rad53-

R70A in an adaptation assay.  The rad53 R70A R605A double mutant is checkpoint 

defective and thus precludes our ability to measure an adaptation phenotype [73,94].  In 

contrast, the Rad53-R70A allele has only a mild negative effect on checkpoint activation.  

If Cdc5 promoted adaptation by directly phosphorylating Rad53 in a FHA1-dependent 

manner, the rad53 R70A mutant would display an adaptation defect similar to cdc5-ad 

allele in vivo. After 6 hours in damage, greater than 85% of both cdc5-ad and RAD53 

strains were arrested with one to two cells per microcolony, whereas 80% of rad53-R70A 

had progressed to three to four cells per microcolony (Figure 4E).  While the rad53-R70A 

mutant was able to establish checkpoint signaling and arrest [73,94], it was unable to 

maintain as extended a checkpoint arrest as a wildtype RAD53 (Figure 4E) and thus 

prevented us from making any conclusions about its ability to adapt to damage.  In 

addition, overexpression of HA-CDC5 further lessened the phosphorylation observed in 

the rad53 R70A mutant, suggesting that the Cdc5-FHA1 interaction was not vital to our 

observed inhibition of the checkpoint by Cdc5 (Supplemental Figure 4A).  However, we 

were unable to rule out the possibility that the redundancy seen for the two FHA domains 

was more significant in vivo. 

The Rad53 FHA1 and FHA2 domains recognize the pT-x-x-D and pT-x-x-(I/L) 

motifs, respectively [89,95]. To circumvent the checkpoint defect of the Rad53 FHA 

mutants, we created mutations in Cdc5 to residues that have been reported to be 
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phosphorylated in vivo [96] and loosely match the Rad53 FHA binding motifs.  The 

candidate Cdc5 sequences 29-pT-A-D-L and 70-pT-P-P-pS were mutated to create HA-

cdc5-T29A T70A S73A.  We found however, that galactose-induced overexpression of the 

HA-cdc5-T29A T70A S73A mutant was still able to suppress Rad53 phosphorylation to 

the same degree as HA-CDC5, unlike HA-cdc5-ad which produced a delayed effect (data 

not shown). 

 

 

Discussion  

Polo-like kinases participate in several processes that collectively promote mitotic 

progression, including mitotic exit, early anaphase, APC activation, and sister chromatid 

separation [97,98,99,100].   The discovery of an adaptation-defective allele of CDC5 

suggested that this kinase also had a role in negatively regulating the DNA damage 

checkpoint [76], however the mechanistic details were yet unknown.   Here we show that 

Cdc5 does not inhibit formation of the Rad9-Rad53 complex, and yet somehow blocks 

the ability of the Mec1-primed Rad53 molecules to produce hyperphosphorylated Rad53 

in vivo. 

Adaptation to DNA damage begins to occur after approximately 6-8 hours of cell 

cycle arrest if cells were unable to repair the damage.   Loss of checkpoint signaling has 

been previously shown to correlate with the onset of adaptation [77].  However, there 

could be multiple pathways converging on the checkpoint after an extended cell cycle 

arrest.  One of the advantages of using CDC5 overexpression is that it isolated CDC5 

specific effects and did not activate other pathways.  For example, the Ptc2 and Ptc3 
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clearly have a role in Rad53 regulation and deletion of these phosphatases display an 

adaptation-defective phenotype [83].  However, we found that checkpoint suppression 

caused by CDC5 overexpression occurred in the absence of both these phosphatases 

(Figure 3B), suggesting that at least two pathways work independently to promote 

adaptation.  Rad53 has recently been proposed to act in a negative-feedback loop, in 

which Rad53 phosphorylates Rad9 to prevent the BRCT-SCD domain-specific 

oligomerization of Rad9 that is required to maintain checkpoint signaling [101].  While 

this negative-feedback loop may also feed into adaptation, our results showing 

overproduced Cdc5 prevents in vivo Rad53 autophosphorylation suggest Cdc5 exerts its 

effect upstream of this loop. 

We found that Cdc5 and Rad53 could interact both in vivo and in vitro, which 

could support the notion that Cdc5 directly inhibits Rad53.  Cdc5 kinase activity was 

required to suppress Rad53 phosphorylation, eliminating the mechanism of simple 

binding inhibition.  Strangely, hypophosphorylated Rad53 from Cdc5 overproducing 

lysates retained its ability to trans-autophosphorylate by ISA (Figure 4B, lane 8), 

suggesting Rad53 was not inactived per se.  The ISA likely recapitulates Rad53 in vivo 

kinase activity, but not the physical interaction between the kinase and other Rad53 

substrates. The fact that the ISA assay does not require Rad9 is consistent with this notion 

that Rad53 autophosphorylation can happen in the absence of Rad9 when Rad53 

molecules are locally concentrated, whereas Rad9 is essential for Rad53 

autophosphorylation in vivo. 

Cdc5 was able to directly phosphorylate Rad53 in vitro.  Cdc5 phosphorylation 

might affect the positioning of Rad53 in respect to either other Rad53 molecules or Rad9 
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so as to prevent proper Rad53 trans-autophosphorylation.  The requirement for active and 

phosphorylated Rad53 to release from Rad9 [102], would suggest these Rad9-bound 

hypophosphorylated Rad53 molecules could act dominantly to prevent further checkpoint 

activation, as does expression of the dominant kinase-dead allele of RAD53 [88].  

Alternatively, Rad53 could bridge an interaction between Cdc5 and Rad9 and promote 

Cdc5 phosphorylation of Rad9 that could subsequently interfere with proper Rad53 

autophosphorylation.  The latter model has the benefit of targeting the checkpoint 

mediator responsible for activating the two parallel effector kinases Rad53 and Chk1, 

both shown to lose activity as cells adapt [77]. 

Our demonstration that Cdc5 phosphorylation of recombinant Rad53 depends on 

both Rad53 FHA domains (predominantly FHA1) (Figures 4C and 4D) is particularly 

intriguing.  First, it suggests that this activity is quite specific.  Moreover, it argues that 

Rad53 provides the binding specificity to allow Cdc5 to phosphorylate it, in contrast to 

the classic model in which polo-like kinases recognize a substrate via their 

phosphobinding polo-box domains and then subsequently phosphorylate the bound 

substrate [103] and is also different from how the human homologs, Chk2 and Plk1, are 

reported to interact [93].  If the Rad53 FHA domains indeed mediate a bona fide 

interaction between Rad53 and Cdc5 critical for adaptation, we expected FHA mutants to 

display an adaptation defect. However, our attempts to gauge adaptation phenotypes in 

FHA mutants were complicated by the necessity that adaptation-defective mutants must 

also be checkpoint proficient.  Mutation of key arginine residues that coordinate 

phosphothreonine binding in Rad53 FHA1 (R70) and FHA2 (R605) domains to alanine 

results in a checkpoint null phenotype similar to that of a rad53Δ [73,94,104], thus 
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preventing us from examining the double mutant.  The partial checkpoint phenotype we 

observed with the rad53-R70A (FHA1) mutant can be attributed to the fact that both the 

Rad53 FHA domains interact with phosphorylated Rad9 and loss of FHA1 binding can 

be mostly but not completely compensated by FHA2 [91,94,105,106]. While we could 

not adequately measure an adaptation defect in the FHA1 mutant, overexpression of 

CDC5 was able to decrease the damage-dependent phosphorylation of rad53-R70A, 

suggesting the mutation of the FHA1 domain alone is insufficient to prevent CDC5’s in 

vivo ability to block Rad53 hyperphosphorylation.  Yet, the possibility remains that both 

FHA domains are redundant for this function. 

Cdc5 can now be added to the growing list of proteins that interact with the 

Rad53 FHA1 domain.  Rad53 contains two FHA domains, one at each terminus, whereas 

homologous proteins such as human Chk2 and S. pombe Cds1 contain only one N-

terminal FHA domain.  Although both Rad53 FHA domains contribute to its checkpoint 

function, the N-terminal FHA1 is more structurally similar to its homologous 

counterparts.  This raises interesting prospects on how Rad53’s FHA1 domain facilitates 

interactions with downstream targets including Dbf4, Asf1, Mdt1, Rad9, and other Rad53 

molecules [70,95,104,107,108], as well as promote its own inactivation by interacting 

with Ptc2 [83,84] and Cdc5.  Perhaps, the specificity conferred by Rad53’s FHA1 domain 

may depend on the biological availability of its substrates, determined by their 

phosphorylation status, degree of affinity, or localization. 

Our results strongly suggest the polo-like kinase, Cdc5, can inhibit checkpoint 

signaling at the level of Rad53 regulation.  The step of effector kinase activation is a 

point in the checkpoint-signaling cascade that provides both a threshold of Rad53 
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hyperphosphorylation to prevent premature or unnecessary checkpoint activation as well 

as an amplification step in which primed Rad53 can activate additional Rad53 molecules 

in a positive feedback loop.  The findings that both the in vivo interaction and the in vitro 

phosphorylation of Rad53 by Cdc5 imply that there is potential for a constitutive 

interaction, in agreement with human Chk2 and Plk1 data [93].  While the biological 

significance for a constitutive interaction is not yet clear, it presents the opportunity for 

each kinase to inhibit the other, to generate a switch-like decision to undergo adaptation.  

This leads us to question what can tip the balance of this potential inhibitory face-off: the 

activity of a third kinase such as CDK on either or both Rad53 and Cdc5, or the relative 

strength of their interaction compared to other substrates? 

Adaptation can be considered as a final attempt at survival after yeast have 

exhausted all other repair options.  However, as a consequence of promoting cell division 

in the presence of DNA damage, adaptation also results in increased genomic stability 

[109].  Our study of adaptation, particularly our use of CDC5 overexpression, may 

provide valuable insights into the mechanisms of tumorigenesis.  PLK1 been reported to 

be overexpressed in various tumors including non-small-cell lung cancer, melanoma, 

colorectal cancer, and Non-Hodgkin lymphoma.  In addition, the levels of PLK1 in a 

subset of tumor types may provide prognostic value [110,111].  Our work implies that, if 

indeed parallel with adaptation, PLK1 overexpression could lead to checkpoint 

suppression, an enhanced rate of mutagenesis due to genomic instability, and ultimately 

carcinogenesis. 

 

Materials and Methods 
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Adaptation assay. Adaptation can be assessed morphologically by counting the number 

of cells in a microcolony as previously described [82]. Arrested, large-budded cells are 

counted as two cells.  Any additional budding beyond the two-cell stage is considered as 

adapted. 

 

Rad53 and Rad9 Immunoprecipitation.  Cells (OD=50) were collected for each 

immmunoprecipitation (IP).  The Rad53 IP was carried out with 1µl/IP of polyclonal 

DAB001 (gift from D. Durocher) on protein A Dynabeads (Invitrogen) as previously 

described [73].  For Rad9-FLAG purification, cells were subjected to glass bead lysis at 

4°C in lysis buffer (25 mM HEPES-OH, pH7.5, 250mM NaCl, 0.2% Triton X100, 1mM 

EDTA, 10% glycerol, and protease inhibitor cocktail). 15µl of Sigma Anti-FLAG M2 

agarose beads were added to each sample and allowed to incubate at 4°C for 2 hours.  

The beads were washed four times with lysis buffer.  The beads were boiled in SDS-

PAGE loading buffer to elute bound proteins. 

 

Rad53 and Cdc5 Kinase Assays.  The Rad53 ISA was performed as previously 

described [88]. Phosphorylation of Rad53 in the Cdc5 kinase assay was performed as 

previously described [73]. 

 

Plasmids and Reagents.  D. Durocher kindly shared anti-Rad53 DAB001 as well as 

plasmids YCplac33-RAD53, YCplac33-rad53-R70A, YCplac33-rad53-R605A, and 

YCplac33-rad53-R70A R605A.  To create RAD53::TRP1 knock-in cassettes, the TRP1 
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gene was PCR amplified from pRS304 to introduce flanking SmaI restrictions sites.  The 

SmaI cut TRP1 marker was blunt ligated into BsaAI-digested YCplac33-RAD53 to 

introduce TRP1 ~800 bp upstream of the RAD53 ORF to create pGMV18.  The purified 

EcoRI fragment from pGMV18 was used as the RAD53::TRP1 knock-in cassettes.  To 

make rad53-R70A::TRP1, rad53-R605A::TRP1 and rad53-R70A R605A::TRP1 knock in 

cassettes, the TRP1 marker was excised from pGMV18 with XcmI and introduced into 

YCplac33-rad53-R70A, YCplac33-rad53-R605A, and YCplac33-rad53-R70A R605A, 

respectively, and the purified EcoRI fragment from the resulting plasmids were used in 

the yeast transformation.  D. O. Morgan kindly provided the GAL-HA3-CDC5, GAL-

HA3-cdc5-ad, and GAL-HA3-cdc5-K110A overexpressing plasmids.  The pEM120 

(GAL1-CDC5-3xHA) and derivative plasmids: pEM131 (cdc5-T70A), pEM138 (cdc5-

T29A) were kind gifts from D. Kellogg.  These plasmids were used to clone the cdc5 

mutants into the vectors provided by D.O. Morgan to create the following plasmids: 

pGMV14  (pRS306-GAL-3HA-cdc5-T70A), pGMV15 (pRS306-GAL-3HA-cdc5-

T29A), and pGMV16 (pRS306-GAL-3HA-cdc5-T29A T70A).  Quickchange 

mutagenesis was used to add the third S73A mutation to create pGMV22 (pRS306-GAL-

3HA-cdc5-T29A T70A S73A).  These plasmids were cut with NcoI for integration at the 

ura3 locus. 

  

Figure Legends   

Figure 1. CDC5 overexpression promotes adaptation by suppressing checkpoint 

signaling.  (A) Adaptation was measured by microcolony assay in diploid strains 

carrying a combination of CDC5, cdc5-ad, or cdc5Δ alleles, or (B) in haploid strains with 
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or without additional copies of integrated GAL-HA-CDC5. (C) Schematic model of 

checkpoint signaling.   (D) Rad53 was analyzed by Western blots from cells that did or 

did not overexpress HA-CDC5 after DNA damage was induced by shifting to the non-

permissive temperature of cdc13-1 strains or (E) by treating cells with 3.3µg/ml zeocin.  

2% galactose and 10µg/ml nocodazole were added after 2 hours of damage induction. 
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Figure 2. CDC5 impinges on checkpoint signaling pathway at the step of Rad53 

phosphorylation.  (A) After 2 hours of 3.3µg/ml zeocin treatment, 10µg/ml nocodazole 

and 2% galactose was added to induce blank or HA-CDC5 for an additional 2 hours.  

Cells were examined by fluorescence microscopy to visualize Ddc1-GFP or Ddc2-GFP 

localization. (B) Cells were DNA damaged by shifting cdc13-1 strains to 32°C for 2 

hours then induced to express HA-CDC5. Rad9-FLAG was precipitated from lysates with 

Sigma α-FLAG congugated agarose beads.  IP and lysates were analyzed by Western 

blotting with the indicated antibodies. (C) The reciprocal IP was performed as described 

in (B), immunopreciptating Rad53 with the α-Rad53 (DAB001, from the Durocher lab) 

antibody on Protein A Dynabeads. Strains listed as +/- damage are cdc13-1 or CDC13, 

respectively.   
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Figure 3. Suppression of Rad53 phosphorylation requires Cdc5 kinase activity but is 

independent of Ptc2, Ptc3, or Cdc14 phosphatases.  Rad53 phosphorylation was 

examined by Western blot from cells that have been damaged for 2 hours before 

nocodazole and galactose was added to induce (A) CDC5, the kinase inactive cdc5-

K110A, or adaptation defective cdc5-ad allele, (B) or CDC5 in cells deleted for the PTC2 

and PTC3 phosphatases. (C) Rad53 was immunopreciptated with α-Rad53 from cells 

treated as above that express either HA-CDC5 or CDC14-Pk.  An additional rad9Δ strain 

+/- GAL-HA-CDC5 was examined as a control.  Lysates and IP samples were analyzed 

by western blotting with the indicated antibodies. 
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Figure 4.  Rad53 interacts with and is phosphorylated by Cdc5 in vivo and in vitro.  

(A) Rad53 was immunopreciptated from strains shifted to 32°C for 2 hours followed by 

galactose addition to induce the blank or HA-CDC5. As added controls, rad9Δ and 

CDC13 strains were also analyzed.  Rad53 activity was measured by in situ kinase assay 

from the lysates. Asterisk denotes the lane with half the amount of sample as loaded in 

lane 4.  (B) Lysates and IP samples from the experiment described in (A) were analyzed 

by western blotting by the indicated antibodies. (C and D) In vitro kinase assays were 

performed with purified HA-Cdc5 kinase from (C) undamaged or (D) zeocin treated 

cells.  The substrates were purified recombinant kinase-dead rad53 (D339A, listed as 

WT) in combination with R70A (FHA1) and/or R605A (FHA2) mutations. (E) RAD53 

cdc5-ad, RAD53 CDC5, rad53-R70A CDC5 strains were analyzed by adaptation assay.  

Data shown as percentage of cells per microcolony and as a representative graph of 

multiple clones. 
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Supplemental Figure 1. Rad9-Rad9 Interaction unaffected by Cdc5.  Rad9-FLAG 

was immunopreciptated from strains containing a copy of each RAD9-FLAG and RAD9-

18myc that were damaged for 2 hours at the non-permissive temperature for cdc13-1, 

then treated with galactose to induce HA-CDC5.  The 5m and 5F denote the 5 hour 

timepoint of strains that express only RAD9-18myc or RAD9-FLAG, respectively.  Input 

and IP samples were analyzed by western blotting with the indicated antibodies. 
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Supplemental Figure 2.  Cdc5 and Rad53 interact in vivo independently of damage.  

Western blot of HA-Cdc5 from input and immunoprecipitated Rad53.  Strains listed as -

/+ damage are CDC13 and cdc13-1, respectively.  Asterisk denotes rad53Δ. 

 

 

 

 

Supplemental Figure 3. Cdc5 phosphorylates Rad53 in vitro.  In vitro kinase assay 

performed with purified HA-Cdc5 or kinase dead HA-cdc5-K110A from undamaged or 

zeocin-treated cells.  The substrates (all kinase-dead, D339A) were purified recombinant 

Rad53 or rad53 R70A R605A (FHA double mutant). 

 

 

 

 

 

 

Supplemental Figure 4. rad53-R70A hyperphosphorylation is suppressed by Cdc5.  

Western blot of Rad53 in RAD53 or rad53 R70A strains that have been damaged and 

induced for HA-CDC5 expression.   
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TABLE 1.  Yeast Strains 

Strain Name Genotype Created by Lab 

yJK8-1 

MAT∆can1 ade2 trp1 his3 ura3 leu2 lys5 
cyh2 ade3::GalHO tel::HO 
site::ura3::HIS3 Ddc1-GFP::LEU2  J. Kaye Toczyski 

yTMN8H 

MAT∆can1 ade2 trp1 his3 ura3 leu2 lys5 
cyh2 ade3::GalHO tel::HO 
site::ura3::HIS3 RFA3-GFP::KAN T. Ng Toczyski 

yGMV52-1 

MAT∆can1 ade2 trp1 his3 ura3 leu2 lys5 
cyh2 ade3::GalHO tel::HO 
site::ura3::HIS3 PRI2-GFP::KAN G. Vidanes Toczyski 

PGY1702 
MATa his3 trp1 leu2 ura3 ade2 lys2 
DDC2-GFP::KAN P. Garber Toczyski 

PGY1701 

MATa his3 trp1 leu2 ura3 ade2 lys2 
DDC2-GFP::KAN rfa1::loxP 
TRP1::rfa1Y29H P. Garber Toczyski 

PGY1697 
MATa his3 trp1 leu2 ura3 ade2 lys2 
DDC1-GFP::LEU2  P. Garber Toczyski 

PGY1696 

MATa his3 trp1 leu2 ura3 ade2 lys2 
DDC1-GFP::LEU2 rfa1::loxP 
TRP1::rfa1Y29H P. Garber Toczyski 

yGMV37a 

MAT∆can1 ade2 trp1 his3 ura3 leu2 lys5 
cyh2 ade3::GalHO tel::HO 
site::ura3::HIS3 Ddc1-GFP::LEU2 
URA3::GAL-pol1cd G. Vidanes Toczyski 

yGMV38a 

MAT∆can1 ade2 trp1 his3 ura3 leu2 lys5 
cyh2 ade3::GalHO tel::HO 
site::ura3::HIS3 Ddc1-GFP::LEU2 
URA3::GAL-POL1 G. Vidanes Toczyski 

POL1-GFP 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0 
POL1-GFP::His3MX   

Weissman/
O'Shea 

POL12-GFP 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0 
POL12-GFP::His3MX   

Weissman/
O'Shea 

NUP170-
GFP 

MATa his3∆1 leu2∆0 met15∆0 ura3∆0 
NUP170-GFP::His3MX   

Weissman/
O'Shea 

ADR21 MATa his3 trp1 leu2 ura3 ade2 lys2     

PGY1452 
MATa his3 trp1 leu2 ura3 ade2 lys2 
pri2-1 P. Garber Toczyski 

PGY1460 
MATa his3 trp1 leu2 ura3 ade2 lys2 
pri2-1  rad24∆::TRP1 P. Garber Toczyski 

PGY1545 
MATa his3 trp1 leu2 ura3 ade2 lys2 
pri1-M4 P. Garber Toczyski 

PGY1554 
MATa his3 trp1 leu2 ura3 ade2 lys2 
pri1-M4 rad24∆::TRP1 P. Garber Toczyski 

PGY1575 
MATa his3 trp1 leu2 ura3 ade2 lys2  
rfa1::loxP TRP1::rfa1Y29H P. Garber Toczyski 
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PGY1579 

MATa his3 trp1 leu2 ura3 ade2 lys2  
rfa1::loxP TRP1::rfa1Y29H 
rad17∆::LEU2 P. Garber Toczyski 

yGMV45-1 

MAT∆can1 ade2 trp1 his3 ura3 leu2 lys5 
cyh2 ade3::GalHO tel::HO 
site::ura3::HIS3  DDC1-TAP::URA3 G. Vidanes Toczyski 

yDPB01 

MAT∆can1 ade2 trp1 his3 ura3 leu2 lys5 
cyh2 ade3::GalHO tel::HO 
site::ura3::HIS3  DDC2-TAP::URA3 D. Bayless Toczyski 

yGMV65-1* 

ho∆ hml∆::ADE1 MATa hmr∆::ADE1 
leu2-3,112 lys5, trp1::hisG ura3-52 
ade3::GAL10::HO DDC1-TAP::URA3 G. Vidanes Toczyski 

yGMV105-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 RAD9-FLAG::hyg G. Vidanes Toczyski 

yGMV106-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 URA3::GalCDC5-HA(2 
copies) RAD9-FLAG::hyg G. Vidanes Toczyski 

yDPT1-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2  D. Toczyski Toczyski 

yDPT42-4 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 URA3::pGAL-HA3-CDC5(2 
copies)  D. Toczyski Toczyski 

yGMV110-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 URA3::pGAL-HA3-cdc5-
K110A G. Vidanes Toczyski 

yGMV111-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 URA3::pGAL-HA3-cdc5-
L251W-HA3 G. Vidanes Toczyski 

yGMV155 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 RAD9-FLAG::HYG 
ptc3Δ::TRP1  ptc2Δ::KAN G. Vidanes Toczyski 

yGMV156-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 RAD9-FLAG::HYG 
ptc3Δ::TRP1  ptc2Δ::KAN GAL-3HA-
CDC5-URA3::CDC5 G. Vidanes Toczyski 

yGMV175-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 rad9∆::hyg G. Vidanes Toczyski 

yGMV177-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 URA3::pGAL-HA3-CDC5(2 
copies) rad9∆::hyg G. Vidanes Toczyski 
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yGMV184-3 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 RAD9-FLAG::hyg 
URA3::GAL-CDC14-Pk  G. Vidanes Toczyski 

yGMV185-2 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 RAD9-FLAG::HYG 
CDC13::TRP1 URA3::GAL-CDC14-Pk G. Vidanes Toczyski 

yGMV144-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 RAD9-FLAG::HYG 
CDC13::TRP1 G. Vidanes Toczyski 

yGMV145-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 URA3::GalCDC5-HA(2 
copies) RAD9-FLAG::HYG CDC13::TRP1 G. Vidanes Toczyski 

yGMV168-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2  RAD53::TRP1 G. Vidanes Toczyski 

yGMV169-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2  rad53-R70A::TRP1 G. Vidanes Toczyski 

yGMV170-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 URA3::GalCDC5-HA(2 
copies) RAD53::TRP1 G. Vidanes Toczyski 

yGMV171-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 URA3::GalCDC5-HA(2 
copies) rad53-R70A::TRP1 G. Vidanes Toczyski 

yDPT2-1 

Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 cdc5-ad D. Toczyski Toczyski 

yGMV186 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 RAD9-myc::TRP1  G. Vidanes Toczyski 

yGMV187 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 URA3::pGAL-HA3-CDC5(2 
copies) RAD9-myc::TRP1  G. Vidanes Toczyski 

yGMV188-1 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 RAD9-FLAG::hyg RAD9-
myc::TRP1  G. Vidanes Toczyski 

yGMV189 

(LS) Mat∆ cdc13-1 cyh2 can1 lys5 ade2 
ade3::GalHO trp1 his3 ura3 leu2 
pep4::LEU2 URA3::GalCDC5-HA(2 
copies) RAD9-FLAG::hyg RAD9-
myc::TRP1  G. Vidanes Toczyski 

 *The parent strain, yJKM139, was a kind gift from J. Haber.
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