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ABSTRACT OF THE DISSERTATION 

 

Transient analysis of flash cooling for dynamic thermal management  

for high-performance electronic systems 

 

by 

 

Ujash Dipakkumar Shah 

Doctor of Philosophy in Mechanical Engineering 

University of California, Los Angeles, 2023 

Professor Timothy S. Fisher, Chair 

 

Flash cooling is a promising high-heat-flux cooling solution that utilizes pressure-

controlled boiling of liquid coolant. This two-phase cooling solution is inherently transient and 

therefore less understood than traditional cooling approaches. Flash cooling has been studied 

previously based on individual cooling pulses rather than a continuous convective cooling solution. 

Convective cooling is an integral part of high-performance computing infrastructure with 

emerging needs for two-phase cooling due to increasing heat fluxes. The primary objective of this 

work is to enable dynamic thermal management of high-heat flux high-performance systems 

through foundational understanding of the transient mechanisms associated with pulsed, pressure-

driven flash cooling techniques. A thermal testbed is developed for continuous, pulsed experiments 

for flash cooling with sufficient flexibility to adapt to several cooling architectures and electronic 

devices. A set of surrogate models are developed to enable system-design and run-time prediction 
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for flash cooling that can be deployed for specific applications. The emphasis is on the integration 

of thermal data for optimal and predictive flash cooling. A next-generation high-heat-flux 

application that requires dynamic cooling is Silicon Interconnect Fabric, which is a platform that 

allows heterogeneous integration and system scaling on a silicon wafer. This platform requires 

large heat removal over a large area without any accommodation for heat spreading outside of the 

active zones. Three innovative architectures are developed to provide flash cooling for this 

application. The fabrication of individual prototypes and comparison of preliminary steady-

periodic testing provides vital information for selection of architecture. A detailed analysis of one 

of the architectures – the segmented pin-fin cooling chambers, is performed with a set of thirty 

experiments spanning wide range of heating and cooling conditions. Several representative 

surrogate models are developed from this thermal data for this application that demonstrates the 

efficacy of flash cooling for dynamic cooling. This work lays a strong and wide foundation for 

understanding transient behavior of flash cooling for high-performance electronic systems, and 

also provides significant support material for enabling further research to enable adoption of flash 

cooling for broader commercial applications. 
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Chapter 1: Introduction 

1.1. Motivation: Scientific perspective 

Flash boiling of liquid pools has been most studied within the context of a loss of 

containment event. In such scenarios, a liquid is unintentionally released from a pressurized vessel, 

typically to atmospheric pressure, such that the liquid suddenly exists in a superheated state. Rapid 

phase change ensues, having potential negative consequences. The event is commonly termed a 

boiling-liquid expanding-vapor explosion. However, as shown in Fig. 1, a flash cooling system 

that utilizes the high heat absorption rates of explosion or flash boiling can provide an excellent 

transient cooling solution. 

Flash boiling from a liquid pool is unique in the respect that the phenomenon is inherently 

transient because the rate of phase change decays with time [1, 2]. Flash cooling is suitable for 

transient applications that require pulsed cooling for finite time periods, e.g., in the range of 100 

ms to 10 s. In particular, the flash produces in an initial peak cooling that wanes to a quasi-steady 

state plateau before the coolant is depleted. This characteristic could be useful for counteracting 

the thermal mass of the device to achieve a more constant transient temperature in a pulse-heated 

device. The pressure-controlled nature of flash cooling has been shown to produce peak heat 

Figure 1: Graphical representation of flash cooling system. Saturated liquid is pulsed into a low-pressure “flash” 

chamber to initiate rapid-phase change. 
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transfer coefficients of approximately 50,000 W/m2K [3]. Flash cooling is inherently transient, and 

because most existing boiling literature is based on steady-state phenomena, the scientific 

understanding of flash cooling is limited. Previous work on flash cooling [2] [3] has focused on 

empirical models or effects on solid-state boundaries; however, they have not deeply considered 

the fluid mechanics aspects of the process. The interaction of explosion boiling along with porous 

media leads to complex physical phenomena over multiple length scales. Even though the 

computational capability for solving complex problems has increased exponentially over the last 

two decades, the calculations needed to accurately model the science behind boiling processes is 

still a challenge even for steady-state boiling processes. Related research typically seeks either to 

understand effects at a single-bubble-level [4] or at a scale where only the macroscopic effects are 

considered. 

1.1.1. Two-phase cooling 

For any cooling system with fluid flow implementation, the thermodynamic limit of heat 

extraction is constrained by the temperature of the application. If the exit temperature of the fluid 

from a heat sink is the same as the operating temperature (or base temperature of the heat sink), it 

is not possible to transfer further heat, and thus it represents the limit of heat exchange for cooling 

system. For a single phase sytem, the maximum heat removal is then limited by the sensible heating 

providing between the inlet temperature and the operating tempearture. However, the enthalpy 

change associated with a two-phase flow incorporates both sensible and latent heat, thus providing 

much higher thermodynamic limit of heat transfer from the device or the base of the heat sink. 

Mechanistically, the formation of vapor bubbles from surrounding liquid requires large amount of 

heat on the surface of the heat sink. This enables two-phase cooling solutions to absorb large 

amount of heat flux. Additionally, the phase change process allows for significantly lower mean 
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fluid temperature, thus enahcing the overall heat transfer coefficient obtained during the heat 

exchange. 

1.1.2. Transient thermal phenomenon 

The thermal resistance of a system or material is considered as an extensive heat property 

has become a standard for measuring the effectiveness of a cooling. The concept has been 

developed due to its relation to Ohm’s Law in electrical circuits and can be expressed as, 

𝑅𝑡ℎ =
Δ𝑇

𝑞
=

𝑇𝑗 − 𝑇∞

𝑞
 (1) 

where 𝑅𝑡ℎ is the thermal resistance, 𝑇𝑗 is the junction temperature of the target object, 𝑇∞ is the 

temperature of the fluid and 𝑞 is the heat flow through the system. For a given heat flux 

requirement and steady-state coolant temperature, the thermal resistance dictates the junction 

temperature. This leads to the popularity of the term, especially in electronics packaging. However, 

this approach fails to model the behavior of a system when the heat loads are not constant, and 

even the addition of the concept of capacitance from linear circuit theory fails to capture critical 

phenomena such as a change of phase in transient thermal problems. It is emphasized that in the 

high-performance electronic systems, the loads are dynamic in nature, and thus understanding the 

transient response is crucial to the engineering of thermal management solutions.  

Figure 2: 1-D block homogeneous material with a constant pulsed heating and variable cooling conditions, 

reproduced from [2].  
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A set of simulations are performed in [2] that show the significance of transient response 

in 1-dimensional system. Consider a block of homogeneous material as shown in Fig. 2. The whole 

block is initially at a uniform temperature, 𝑇𝑖,. Then a constant pulsed heat load is applied, which 

can be considered like a processer being turned on. The temperature at the junction, 𝑇(𝑥 = 𝐿), is 

observed with different cooling conditions. In terms of steady-state behavior, if you apply same 

amount of cooling the block should remain at 𝑇𝑖.  

However, as shown in Fig. 3, due to the transient response of the material of the block, the 

eventual temperature of the block is different from what would be predicted from a steady-state 

solution based on thermal resistance (blue curve). The effect is a result a combination of effect of 

thermal capacitance of the block and the speed of heat diffusion in the block. Importantly, if the 

cooling pulse is started in anticipation of the heat load, the final temperature of the block is less. 

If the cooling is convective in nature (Fig. 3), then cooling is proportional to 𝑇(𝑥 = 0) and the 

peak temperature which is diminished over time, and eventually the steady-state solution is 

achieved with no temperature change. However, during the transient process the surface has seen 

temperature variation, which can be reduced again by anticipation. These results show two things: 

Figure 3: Non-dimensional temperature (T*) vs Non-dimensional time of anticipation (Fo); solid lines represent 

T(x=L)  and dotted lines represent T(x=0) ; Left: Constant pulsed cooling, Right: Convective cooling. These 

images are reproduced from [2] 
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the significance of transient considerations on temperature of system components, and the 

importance of anticipatory cooling for high-heat flux applications.  

The analysis of thermal response time is shown in [5] with the help of temperature ramp-

up associated with the heater power “on”. Thermal response time, 𝜏𝑟, was defined as the duration 

per unit change in temperature during heat loading or unloading. The article considers different 

active and passive cooling technologies, and determines the time taken for achieving peak 

temperature during loading. The response time in such scenarios can be expressed as [5]: 

𝜏𝑟 =
𝑡Δ𝑇𝑝𝑒𝑎𝑘
Δ𝑇𝑝𝑒𝑎𝑘

(2) 

The thermal response time and heat flux requirements of different applications, and 

different cooling approaches are shown in Fig. 4. Microprocessor chips and corresponding 

                 

                    
                   
                

              

               
                  
                
                  
                   

                 
              
                     

Figure 4: Comparison of thermal response time of different cooling techniques with 

respect to base heat flux under heating ramp-up condition, adapted from ( [5], Fig. 

9a). The overlay identifies key information discussed in this document. 
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electronic packages require high heat flux removal while demanding fast response time. The only 

active cooling techniques available for this review were flash cooling, and actively controlled two-

phase microchannel cooling.  The identifier labeled “[129]” refers to the fundamental work on 

flash performed in [6], and described in detail in section 2.2. The high heat flux removal along 

with small response time (~0.1 s) for this fundamental work is a major motivation to investigate 

the transient behavior of flash cooling when applied to high performance systems designed for 

continuous operation.  

The identifier labeled “[130]” refers to a flash cooling architecture that was developed in 

current work and presented in 2019. The details of the architecture, prototype results, and analysis 

is presented in Chapter 3. The presence of high thermal capacitance led to very high thermal 

response time. However, the cooling architecture went through iterations of improvements to 

provide higher heat flux removal with flash cooling while reducing the thermal response time to 

below 1 s. The arrow in the overlay of the image represents the direction taken for this work to 

understand and enhance transient response for flash cooling (Chapters 4, 5 and 6).  

1.1.3. Pressure-driven boiling 

Another motivation behind this study is the fact that boiling literature is dominated by 

temperature-controlled conditions rather than depressurization. The mechanistic models that stem 

from forces acting at the micro-scale and the correlation-based macroscopic models both are 

temperature oriented. At the same time, most boiling literature is focused on the reporting of 

steady-state behavior, and thus the effect of rapid depressurization is less understood. The details 

of these models are discussed in Chapter 2. The motivation here is to develop non-equilibrium 

pressure-driven mechanistic or correlational models for transient boiling. 
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1.1.4. Two-phase cooling for sub-boiling operating temperatures 

Flash boiling is a pulsed process, and both parameters depend on time, with 𝑇∞ being 

transient and much lower than the initial bulk fluid temperature, thus enhancing the initial heat 

transfer from the surface. This attribute also allows flash cooling to create temporary sub-ambient 

temperatures [7]. A detailed explanantion is included in Chapter 2, section 2.2. 

1.2. Motivation: Technological perspective 

1.2.1. Computing energy crisis 

The shift towards e-media, e-commerce and cloud-based services has raised the world’s 

composite electrical energy expenditure. According to a recent estimate [8], data centers in United 

States of America alone consume more than 90 billion kWh of electricity per year. It requires about 

thirty-four coal power plants (500 MW each) across the country to support just data centers. Each 

of the social media giants like Facebook, Twitter, and Instagram consumes energy equivalent to a 

power plant for processing and storing data.  According to the same report, global data centers 

consume about 3% of total electricity produced – which is more than total electricity consumption 

by United Kingdom. This trend is expected to worsen with the additional computational 

requirements due to the computational needs of the internet-of-things and artificial intelligence [8] 

(Fig. 5). These requirements are not only added for data processing and storage but also due to 

data transfer [9]. The introduction of 5G wireless networks is an example of energy intensive 

technology being deployed as a requirement and as a promoter of high computing demands. Thus, 

it is critical for to increase the energy efficiency of data center and network components.  

Traditionally, energy efficiency has been improved by making the transistors smaller and 

smaller, known as Moore’s law [10]. However, manufacturing processes are reaching physical 

limitations, and thus, simply making transistor size smaller is not possible. At the same time, the 
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manner in which these transistors are packaged has shown less change. The heat extraction and 

power delivery problems with smaller transistors are resolved by making extensions to the existing 

packaging configurations. These methods can either be insufficient and/or unable to adapt to the 

necessities of next-generation of electronic packages. However, moving away from Moore’s law 

has its own challenges as discussed in next section.  

1.2.2. Silicon Interconnect Fabric (Si-IF) 

Data centers have become faster and more efficient by reducing transistor size. However, 

they still rely on extension of traditional 2D packaging techniques. From a thermal standpoint, new 

thermal interface materials and the optimization of cold plate sizes have been intensively pursued. 

In such legacy architectures, different packages are stacked together in server racks as shown, and 

the cooling is provided by either air flow or direct liquid flow. However, the new packaging 

Figure 5: Energy consumption for information and communication technology, 

reproduced from [8] . The energy forecast highlights the computing energy crisis projected 

over the next decade. 
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techniques, which includes 3D, 2.5 D (interposer-based) and wafer-level packaging techniques, 

generate considerable amount of heat over a specified area, and thus traditional methods are 

usually insufficient or unable to adapt to the requirements of new packaging techniques.  

From an engineering perspective, this type of cooling technique has high potential for 

dynamic cooling applications. One of the best examples is the Silicon Interconnect Fabric (Si-IF) 

that is being developed at UCLA under the CHIPS consortium. The Si-IF is a platform that allows 

heterogeneous integration of dies using a fine-pitch integration approach that leverages silicon 

microelectronics patterning at the wafer scale [11]. Fine interconnect pitches allow compact die 

placement; however, such high packing density of dies leads to intense heat generation. Because 

the demand of processing power on an Si-IF architecture will vary with time according to the 

inherently variable workflow of integrated electronics, the thermal solution also should be dynamic 

and adaptable in nature. Thus, this work considers Si-IF as the platform to understand, optimize 

and demonstrate the efficacy of flash cooling technique for transient applications. 

Heterogeneous integration, in which different components needed for a system are 

integrated on the same wafer, and system-level scaling, focusing on overall system performance, 

is an innovative approach for packaging. The silicon interconnect fabric (Si-IF) is a silicon-based 

platform that allows heterogeneous integration of dies using a fine-pitch integration approach [11, 

Figure 6: (a) Silicon Interconnect Fabric on a 4-in wafer for demonstration, reproduced from [10]. (b) The basic 

toology of Si-IF is described with emphasis on metal bonding between Cu-pads and Cu-pillars. 
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12]. Fine interconnect pitches allow compact die placement; however, such high packing density 

of dies leads to intense heat generation density (Fig. 6). Because silicon is a good thermal 

conductor, heat may be dissipated on both the chip and interconnect side; and for high-power radio 

frequency (RF) chips (e.g., GaN), heat spreading structures as well as coolant channels may be 

integrated into the Si-IF using established methods. The availability of the interconnect substrate 

as a heat spreader opens new means for efficient, on-demand cooling delivered directly to the 

backside of the Si-IF. Air cooling on top of the Si-IF is insufficient to cool the projected heat loads. 

Moreover, it would not be able to rapidly adapt to changing high-heat fluxes generated by compact 

die. 

1.2.2.1. Thermal requirements of Si-IF 

The Silicon Interconnect Fabric present co-design challenges. The power delivery and 

thermal management of the Si-IF is a multi-disciplinary and collaborative project termed as 

“PowerTherm.” The Si-IF platform would require 50 kW of power delivery and similar amount of 

cooling over a 300 mm wafer (Fig. 7).  

Conventionally, power is delivered through periphery [13, 14]. However, peripheral power 

delivery has following limitations for large scale systems: 

1. It is inadequate for high power systems. 

                                                  

              

     

                  

                      

Figure 7: System-level requirements for a 12-in Si-IF system are documented. Multiple Si-IF wafers 

on a single rack / chassis would require combination of power and thermal overheads. 
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2. Power delivery at mission voltage leads to excessive voltage droop and I2R losses. 

3. Power conversion at point-of-use is area inefficient. 

4. It is not efficient to integrate large power components on the Si-IF. 

Thus, an alternative approach for power delivery is needed. For cooling purposes, high-

heat-flux generation of about 1 W/mm2 is expected for the Si-IF. Considering the convective heat 

transfer equation, the required heat transfer coefficient would be, 

ℎ𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 =
𝑞"

𝑇𝑠 − 𝑇∞
(3) 

ℎ𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 =
1

(273.15 + 85) − (273.15 + 20)

𝑊
𝑚𝑚2

𝐾
~ 17,000

𝑊

𝑚2𝐾
(4) 

assuming typical wafer and coolant temperature to be 85 oC and 20 oC respectively. It is clear by 

looking at typical heat transfer coefficient ranges that a phase-change heat transfer is necessary to 

remove this large amount of heat throughout the 300 mm wafer. Si-IF has a natural advantage in 

terms of heat spreading on the backside as the substrate is a thin silicon wafer (about 500 µm) as 

opposed to organics-based laminate board in conventional electronics packaging [13]. This 

advantage has motivated new architectures that facilitates back-side cooling along with back-side 

power delivery.  

 A wafer-scale thermal solution presents these challenges when compared to “chip-scale” 

thermal management (Fig. 8 and Table 1): 

• Up to 100X total heat removal 

• Lack of lateral heat spreading area 

o Internal spreading possible for temperature uniformity 

o “Chip-scale” high-heat flux techniques are not feasible. 
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Chip-scale requirements are calculated based on the specifications of Intel Xeon 2288G 

[15], 95W TDP, 1400 mm2 package. Chip-scale thermal solutions can include technologies like 

micro-channel cooling; however, they cannot be scaled to wafer-scale systems due to high-

pressure and overhead area requirements. Further details are explored in Chapter 2, section 2.5. 

Additionally, two-phase cooling of Si-IF requires the coolant boiling temperature to be less than 

85 oC for traditional flow boiling, thus eliminating several potent coolants including water. 

1.2.2.2. Dynamic processing 

The energy management of data centers has improved with the help of dynamic control of 

individual processing components, even though the primary motivation behind the research might 

be improved thermal reliability. This creates spatially and temporally varying temperature and 

power generation distributions across any high-performance electronic system (Fig. 9). The 

transient peaks of up to 3 W/mm2 are expected for brief intervals. However, the thermal 

management solutions have been dominated by steady-state approaches. However, these solutions 

Figure 9: A cartoon depicting spatially and temporally varying temperature distribution across a Si-IF system. The 

cooling solution should be able to adapt and address worst-case workloads. 

Figure 8: Depiction of heat removal from System-on-

Chip (SOC) VS a wafer-scale Si-IF. The difference in 

size of the system, and the lack of heat spreading are 

highlighted. 

Table 1: Comparison of chip-scale and wafer-scale 

thermal requirements 
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can be enhanced with the help of transient cooling techniques and/or by adopting predictive 

thermal management.  

1.2.2.3. Network switch 

Network switches are components that enable communication of devices over a network. 

Switches manage the flow of data across a network by transmitting a received network packet only 

to the one or more devices for which the packet is intended, allowing the switch to direct the flow 

of traffic maximizing the security and efficiency of the network. They go through a large number 

of cycles through their lifetimes. In a typical data center, there are various levels of network 

switches that control the flow of data. As mentioned previously, the energy consumption through 

network components is bound to increase, and the amount of heat generated in network switches 

is huge [16]. These are compelling example of components that need dynamic high-heat flux 

cooling solutions to operate at high efficiency and reliability.  

1.2.2.4. Battery and radar applications 

The use of batteries (mostly Li-ion) as electrical energy storage devices for electricity grids 

as well as electric vehicles (including cars, trucks, and airplanes) is increasingly popular. Batteries 

prove crucial to renewable energy sources like solar and wind that struggle from continuous or on-

demand electricity generation. However, a major challenge with such batteries is their thermal 

management, especially during charging and discharging. Research is ongoing on battery thermal 

management for active control; however, like electronics packaging, this research tends to focus 

on reactive control of steady-state cooling techniques. Thus, battery packs represent an area to be 

explored for high-heat flux dynamic cooling. 

Similarly, most radar-based devices consume large amount of energy at high, intermittent 

rates. As an example, some research based on micro-jet array cooling has been done for such 



14 

 

applications [17]. However, two-phase cooling techniques that deliver dynamic rapid cooling may 

allow higher frequency of operation and increase efficiency by utilizing less cooling when the 

device is working at lower frequency.  

1.2.2.5. Single-use aerospace applications 

Aerospace institutions are investigating flash cooling for the purpose of handling large 

initial transients associated with equipment. For example, a vapor chamber associated with heat 

spreading for radar may involve large heat flux when the instrument is turned on during operation 

or could be used only for small time interval. In such cases, a vapor chamber loaded with coolant 

can be used to cool large heat fluxes for short duration. This work includes foundational 

information on a collaborative project that led to testing of vapor chamber with flash cooling. 

Elaborate details can be found in [18]. 

1.3. Objectives 

The primary objective of this work is to enable dynamic thermal management of high-heat 

flux high-performance systems through foundational understanding of the transient mechanisms 

associated with pulsed, pressure-driven flash cooling techniques. This objective encapsulates the 

development of a thermal testbed for transient experiments for flash cooling with sufficient 

flexibility to adapt to several cooling architectures and electronic devices. It also incorporates the 

goal of developing surrogate models to enable system-design and run-time prediction for flash 

cooling that can be deployed for specific applications. The emphasis is on the integration of 

thermal data for optimal and predictive flash cooling. 

A secondary objective is to demonstrate the efficacy of the pulsed flash cooling technique 

for next-generation high-heat flux applications for thermal management. The primary target within 

this objective is to enable up to 1 W/mm2 of cooling for wafer-scale Si-IF. This application as a 
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platform enables demonstration of multiple aspects – dynamic two-phase cooling that is scalable 

for large high-performance systems. Additionally, the different cooling architectures explored and 

designed in this work need to be cohesively designed with a larger system-design and validation 

team to enable faster adoption of flash cooling for the high-performance systems. 

1.4. Organization 

The first chapter introduces the report and highlights the motivation and objectives for this 

work. Chapter 2 provides a literature review of theory, experiments, and simulations for two-phase 

cooling methods. Additionally, it introduces relevant statistical techniques explored, and a brief 

background on preliminary testing performed on flash incipience. Afterwards, Chapter 3 discusses 

the implementation of a continuous, pulsed flash cooling system developed. It provides detailed 

information on the experimental setup and presents preliminary results of flash cooling with a 

block-and-tube cooling architecture. This architecture is co-designed to provide necessary power 

and thermal requirements. It also introduces the concept of steady-periodic averaging to analyze 

flash cooling. Chapter 4 presents an enhanced wafer-scale co-designed cooling architecture based 

on pin-fin arrangement. The improvement in heat transfer is highlighted with the help of lumped 

capacitance analysis for the Si-IF. It also introduces the need for a custom thermal test vehicle for 

demonstrating flash cooling capabilities at wafer-scale. Chapter 5 elaborates on a segmented pin-

fin cooling architecture to provide scalable wafer-scale cooling solution with flash cooling. The 

prototype results for this segmented architecture are compared with the previous architectures. 

This prototype is selected for the detailed testing and provide foundation for surrogate modeling 

discussed in Chapter 6. Several tools developed for analyzing prototype data, create prediction and 

run-time models are presented in Chapter 6 as well. Section 6.2 provides details on steady-periodic 

and transient surrogate models developed along with sample implementation. Chapter 7 provides 
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an insight into extension of flash cooling application to handle large initial transients with a vapor 

chamber. The closing chapter layouts the conclusions and possible future directions stemming 

from this foundational work on implementation of flash cooling for high-performance electronics. 
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Chapter 2: Background 

2.1. Mechanistic studies for boiling 

Superheated boiling has been studied extensively in numerous ways, particularly for water. 

This document summarizes theoretical models for bubble nucleation, bubble growth and 

simplified models for internal flow boiling. The theoretical models that describe mechanisms of 

bubble nucleation are classified into two categories: homogenous nucleation and heterogeneous 

nucleation. Homogeneous nucleation occurs in the bulk of a liquid, whereas heterogeneous 

nucleation occurs at a solid surface or a meniscus. Homogenous nucleation models are based on 

two considerations, mechanical stability from classical thermodynamics and kinetic theory. 

Accordingly, a bubble is formed when the excess Gibbs free energy of an activated cluster of 

molecules is high enough to support an equilibrium bubble, coupled with the Young-Laplace for 

surface tension of a bubble ( [19], Eq. 5.55),  

𝑟𝑐 =
2𝜎(𝑇𝑙)

𝑃𝑠𝑎𝑡(𝑇𝑙) exp [
{𝑃𝑙 − 𝑃𝑠𝑎𝑡(𝑇𝑙)}

𝜌𝑙𝑅𝑇𝑙
] − 𝑃𝑙

 (5)
 

where 𝑟𝑐 is the critical radius at which the bubble is formed. The kinetic limit of superheating 

provides the rate at which clusters with enough energy form, and thus the resulting rate of 

nucleation (𝐽) is given by ( [19], Eq. 5.105), 

𝐽 = 𝑁𝑙√
3𝜎

𝜋𝑚
exp [

−16𝜋𝜎3

3𝑘𝑏𝑇𝑙{𝑃𝑠(𝑇𝑙) − 𝑃𝑙}2
] (6) 

Similarly, for heterogeneous nucleation, a critical radius is defined as, 

𝑟𝑐 = [
2𝐶1

2𝜎𝑇𝑠𝑎𝑡𝑘𝑙
𝐶2𝜌𝑣ℎ𝑓𝑔𝑞

]

1
2

(7) 



18 

 

where 𝐶1and 𝐶2 are constants that depend on contact angle, and 𝑞 is the heat flux from the surface. 

For heterogenous boiling, instead of the number of activated clusters the number of nucleation 

sites (𝑁𝑎) plays a key role. Given conditions on the above equation, 𝑟𝑐 has two values, and so all 

the nucleation sites with radii in the range of the two values are activated. It is difficult to predict 

the number of nucleation sites, and thus it remains one of the biggest uncertainties in quantifying 

heterogeneous nucleation. In heterogeneous nucleation, the bubble grows over the site until a 

departure diameter (𝐷𝑑) is reached, and the time required is termed as waiting time (𝑡𝑤), 

𝑡𝑤 =
1

𝜋𝛼𝑙
[

𝐶2𝑟𝑐
𝐶1

1 −
2𝐶1𝜎𝑇𝑠𝑎𝑡

𝜌𝑣ℎ𝑓𝑔𝑟𝑐(𝑇𝑤 − 𝑇𝑠𝑎𝑡)

]

2

(8) 

with the departure diameter and frequency of bubble nucleation (𝑓) being specified by 

experimental models. Overall, the rate of bubble formation in heterogeneous nucleate boiling 

depends on several empirical factors. 

For growth after nucleation, the change of radius of a bubble considering mechanical and 

thermodynamic equilibrium (Fig. 10) can be expressed as, 

𝑑𝑟

𝑑𝑡
= √

𝛼𝑙

𝜋𝑡

𝜌𝑙𝐶𝑝,𝑙(𝑇𝑙 − 𝑇𝑣)

𝜌𝑣ℎ𝑓𝑔
(9) 

However, these terms do not consider the effect of inertial forces due that may exist during flow. 

A more detailed analysis is available in [20]. 

2.1.1. Internal flow boiling 

Internal flow boiling models, which can be considered as macroscopic mechanistic models, 

assume equilibrium steady state boiling through a pipe. Depending on the flow hydrodynamics 

and temperature profiles, different flow regimes have been classified [21] (Fig. 10). To model two 

phases in a pipe flow, several terms are defined including mass velocity, superficial velocity, and 
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slip velocity. These parameters help classify the flow regime ( [19], Chapter 12). Also, these 

parameters aid in the development 1-D two-phase flow governing equations and models ( [19], 

Chapter 10).  

Generally, flow boiling problems are simulated in four diverse ways [22]: 

1. Empirical or semi-empirical models. Based on single-phase flow, the approach 

adopts empirical correlations to calculate the wall temperature and integrated heat flux under 

boiling conditions by introducing coefficients to enhance heat transfer. Not considering phase 

changes, therefore, the calculated density, temperature and flow field distribution will be incorrect 

when the heat flux is high.  

2. Homogenous flow models, which are used to represent both the liquid and vapor 

phases based on the assumption that vapor bubbles are small and perfectly mixed with the liquid 

phase. The concentration of vapor phase is described by an additional variable–void fraction. Thus, 

the governing equations are still single phase but with an additional equation to describe void 

fraction. The effect of density change due to the fluid phase change is fully considered, but detailed 

Figure 10: Forces acting on a bubble in a liquid pool, reproduced from [2].  
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interfacial dynamics between the two phases are normally not modeled. Because of its simplicity 

and computational efficiency, this method can be used in CFD coolant boiling analysis.  

3. Liquid and vapor phases are solved separately using two sets of governing 

equations. Mass, momentum, and energy transfer between the two phases are explicitly modeled. 

When the size of vapor bubbles is smaller than the size of computational mesh, the boundary 

Figure 11: Different flow regimes for forced convection flow boiling in circular tubes as described in [21]. The 

image is reproduced from [21]. 
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between the two phases cannot be predicted and the interactions between phases are calculated 

based on the locally estimated bubble size and amount. When the bubble size becomes larger than 

that of the mesh, the phase boundary can be simulated in detail with the help of an interface 

treatment. This method is a more promising one in principle, even though the accuracy of the 

prediction relies heavily on the quality of models, while many of these models have not yet reached 

maturity. Compared with methods 1 and 2, the increased computational time for obtaining 

numerical solution in two phases with this method is significant.  

4. Similar to method three, liquid and vapor phases are solved separately using two 

sets of governing equations. However, an exceptionally fine computational mesh is used that 

enables detailed bubble dynamics to be simulated directly. Phase boundaries and interactions 

between phases are parts of the solution rather than modeled parameters. At present, the application 

of this method is still limited to study the characteristic of a single vapor bubble [4]. Due to the 

high computational demands, this kind of method offers less immediate potential for engineering 

applications.  

2.2. Flash cooling 

Flash boiling is a rapid depressurization process in which a liquid coolant is throttled to a 

low-pressure environment. The partial phase change due to depressurization brings down the local 

temperature of surrounding liquid close to saturation temperature at the lower pressure. Consider 

a cooling chamber of hydraulic diameter, 𝐷ℎ, with heat influx of 𝑞" as shown in Fig. 1. The coolant 

is injected at reservoir pressure, 𝑃𝑟, and saturation temperature, 𝑇𝑙(𝑃𝑟). The heat is transferred at 

average surface temperature 𝑇𝑠. For convective flow boiling, the heat flux drawn by the liquid can 

be express in terms of convective heat transfer coefficient, ℎ𝑐𝑜𝑛𝑣, as, 

𝑞" = ℎ𝑐𝑜𝑛𝑣[𝑇𝑠 − 𝑇𝑙(𝑃𝑟)] (10) 
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which can be modified for flash boiling as 

𝑞" = ℎ𝑓𝑐(𝑇𝑠 − 𝑇𝑚);  𝑇𝑙(𝑃𝑓) ≤ 𝑇𝑚 < 𝑇𝑙(𝑃𝑟) (11) 

ℎ𝑒𝑓𝑓 =
ℎ𝑓𝑐(𝑇𝑠 − 𝑇𝑚)

[𝑇𝑠 − 𝑇𝑙(𝑃𝑟)]
(12) 

where,  𝑃𝑓 is the pressure in the flash chamber, 𝑇𝑚 is the mean fluid temperature in the chamber, 

ℎ𝑒𝑓𝑓 is the effective heat transfer coefficient and ℎ𝑓𝑐 is the heat transfer coefficient of flash cooling. 

It is clear that 𝑇𝑚 will be minimum if large amount of phase-change occurs due to depressurization, 

with least possible temperature being 𝑇𝑙(𝑃𝑓). The relations can also be written in more detailed 

form along tube length 𝑥 which runs from points 𝑥1 to 𝑥2, 

𝑞"(𝑥, 𝑡) = ℎ(𝑥, 𝑡)[𝑇𝑠(𝑥, 𝑡) − 𝑇𝑚(𝑥, 𝑡)] (13) 

𝑞12 = ∫ ℎ(𝑥, 𝑡)[𝑇𝑠(𝑥, 𝑡) − 𝑇𝑚(𝑥, 𝑡)]
𝑥2

𝑥1

πDh𝑑𝑥 (14) 

ℎ𝑒𝑓𝑓 =
∫ ℎ(𝑥, 𝑡)[𝑇𝑠(𝑥, 𝑡) − 𝑇𝑚(𝑥, 𝑡)]
𝑥2
𝑥1

𝑑𝑥

[𝑇𝑠 − 𝑇𝑙(𝑃𝑟)] ∫ 𝑑𝑥
𝑥2
𝑥1

 (15) 

A comparison between (10) and (13) shows that since 𝑇𝑚for flash cooling is lower than 

𝑇𝑙(𝑃𝑟) for convective flow boiling, effective heat transfer coefficient can be higher for flash 

cooling if the ℎ𝑐𝑜𝑛𝑣~ℎ𝑓𝑐. This highlights the reason flash cooling should be able to provide more 

cooling in initial transients of pulsed cooling as opposed to steady-state convective two-phase 

cooling. 

2.2.1. Mechanisms 

Flash boiling mechanisms are not completely understood, and this state of affairs is one of 

the motivating factors behind this work. In the absence of porous media, the depressurization can 

cause high rates of homogeneous nucleation as a function of local pressure. Large pressure 
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gradients exist and function as evaporation fronts. Grolmes and Fauske [23] are commonly 

credited as the first to observe evaporation waves, finding a transition region that depends on 

diameter of the vessel (Fig. 12). Below a certain superheat value, only quiescent evaporation was 

noted to occur. Above this value, a transition region existed, in which free-surface boiling was not 

sustained. At superheats higher than this transition region, sustained two-phase flashing occurred. 

Though most studies are based on correlations without any mechanistic model to support the 

observations. In the presence of porous media and significant nucleation sites on the tube wall, the 

two nucleation mechanisms compete and thus create a complex process with different time scales 

and competing phase-change processes. Some of the key criteria used for pool boiling and flow 

boiling such as effective critical heat flux (after which vapor inhibits the cooling effect) are 

unknown for such transient cooling processes, and thus, researchers seek to obtain these values at 

an engineering scale through experiments and statistical approaches discussed in later sections.  

Figure 12: Phase-change transitions for evaporation waves, reproduced from [23] 
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2.2.2. Prior work 

Previous results on an individual use flash cooling device for laser applications [7] have 

shown a peak effective heat transfer coefficient of about 50,000 W/m2K with the help of graphitic 

foam (Fig. 13). It was also observed that the peak is observed at early stage of flash cooling, thus 

providing a rapid response cooling of the order of 10-ms. The work included surrogate modeling 

to understand the effects of some parameters. However, the fluid domain was not considered in 

detail, and thus the information obtained cannot be directly used for different applications. The 

same work also utilized graphitic foams as extended surfaces for flash boiling. The graphitic foams 

have larger surface area and higher effective thermal conductivity at low densities. However, it 

was not clear if the use of graphitic foams enhanced the flash boiling process, and if it did, the 

magnitude of the contribution of enhanced heterogenous boiling. 

2.2.3. Flash incipience and pressure undershoot 

As a pressure-controlled boiling phenomenon, flash boiling, or the inception thereof, is 

sensitive to the pressure-controlled local liquid superheat. To better understand the underlying 

physical processes that drive flash discharge so a predictive model for flash can be implemented 

Figure 13: Test chamber and obtained cooling rate measured in previous work [3]. The peak cooling rate of flash 

cooling is very high and acts as a motivation for this work. The images are reproduced from [6].  
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in real systems, the superheat criterion 

for nucleation is addressed. The goal of 

the experiments described in [18, 24] is 

to provide insight into flash incipience 

conditions so that models for flash 

cooling can be developed. The 

experimental setup (Fig. 14) to conduct 

pressure wave propagation 

measurements is similar to that of  [25]. 

A long, vertical copper tube is filled with methanol and subject to various depressurizations, whose 

magnitudes are captured with pressure gauges placed at the top and bottom of the tube. 

Thermocouples are also placed on the outside of the tube to measure changes in temperature 

associated with flash boiling. Further details can be found in [18]. The results are described in Fig. 

15 with onset pressure indicating the incipience of flash.  

Pressure is not a static quantity, but a dynamic one that changes with time and location 

during a flash process, as pressure waves propagate once a system is initially depressurized to 

initiate flash boiling. Here, background on pressure wave propagation is presented. As a pressure 

wave traverses, for instance through a tube, it was observed that at the location at the far end of 

the tube away from the surface closest to the initial depressurization the local pressure briefly 

dropped to a value below that prescribed by the initial depressurization. This phenomenon is 

Figure 14: Comparison of depressurization rates and onsets for 

various average initial temperatures corresponding to different 

heat inputs. 

Figure 15: Horizontal tube setup for pressure wave propagation experiments, reproduced from [18]. 
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denoted as pressure undershoot, and an 

example of pressure undershoot in a tube is 

shown in Fig. 16. 

This undershoot phenomenon, as a 

result of the reflected pressure wave at the end 

of the tube, has also been observed 

experimentally in prior work. [25]  reported 

pressure undershoots of up to 50% for an air-

water mixture in a 2.1 m long vertical tube. 

This phenomenon has some important implications. If local pressure within a system can achieve 

a minimum at a specified location, then localized flash boiling becomes possible. Also, the 

presence of the pressure undershoot reinforces the idea that only a partial initial depressurization 

is needed for flash; the undershoot will deliver a further local reduction in pressure that brings the 

working fluid to conditions suitable for bubble nucleation.  

2.3. Numerical techniques for transient two-phase flow 

2.3.1. Multiple-bubble-level 

A particular set of research has focused on direct numerical simulation of discrete bubbles 

for understanding dynamic and heat transfer associated with single and merging bubbles [4] [26] 

. These transient codes at the bubble-level have been able to predict nucleate pool boiling 

phenomenon. However, they are computationally prohibitive for flash cooling since it is a 

combination of different boiling mechanisms and involves large pressure gradient. 

A mesoscopic averaging approach is described in [27] that considers pure homogeneous 

nucleate boiling for flash processes, and thus follows the equation for critical radius and rate of 

Figure 16: Demonstration of pressure undershoot, 

reproduced from [18]. 
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nucleation mentioned above. It considers small cube element of length 𝑥𝑒 as shown in Fig. 17. The 

element is much smaller than the macroscopic observation scale but about twice the size of critical 

bubble radius. The temperature within the element is assumed to have an iteratively known average 

temperature (𝑇𝑎𝑣𝑔). The addition of conductive heat to the element is denoted by 𝑞𝑑 and the amount 

of energy consumed to generate vapor is shown by 𝑞𝑐. The vapor generation rate within the 

element is described as, 

Γ(𝑡) = ∫ {4𝜋𝑟2
 𝜕𝑟(𝑡, 𝑡′)

𝜕𝑡
𝜌𝑣} 𝐽(𝑇𝑙(𝑡

′))𝑑𝑡′
𝑡

0

(16) 

and 
𝜕𝑟

𝜕𝑡 
 is evaluated from a bubble growth model. The complete energy equation over the element 

gives effective change of 𝑇𝑎𝑣𝑔. According to the approach, the onset of flash boiling occurs when  

𝜕𝑇𝑎𝑣𝑔

𝜕𝑡
≤ 0 as shown in Fig. 18. 

Another study looked at flash-boiling enhancement of spray with focus on only 

heterogeneous nucleate boiling due to injected air bubbles [28]. The discrete model was like the 

previous paragraph but for a droplet. The study took fuel properties iteratively from the NIST 

database. 

2.3.2. Continuum-level 

2.3.2.1. Volume averaging 

Volume averaging techniques for two-

phase boiling and multi-phase mixtures are 

discussed in [29]. These approaches simplify 

the governing equation with the help of 

volume averaging of properties over small 

volumes. A detailed derivation of volume 

Figure 17: A representative volume element for the 

mesoscopic approach for pure homogenous boiling. 

Reproduced from [27]. 
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averaging for single phase fluid flow through porous media based on different assumptions (like 

porous media flow equations) is available in [29]. The equations for multi-phase systems with 

homogeneous flow assumptions are also included.  

2.3.2.2. Volume averaging theory 

Volume averaging theory (VAT) is a hierarchical modeling method to connect lower-scale 

governing equations to upper-scale averaged equations [30], [31]. It was developed originally for 

steady flow through porous media and requires closure of the complicated integro-differential 

equations. Closure equations can be obtained by theoretical assumptions, numerical simulations, 

or experimental methods. As seen in Fig. 19, VAT reduces modeling difficulties by eliminating 

the need for finite element or finite volume method.  A properly closed VAT problem can provide 

an overall framework while saving computation costs. However, the code for VAT must be 

modified in order to accommodate non-equilibrium unsteady form of the equations. Also, two-

phase flow through porous media has not been developed in VAT yet.  

Figure 18: (a) Simulation results to show onset of flash boiling. (b) zoomed in view near the critical time. Figure 18 

and b are reproduced from [27]. 
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2.3.3. System-level 

2.3.3.1. Rocket engine transient models (0-D or 1-D) 

 Many zero- or first-order system-level transient models have been developed for rocket 

engines. A helpful review of existing transient codes is included in [32]. Typically, the ignition 

process of a liquid rocket engine involves non-linear interactions between multiple engine 

components (resistance, turbopump operation, heat transfer, phase change, and combustion etc.). 

Although the qualities of a thorough and in full-depth analysis may be desirable in the study of 

specific single components and scenarios, for complex, multi-component systems, the long 

computational times become overwhelming. Furthermore, the physical properties of liquid 

propellants and combustion products in such systems vary widely and rapidly. Various tools have 

been developed to simulate the transient behavior of rocket engine systems. In 1990, the Liquid 

Rocket Transient Code (LRTC) was developed as an in-house code of The Aerospace Corporation. 

The Rocket Engine Transient Simulator (ROCETS) was designed and developed during the 1990s 

by Pratt & Whitney for NASA-MSFC; it allows for cost effective computer predictions of liquid 

Figure 19: VAT Based Modeling workflow as described in and reproduced from [31]. 
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rocket engine transient performance. Another powerful tool created in the United States is the 

Generalized Fluid System Simulation Program (GFSSP) for modelling cryogenic fluids in a 

complex circuit [33]. However, most of these tools are restricted in terms of access and thus, 

detailed understanding of the equations being solved is limited. 

EcosimPro [34] is a modelling and simulation tool for modeling 0D or 1D multidisciplinary 

continuous-discrete systems and any kind of system based on differential-algebraic equations 

(DAE) and discrete events. Its uniqueness lies in the GUI design that makes it a visual block 

programming tool like National Instruments’ LabVIEW or Matlab’s Simulink software. In 

EcosimPro, multidisciplinary physical models are grouped into libraries, and each component can 

have its own set of physical models. These libraries are collectively termed as toolkits based on 

specific applications. The software has also incorporated optimization and design tools over the 

years. It also allows for external integration with Microsoft Excel and programming languages like 

Matlab and Python. Another advantage is the availability of enough published articles that provide 

the basic set of equations or models being solved for the components.  

The most relevant toolkit with current work is the European Space Propulsion System 

Simulation (ESPSS) library that is developed for modelling rocket and satellite propulsion systems 

[35]. The relevant features of ESPSS includes: 

a. Fluid properties for single or two-phase fluids evaluated based on different models. 

For real properties, it has an interface with REFPROP database [36]. The capability of integration 

with python would allow use of CoolProp [37] in an equivalent manner. Ideal state models are also 

available. The details of individual property calculations can be found in [32]. 

b. Pressurization systems including priming processes, tank behavior, heat transfer, 

mechanical or electronic pressure regulators, etc. 
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c. Fluid networks with detailed simulation of transient phenomena due to inertia 

(water-hammer), heat exchange (radiators) or control processes. 

d. Models for turbomachinery, valves, and other flow devices. 

e. Homogeneous two-phase flow modeling for chambers. 

The components in ESPSS are classified into two categories: capacitive (C) and 

momentum (M) elements. The capacitive elements have integrated mass, momentum, and energy 

equations whereas, momentum equations do not solve energy equations and are used to connect 

capacitive elements. For example, volumes and heat exchangers are C elements but junctions and 

valves are M elements. Similarly, pipes, tubes and nozzles are considered 1D components with C 

element discretization. The M and C elements both include inertial terms in the respective 

equations.  

An example of a tube with an area-varying non-uniform 1D mesh is included (Fig. 20). 

The conservation equations for the tube are as follows: 

𝑀𝑎𝑠𝑠 𝑐𝑜𝑛𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛: 𝐴
 𝜕𝜌

𝜕𝑡
+
𝜕(𝜌𝑣𝐴)

𝜕𝑥
= −𝜌𝐴𝑘𝑤𝑎𝑙𝑙

𝜕𝑃

𝜕𝑡
(17) 

𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚 𝑐𝑜𝑛𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛: 𝐴
𝜕𝜌𝑣

𝜕𝑡
+
𝜕[(𝜌𝑣2 + 𝑃)𝐴]

𝜕𝑥
= −

1

2

𝑑𝜉

𝑑𝑥
𝜌𝑣|𝑣| + 𝑃 (

𝑑𝐴

𝑑𝑥
) (18) 

𝐸𝑛𝑒𝑟𝑔𝑦 𝑐𝑜𝑛𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛: 𝐴
𝜕(𝜌𝐸)

𝜕𝑡
+
𝜕(𝜌𝑣𝐻𝐴)

𝜕𝑥
= (

𝑑𝑄𝑤

𝑑𝑥

̇
) + 𝜌𝑔𝑣𝐴 (19) 

The set of equations is closed by thermodynamic equations of state from the fluid property 

libraries. The term 𝑘𝑤𝑎𝑙𝑙 represents the wall compressibility which can be modeled to incorporate 

the effects of reflected pressure waves in case of non-equilibrium stoppage of the flow. The term 

𝜉 represents a source term for incorporating the friction effects into the momentum equation. This 
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can be obtained with the help of multiple correlations. In the energy equation, the source 

�̇�𝑤represents the heat transfer interaction with the wall:  

�̇�𝑤 = ℎ 𝑑𝑥 [𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑇𝑓𝑙𝑢𝑖𝑑 − 𝑇𝑤𝑎𝑙𝑙)] (20) 

where h is the overall heat transfer coefficient, 𝑑𝑥 is the distance between two nodes and 

𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑇𝑓𝑙𝑢𝑖𝑑 − 𝑇𝑤𝑎𝑙𝑙) represents average temperature difference over the two nodes. The 

overall heat transfer coefficient is expressed in terms of different correlations.  

The system-level approach in ESPSS thus utilizes 0D or 1D geometry and simplified 

equations to invest computational resources into finer time resolution of the equations. Some other 

commercial software that utilizes similar approach includes SimulationX, Simulink, Transient 

System Simulation Tool (TRNSYS) and Wolfram Modellica. However, they do not offer libraries 

developed for complex two-phase flow physics.  

2.3.4. Relevant statistical techniques 

The complex nature of flash cooling, as discussed in previous sections, makes it 

computationally exorbitant to simulate full flow physics. At the same time, the time scales 

associated with bubble formation are much smaller than measurement techniques available in the 

lab. The use of equipment like ultra-high-speed camera is expensive and it limits the experimental 

variables and does not allow use of materials (like metal tubing) that are practical for applications. 

It cannot be used for porous media flows as well. Thus, this section proposes use of statistical 

approach along with experiments and/or simulations to circumvent the limitations of both types of 

Figure 20: Discretization within a pipe in EcosimPro for 1D analysis. The image is reproduced from [32]. 
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techniques. The statistical approach can be either utilized to understand the cause-effect 

relationship among different parameters or it can provide adaptive nature to a known correlation. 

Data-driven techniques like neural networks also provide multi-layered correlations among 

parameters when no known physical model is available. 

2.3.4.1. Bayesian inference: 

Bayesian inference is a method of statistical inference in which Bayes' theorem is used to 

update the probability for a hypothesis as more evidence or information becomes available [38]. 

Bayesian inference is an important technique in statistics, and especially in mathematical statistics. 

Bayesian updating is particularly important in the dynamic analysis of a sequence of data. The 

details of Bayesian inference techniques are not included but a general sense is provided here. The 

technique assumes a number for a quantity with a large degree of disbelief or error. This assumed 

quantity and its disbelief is updated with every observation that is made. The approach can prove 

excellent in understanding cause-effect relationship among different variables in a system. Another 

advantage is that it provides an estimated range of error in prediction of every unknown. A 

Bayesian approach combined with a clever design of experiments technique can prove vital for 

this work. An already running code of the technique on Jupyter notebook is available within the 

research group. The model can be adjusted to minimize the bias errors obtained in the 

measurements and with more work might help to reduce the lagging errors in experimental data. 

2.3.4.2. Data assimilation – Kalman filter: 

Data assimilation techniques bridge the statistics with active control, and thus are chosen 

for run-time control of complex systems. Kalman filter is the most common data assimilation 

technique and is extensively used for estimation of linear differential equations [39]. Kalman filter 

works by updating a known low-order physical model with every time-step. Thus, the model is 
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used to predict state variables in a dynamic system and reduce the reliance on scarcely located 

sensors on real-time applications. Since, Kalman filter works on a reduced order version of 

physical model, for a complex flow physics with many variables, it may be a better choice over 

the Bayesian framework which can get computationally intensive especially in transient situations.  

The shift from traditional efforts to extend Moore’s law by reducing the transistor size has 

elicited significant advancements in electronics packaging including 3D stacked and wafer-level 

packaging techniques. These next-generation techniques involve dense heterogeneous integration 

and push the thermal limits of materials and systems. New cooling architectures are being 

developed to provide necessary heat extraction from such packages. Temperature estimation is 

critical for packaging design. However, design complexity in the third dimension and the variety 

of materials involved present challenges to estimate temperature profiles from limited sensor data 

and to predict temperature profiles throughout the packaging. Temperature sensing and prediction 

is critical to task scheduling of processors and regulation of limited cooling resources. Thermal 

simulations for developing new designs with high-fidelity, physics-based solvers, such as ANSYS 

Icepak, require high computational overhead especially due to the disparate length scales involved, 

and real-time prediction methods based on linearized temperature model and/or compact thermal 

modelling struggle to predict hotspots accurately in geometrically complex architectures.  

Adaptive estimation methods, including the Kalman filter (KF), have been shown to 

perform well for simple packaging designs. The most common approach to reduce computational 

cost is to utilize reduced order modelling (ROM) with KF [39]. However, KF solves linearized 

equations, and even with ROM, it would require high computational overhead to maintain 

accuracy with new packaging structures. A temperature estimator and predictor based on ensemble 

Kalam filter (EnKF) can effectively handle non-linearities contained in the thermal equations. 
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EnKF is a data assimilation technique that has been used in the field of meteorology and 

oceanography extensively and is inherently capable of handling high-dimensional nonlinear 

systems and high volumes of measurement data [40]. Recently, EnKF has been used successfully 

to estimate the separated flow about a wing from available surface-based sensors, and the concept 

is extended here to obtain temperature profiles across electronic packages. The unscented Kalman 

filter (UKF) is another approach that promises better accuracy than EnKF with similar 

computational time. Its main advantage is that it uses fewer ensemble members since these 

members are strategically chosen at each iteration. It does, however, require that the state’s 

covariance matrix be propagated along with the state itself, and this can be problematic if the state 

is exceptionally large. A software framework is created here to execute these three methods for 

thermal management of packaging and provide a comparison of computational cost and accuracy 

of hotspot prediction for a 3D stacked package and a wafer-level package. 

2.3.4.3. Deep neural network (DNN): 

Deep neural networks are multi-layered, multi-variate techniques that manage substantial 

amounts of data. It is a useful technique when the amount of data is large and correlation between 

distinct factors is unknown. Some DNN techniques are now informed by physical model like 

Kalman filter and so with enormous amounts of data – it produces result that is equivalent to a 

combination of both the above techniques. Even though there are several unknowns in a detailed 

two-phase flow in porous media and flash cooling, the amount of data generated may not be 

enough to choose DNN. 

2.4. Explored methodologies 

Flash cooling is a complex process inherently involving different mechanisms of 

nucleation, an evaporation front, and possibly additional interactions with porous media. A flow 
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chart of dominant effects at different size and time scales is shown in Fig. 21. It is evident that a 

full computational analysis cannot be achieved considering the difference in the scales and the 

complexity of physics. Multiple routes are explored in this chapter.  

2.4.1. Non-equilibrium mechanistic models – theory and simulations 

A first step for deeper understand of flash cooling is to modify existing mechanistic models 

to understand the effect of non-equilibrium force balance and depressurization, estimate their 

relative effects and make corresponding simplifications. From a fundamental standpoint, liquid-

vapor phase change is inherently unstable and governed by so-called spinodal curves (one for each 

phase) in the saturated liquid-vapor regime, leading to extreme mathematical complexity in 

modelling of phase-change processes (Fig. 22). The grey shaded portion is the region where a 

liquid can be superheated and remain as liquid because it satisfies criterion of mechanical stability. 

Criterion of thermal stability is satisfied when volumetric specific heat is positive ( [19], Eq. 5.42, 

5.43). When a liquid a saturation temperature 𝑇𝑠𝑎𝑡 is heated at saturation pressure, it goes in the 

yellow region – called the superheated liquid. The green region indicates the region of 

depressurization. Most nucleation theories are developed around constant pressure within the 

yellow region. However, it can be possible to run along a constant temperature line inside the 

spinodal zone.  

For example, (5) for homogenous bubble nucleation must be modified for depressurization 

effects in a recursive manner, 

Figure 21: Hierarchical mechanistic study for flash cooling with rapid depressurization playing a significant role. 
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𝑟𝑐(𝑥, 𝑡) =
2𝜎(𝑇∞(𝑥, 𝑡))

𝑃𝑠𝑎𝑡(𝑇∞(𝑥, 𝑡)) exp [
{𝑃𝑙(𝑥, 𝑡) − 𝑃𝑠𝑎𝑡(𝑇∞(𝑥, 𝑡))}

𝜌𝑙(𝑇∞(𝑥, 𝑡))𝑅𝑇∞(𝑥, 𝑡)
] − 𝑃𝑙(𝑥, 𝑡)

 (21)
 

and the properties must be evaluated using NIST database to close the equation (CoolProp with 

Jupyter notebook is the current choice). Since the current work seeks to develop functional 

understanding of flash cooling in order to optimize it for high-performance systems, this path is 

not chosen, but it may be followed in some collaborative projects.  

2.4.2. Mesoscopic approach with machine learning 

The simulations/experiments can be done on a single tube flash cooling chamber and 

obtained understanding and data will be used to optimize the cooling for later applications. The 

overall methodology further incorporates two ideas: Continuum- level details are necessary for 

application purposes, and microscopic level details are necessary to understand the factors 

influencing flash cooling. 

      

Figure 22: Spinodal curves for liquid-vapor, overlay with a 𝑇2 < 𝑇𝑠 curve. The yellow zone between 𝑇1 and 𝑇𝑠 

represents the superheating required to achieve phase change. The green zone represents depressurization leading to 

superheated liquid state. The image is adapted from [19]. 



38 

 

The continuum understanding of flash cooling should provide information about the state 

of the system in small, discretized domains. The experiments can only give us the measurements 

of partial set of state variables at a few locations across the system (Fig. 23). Thus, to obtain 𝑄(𝑥, 𝑡) 

of the flash cooling tube, it is necessary to statistically fit certain flow equations or correlations. 

The first macroscopic step to study flash cooling is to create a time-averaged steady-state analysis 

of the thermodynamic states of all system components to provide a good starting point for 

experimental testing (Fig. 24).  

For the physical models, note that the assumption of homogeneous flow is very restrictive, 

and in fact accurate only under limited conditions (e.g., dispersed bubbly flow, mist flow). In 

general, a significant slip between the two phases is present, which requires the use of more 

realistic models in which 𝑣𝑣and 𝑣𝑙are not equal.  

A conceptual progression for homogeneous flow boiling for porous media modeling is as 

follows: 

1. Assumed properties for homogenous flow boiling: All the properties are weighted 

mean of individual values of liquid and vapor properties. The weight is decided by void fraction 

(or liquid saturation). 

𝛼 = 1 − 𝑠 (22) 

  

Figure 23: (a) Experimentation is limited by several factors to measure state parameters only at certain 

locations. (b) Desired target distribution of known state properties for controlled cooling is shown. 
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In case an instantaneous individual cross-section is considered, void fraction depends on the area 

average. If volume averaging is being performed for the entire discretized domain, then void 

fraction is defined by volume-based weighting: 

𝛼 =
𝐴𝑣

𝐴𝑡
 𝑜𝑟

𝑉𝑣
𝑉𝑡𝑜𝑡𝑎𝑙

(23) 

Thus, if 𝑣𝑣 , 𝑣𝑙 are superficial velocities of vapor and liquid, and the homogeneous assumption 

(𝑣𝑣 = 𝑣𝑙) is valid, then the intrinsic phase-averaged velocity 𝑣 is 

𝑣 =
𝜌𝑣𝑣𝑣 + 𝜌𝑙𝑣𝑙

𝜌
=

𝜌𝑣 + 𝜌𝑙
𝛼𝜌𝑣 + (1 − 𝛼)𝜌𝑙

𝑣𝑙 (24) 

Other properties are weighted similarly.  

2. Homogeneous flow equations for two-phase flow without porous media looks 

similar to single fluid flow through a tube, 

Mass conservation: 
𝜕𝜌

𝜕𝑡
+
𝜕(𝜌𝑣)

𝜕𝑥
= 0 (25) 

Momentum conservation:
𝜕(𝜌𝑣)

𝜕𝑡
+
𝜕(𝜌𝑣2)

𝜕𝑥
= −

𝜕𝑃

𝜕𝑥
−
1

2

𝑑𝜉

𝑑𝑥
𝜌𝑣2 (26) 

       
    

         

         

Figure 24: System-level analysis with a single diameter tube being the component of interest. First step is to 

perform time-averaged steady state estimates. 
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Energy conservation:
𝜕(𝜌ℎ)

𝜕𝑡
+
𝜕(𝜌𝑣ℎ)

𝜕𝑥
= −𝑘∇2𝑇 +

𝑑𝑄𝑤
′′

𝑑𝑥
(27) 

where, 𝜉 is a friction factor which allows different x-dependent functions to evaluate the frictional 

losses. Gravitational and other body forces are ignored. Cross-sectional area, 𝐴, is assumed to be 

constant throughout the flow field. In the energy conservation equation, enthalpy is total enthalpy 

which is a summation of static enthalpy, ℎ′, and kinetic energy,  

ℎ = 𝑖 +
1

2
𝑣2 +

𝑃

𝜌
= ℎ′ +

1

2
𝑣2; ℎ′ =

(𝜌𝑣𝛼ℎ
′
𝑣 + (1 − 𝛼)𝜌𝑙ℎ

′
𝑙)

𝜌
  (28)  

The viscous dissipation term is neglected in the energy equation, and 𝑘 is a phase-averaged thermal 

conductivity defined as, 𝑘 = 𝛼𝑘𝑣 + (1 − 𝛼)𝑘𝑙. The heat flux added from the wall is considered an 

x-dependent source term 
𝑑𝑄𝑤”

𝑑𝑥
. 

3. The primary unknown in the above set of equations is the pressure gradient, 
𝜕𝑃

𝜕𝑥
. 

Several different assumptions and correlations have been developed over the last few decades. For 

example, in Professor Dhir’s course on “Boiling and Condensation” at UCLA, one of the 

considered models was  

𝑑𝑝

𝑑𝑥
=

4
𝐷ℎ

𝑓𝑡𝑝 (
1
2 𝜌𝑣

2) + 𝜌2𝑣2𝑣𝑙𝑜
𝑑�̅�
𝑑𝑥

+ 𝜌𝑔

1 + 𝜌2𝑣2 𝑑𝑣𝑣
𝑑𝑃

(29) 

where 𝐷ℎis the hydraulic diameter of the flow tube, 𝑓𝑡𝑝 is the friction coefficient for two-phase 

flow which is approximated from friction coefficient of liquid/vapor with other correlations [41], 

𝑣𝑙𝑜is the velocity if only liquid was flowing through the total area, and �̅� is the quality of mixture 

as function of 𝛼. Such correlations provide an approximate start to these equations for simulations. 

However, these are not universally agreed upon, and depending on different flow situations several 

forms are presented over the years. Once the pressure gradient is solved in the momentum 
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equation, pressure and density serve as the basis for calculation of void fraction and thus enthalpy 

for the energy equation. Either an equation of state or a property table can be utilized. This work 

takes advantage of already established Jupyter notebook with CoolProp to obtain properties during 

the simulation. 

4. When these homogenous equations are extended to a flow through porous media, 

the extrinsic phase-average velocity is modified due to the presence of porosity (𝜖) of porous 

media, defined as the ratio of pore volume to total volume. Assuming constant porosity through 

the length of the tube, 𝜖, can be approximated as ratio of pore area to the total area. The modified 

conservation equations become: 

Mass conservation: 𝜖
𝜕𝜌

𝜕𝑡
+
𝜕(𝜌𝑣)

𝜕𝑥
= 0 (30) 

Momentum conservation: 𝜖
𝜕(𝜌𝑣)

𝜕𝑡
+
𝜕(𝜌𝑣2)

𝜕𝑥
= −𝜖2

𝜕𝑃

𝜕𝑥
−
1

2

𝑑𝜉′

𝑑𝑥
𝜌𝑣2 (31) 

Energy conservation (fluid): 𝜖
𝜕(𝜌ℎ)

𝜕𝑡
+
𝜕(𝜌𝑣ℎ)

𝜕𝑥
= −𝑘∇2𝑇 +

𝑑𝑄𝑤
′′

𝑑𝑥
+ 𝑄𝑠𝑓 (32) 

Energy conservation (solid): (1 − 𝜖)𝜌𝑠
𝜕ℎ𝑠
𝜕𝑡

= −𝑘𝑠∇
2𝑇 − 𝑄𝑠𝑓 (33) 

Energy conservation (total): 𝜖
𝜕(𝜌ℎ)

𝜕𝑡
+ (1 − 𝜖)𝜌𝑠

𝜕ℎ𝑠
𝜕𝑡

+
𝜕(𝜌𝑣ℎ)

𝜕𝑥
= −𝑘𝑒𝑓𝑓∇

2𝑇 +
𝑑𝑄𝑤

′′

𝑑𝑥
(34) 

The above equations are written with the assumption that porosity remains uniform throughout the 

domain. Here, 𝜉′ is a modified frictional force equation for two-phase flow in porous media and 

correlations will be developed to solve for it. In the energy equation, fluid temperature is 

considered homogeneous with the solid temperature (𝑇𝑣 = 𝑇𝑙 = 𝑇𝑠). The amount of heat 

transferred from solid to liquid phase is written as 𝑄𝑠𝑓 and is added to the liquid phase energy 

equation and consequently removed from solid phase energy equation. However, this is inherently 
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removed while combining the two equations. The effective thermal conductivity for conduction is 

then defined as, 

𝑘𝑒𝑓𝑓 = 𝑘𝑠(1 − 𝜖) + 𝜖𝑘 = 𝑘𝑠(1 − 𝜖) + 𝜖[𝛼𝑘𝑣 + (1 − 𝛼)𝑘𝑙] (35) 

5. The solution of these equations, similar to internal flow boiling without porous 

media, start with an approximation for pressure gradient. However, for porous media Darcy’s law 

(Eq. 13) can provide an approximate pressure gradient, 

𝜕𝑃

𝜕𝑥
=

𝑣𝜇

𝐾
(36) 

where K is the permeability for the homogenous fluid and 𝜇 is the effective viscosity (multiple 

models available [41]). If an effective permeability is known through experiments, the equation 

can be solved. However, calculation of permeability for two-phase flow is property dependent and 

thus several models [42] exist. 

𝐾(𝑡𝑤𝑜 − 𝑝ℎ𝑎𝑠𝑒) = 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 (𝐾𝑟𝑙, 𝐾𝑟𝑣, 𝜇𝑙, 𝜇𝑣, 𝛼, 𝜖, … . ) (37) 

Some experimental work [43] is also reported to understand the relation of single-phase 

and two-phase (non-boiling) permeability with pore geometry of porous media and packed beds. 

Several extensions to Darcy’s law are available for modeling of pressure gradient and they will be 

explored in the further in this work. Similar to the homogeneous flow assumption, these equations 

can be derived for separate flow phase flow model as well. However, this approach requires more 

computation, and the derivation is not followed here.  

One of the feasible options is to utilize data assimilation technique discussed above with a 

Kalman filter, a known transient physical model (linearized) with unknown parameters 

(approximated) is inserted. At every time step, the filter creates a prediction of the current step 

from previous step information, compares it with sensor measurement and then modifies the 

parameters according to the difference between the two. This approach provides an accurate 
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predictive model with known uncertainties in measurements and the predictive model. If an 

equation cannot be linearized, an extended or unscented Kalman filter will be used. This approach 

can be explained with the help of Fig. 25, where the flash cooling experiments provide data to 

improve the physical model.  However, if an approximate physical relationship is unknown 

between observable and input parameters, the Kalman filter model will be insufficient to 

accurately predict unobservable states. The Bayesian framework provide more accurate cause-

effect relationships but at the cost of computing resources. Some of the key parameters that will 

help improve the prediction include, length, diameter and material of the tube, location of heater 

and thermocouple sensors, pressure and heat load conditions, porosity, and location of porous plug.  

Looking at the model above, many unknown variables in correlations can be identified that 

must be found with the help of data. The first step is to identify key parameters that can be 

correlated with the physical model – transient two-phase homogenous flow through porous media. 

Figure 25: Kalman filter to improve transient model for single tube analysis. 



44 

 

This model will be used with a Kalman filter to provide an updated transient model. This model 

will be insufficient to interact with physical parameters that do not directly appear in the set of 

equations being solved. This is where the Bayesian approach come into play (Fig. 26). The goal is 

to utilize the model created from a single tube and extend it to complex structures and improve the 

models for the specific architectures with the help of Bayesian approach.  

2.4.3. System-level surrogate modeling 

A surrogate model is an engineering method used when an outcome of interest cannot be 

easily measured or computed, so a model of the outcome is used instead. Most engineering design 

problems require experiments and/or simulations to evaluate design objective and constraint 

functions as a function of design variables (Fig. 27). For flash cooling, the complex physics 

associated with understanding transient cooling would require large amount of experimental data 

and computing power beyond the limits of laboratory environment. Thus, constructing 

approximate models, surrogate models, which mimic the behavior of the simulation/physical 

      
       

Figure 26: The Bayesian framework will help optimize the flash cooling process for cooling architecture once a 

Kalman filter modified model for single tube is available. 
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model as closely as possible while being computationally cheap(er) to evaluate. When only a single 

design variable is involved at a time, the process is known as curve fitting.  

A detailed workflow for the analysis in this work and the parameter space is explored in 

Chapter 6. 

2.5. Empirical limits for cooling Si-IF 

Silicon Interconnect Fabric (Si-IF) described in section 1.2 is the primary application for 

which several standard cooling options are considered during preliminary design. The analysis is 

done using empirical correlations described in [44], Chapter 3. The following assumptions are 

utilized to estimate the ideal maximum cooling provided by different cooling scenarios: 

• Steady-state analysis with constant and uniform heat flux over the base of heatsink. 

• The die surface temperature, 𝑇𝑠, is 85 oC, and ambient temperature of the fluid, 𝑇∞, is 25 

oC. 

• Ideal heat spreader and heat sink base with zero thermal resistance (𝑅ℎ𝑒𝑎𝑡𝑠𝑖𝑛𝑘,𝑏𝑎𝑠𝑒~ 0). 

• Si-IF is a 300-mm silicon wafer 

• Permissible outlet temperature for air and water is 45 oC. 

Figure 27: Typical surrogate model workflow to develop an engineering model from 

experimental or simulation data  
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For the analysis with pin fin geometries, the following additional assumptions are considered: 

• Constant and uniform base temperature for all fins, 𝑇𝑥=0 = 𝑇𝑠 = 85 oC. 

• Ideal condition for fins – constant fluid ambient temperature and heat transfer coefficient, 

ℎ, throughout the fins. 

• Pin fins are made of copper (thermal conductivity, 𝑘𝐶𝑢 = 400 W/mK) with 1 mm diameter 

and 2 mm fin pitch. 

• For water and two-phase cooling, permissible fin height, 𝐿, is 20 mm and adiabatic tip at 

the end of the fins (𝑞𝑥=𝐿 = 0). 

The total heat removal, 𝑞𝑡, with pin fins can be evaluated as: 

𝑞𝑡 = 𝜂𝑜ℎ𝐴𝑡(𝑇𝑠 − 𝑇𝑓𝑙𝑢𝑖𝑑); 𝜂𝑜 = 1 −
𝑁𝐴𝑓

𝐴𝑡
(1 − 𝜂𝑓) (38) 

where, 𝜂𝑓 and 𝜂𝑜 are efficiencies of individual fin and overall surface respectively. The fluid 

temperature, 𝑇𝑓𝑙𝑢𝑖𝑑, is either ambient temperature for external flow, 𝑇𝑎, or mean fluid temperature 

for internal flows, 𝑇𝑚. The cross-section area of each individual fin,𝐴𝑓, and total area of the base, 

𝐴𝑡, are at constant base temperature, 𝑇𝑠. The assumed heat transfer coefficients for this analysis 

are typical heat transfer coefficients mentioned in ( [45], Table 6.5): ℎ𝑎𝑖𝑟−𝑐𝑜𝑜𝑙𝑖𝑛𝑔 = 200 W/m2K, 

ℎ𝑠𝑖𝑛𝑔𝑙𝑒−𝑝ℎ𝑎𝑠𝑒,𝑙𝑖𝑞𝑢𝑖𝑑 = 2000 W/m2K, and ℎ𝑡𝑤𝑜−𝑝ℎ𝑎𝑠𝑒 =25,000 W/m2K. The fin efficiencies are 

calculated for individual cases using expressions provided in ( [44], Table 3.4).  

The results from the calculations are presented in Table 2. The details of flow geometry 

are included in the description and whether cooling on the Si-IF is performed utilizing both sides 

or single side is also included. Another consideration for the analysis is whether the cooling 

solution will force use of peripheral power delivery. Peripheral power delivery is highly inefficient 
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for a large wafer scale solution like Si-IF and thus, the cooling solutions that limit direct power 

delivery to ide are not preferred. 

Since Si-IF platform is meant for high-performance computing requiring up to 50 kW of 

power over a 300 mm wafer, none of the air cooing solutions are preferred. However, for scenarios 

where low-powered memory and processing dies are bonded to the platform air-cooling solution 

can provide cooling for up to 5-8 kW of cooling. Graph applications requiring large amount of 

shared memory space on the Si-IF is a good example of this scenario [46].The estimated cooling 

significant increases by switching to single-phase water cooling. Several different approaches are 

considered including variety of finned configurations, with the best practical approach as shown 

in Table 2. The constraints involved with power delivery in the design process involved a height 

restriction on the pin fins in a cooling chamber to be less than 10 mm. This allows a Si-IF with 

medium-power requirements to be cooled by water cooled approach with pin fins up to 13-kW of 

       
         

                
    

                 
                   

        

                    
             

               
              

         

         
                         

            

        

                     
         

                      
         

                     
                              

                                 

                   
                                  

                 

             
             

         

                  
                                    

                    

                     
                                   

                 

                    
                                  

                          

                      
                

                                  
                      
                   

                          
    

        

                                                     

             
                    
                     

          
          

                        
                      
                   

Table 2: Empirical cooling limits for Si-IF 
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power [46]. However, none of these approaches discussed permits the use of Si-IF above 32-kW 

compared to the target requirement of at least 40-kW. Thus, two-phase cooling approaches are 

necessary for Si-IF as mentioned briefly in section 1.2. The height-restricted two-phase cooling 

chamber considered in Table 2 should provide up to 53-kW of heat flux for Si-IF. Additionally, 

this would allow one side of the Si-IF would be available for direct power delivery instead of 

peripheral delivery. Thus, this cooling structure is adopted and cohesively designed with other 

system constraints in Chapters 4 and 5.  
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Chapter 3: Continuous, pulsed flash cooling for Si-F 

3.1. Flash cooling testbed 

3.1.1. Methanol flow loop construction 

The development of a thermal-fluid system for flash cooling is the key milestone for this 

work [13]. A dynamically controlled flow loop for flash cooling of high-heat-flux components has 

been constructed. The flow loop has been designed to be flexible and robust at various test 

conditions to quantify and benchmark flash cooling. The fluidic components including the test 

device rest on a pegboard as shown in Fig. 28. Flexible flow tubing and push-to-connect fittings 

are used to allow for quick changes. Most third-party components such as the pressure transducer 

use standard NPT fittings. Thus, Swagelok® fittings are used wherever metal NPT connections 

are necessary including for the copper tubes. 

The testbed is dynamically controlled through LabVIEW software using a micro-controller 

(NI CompactDAQ) to manage the transient response of the system. A state-machine based code 

Figure 28: Flash cooling setup version 1 [13]. (a) Different components supporting the thermal testbed including the 

vacuum pump and the power supply are shown. (b) The zoomed-in view provides details of the preliminary flow 

testing. (c) A simplified workflow of the two-phase loop. 
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has been developed in-house to associate valve timings and data collection for the flash loop into 

a simple interface. Rapid thermal response of the loop is achieved with the help of flow control 

valves with a response time of the order of a few milliseconds. For temperature measurements, K-

type thermocouples (Omega Engineering, Inc - 5TC-GG-K-20-36) and T-type surface 

thermocouple (Omega Engineering, Inc - SA1-TI-3M) are used. Pressure measurements are 

performed using a vacuum gauge ((Omega Engineering, Inc – PX419-015VI) for flash cooling 

tube and a pressure gauge (Omega Engineering, Inc – PX119-030GI) to monitor condenser 

pressure. A surface thermocouple is used for measuring the average surface temperature of silicon 

die. A compatible fluid temperature gauge is pending that will help to determine the exact fluid 

temperature. 

Methanol, the current cooling fluid, is stored in a 11.4 L (3 gallon) stainless steel pressure 

vessel. Methanol needs to be degassed before flash boiling into the tubes to avoid artificial 

nucleation and to ensure repeatability. Helium was chosen to sparge because it is inert and has low 

solubility in liquids. The storage tank has connections for helium sparging by bubbling through 

the liquid methanol. The loop has extra connections to displace air in the system by helium prior 

to experiments. Methanol is injected into the vacuum tubes with the help of a syringe pump 

controlled by LabVIEW. 

The vapor exiting the flash cooling tubes passes through the vacuum pump (Edwards RV3) 

and pushed into the condenser. The pressure in the condenser is maintained slightly higher than 

atmosphere. The condenser is a shell and tube heat exchanger with chilled water flowing through 

the tubes. The chiller can provide 7.5 kW of cooling and is maintained at 10°C. After condensation, 

the liquid methanol is sent back to the storage tank to achieve a fully closed loop allowing 

continuous operation of the system. However, for the experiments reported here, the methanol 
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supply tank provided adequate liquid, and closed loop condensation was not required. A Magna 

power supply (TSA500-50/208+HS+LXI) provides up to 25 kW of DC power to emulate the Si-

IF heating. The response time for the power supply is less than 10-ms, allowing quick changes in 

heat loads applied to the system.  

The flash cooling tests performed incorporated five sensor data for each test: Baseplate 

temperature (𝑇𝑏), sidewall temperature (𝑇𝑠), outlet fluid temperature (𝑇𝑜), Vacuum pump inlet 

pressure (𝑃𝑣) and outlet fluid pressure (𝑃𝑜). Firstly, the behavior of the heater on the prototype is 

evaluated without flash cooling (the heat sink is already under vacuum). Before every test, the 

chamber is evacuated using a vacuum pump. Two conditions are imposed before the start of 

experiments: the chamber pressure should be less than 8 kPa, and the pressure change should be 

less than 0.2 kPa per minute to indicate stable conditions. The vacuum pump remains connected 

to the chamber throughout the experiment. 

To consider cooling with flash boiling in two different applications – continuous flash 

cooling and single-use vapor chamber, the existing flow system was adapted to the test prototypes 

and experiment conditions. While different, both setups use the same principles of pressure-driven 

flash boiling to achieve transient cooling. More details on adapted experimental setup for vapor 

chamber testing is included in Chapter 7. 

3.1.2. Coolant selection 

The ideal working fluid has the following properties: high latent heat, high thermal 

conductivity, low liquid and vapor viscosities, low surface tension, and low freezing point (Table 

3). Additionally, the working fluid must be compatible with the tubing in which the fluid is 

transported, namely copper and polypropylene. Four coolants are considered as shown in Fig. 29a. 
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Water and methanol provide highest latent heat of vaporization (Fig. 29b) enabling high 

heat flux removal at lower mass flow rates as shown in Fig. 29c. However, the vacuum pump work 

and evacuation time needed per pulse is extremely high for water as saturation pressure is 

extremely low for room temperature operations. Thus, methanol is optimal for flash cooling with 

fast pulses in laboratory environment.  

However, methanol flow loop requires use of vacuum pump which are inefficient at higher 

mass flow rates. As the total heat removal requirements surpass 15 kW, the methanol coolant use 

          

           

 

  

Figure 29: Comparison of water, methanol, NOVEC649 and R-134a for flash cooling. (a) Saturation properties to 

determine use of compressor or vacuum pump (b) Latent heat of vaporization as function of saturation 

temperature (c) Mass flow rate required per kW of cooling derived from phase change. 
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is inefficient and impractical. Thus, a commercial installation with more than 15kW cooling 

requirement should choose R-134a or similar refrigerants as the loop then functions at higher 

pressure and high mass flow rates managed by efficient compressors.  

3.1.3. Refrigerant loop 

A modified flow loop with stainless steel tubing and Swagelok® fittings is designed. The 

purpose is to utilize a refrigerant instead of methanol as the coolant. For control, current LabVIEW 

and CompactDAQ setup should serve as the basis, and a possibility of pneumatic solenoid 

combines system is considered (Parker Viking Lite series with Burkert Type 2103). This allows 

for lesser heat generation in the control valves as compared to current setup. Based on literature 

review, three refrigerants are given careful consideration: R134a, R410a and R1234ze. The 

properties as obtained from CoolProp are listed in Table 4. For simplicity, the initial state, and 

         
         
       

       
         
       

       
         
       

         
         
     

       
         
     

       
         
     

          
            
 
 
  

                                  

                                   

                 

Table 4: Estimation of flash cooling enthalpy for R134a, R410a and R1234ze based on CoolProp 

Table 3: Preliminary selection of coolant for laboratory flash cooling tests 
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final states for all three coolants it their saturation conditions at -5 oC and 10 oC. It can be clearly 

seen that R410a has the maximum enthalpy change, indicating more maximum heat removal. 

However, R134a is a much cheaper and easy-to-handle refrigerant. Thus, it is decided to construct 

the loop for R134a. Similarly, 40-kW cooling system specifications are developed and submitted 

for future development with the Si-IF system.  

3.1.4. Dynamic control with LabVIEW eco-system 

The LabVIEW code is being developed in an integrated manner. It includes four different 

sub-codes: Power supply control, IR image data acquisition, PID decision code, and cooling data 

acquisition and control. The flow chart of the code is shown inf Fig. 30 below.  The overall 

Plumbing and Instrumentation Diagram (P&ID) is shown in Fig. 31.  

 

3.1.5. Microsoft OneNote lab journal 

A lab journal /notebook is created on OneNote with the template as shown in Fig. 32. The 

information provided in the journal is used to verify the data files of each transient experiment. 

Key qualitative observations including presence of liquid bubbles or slug flow at the outlet of the 

chamber is determined and noted in the journal. Additionally, the control times like heater ON and 

Figure 30: Flow chart for dynamic control of the setup 

with the help of LabVIEW and CompactDAQ. 
Figure 31: Simplified P&ID for the thermal 

testbed for flash cooling experiments [24]. The 

actual CompactDAQ controller used is included 

in the image. 
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cooling ON as a function of experiment time is also noted to be verified once the data file is 

processed.  

3.1.6. Calibration 

The injection control of methanol to the flash cooling chamber was calibrated by using 

multiple experiments. Since injection control is sensitive to individual setup and cooling 

architecture, an example is shown in Fig. 33 from results discussed in section 6.4. The collection 

time is the amount of time the injection valve is open to allow methanol to flow to the flash 

Figure 32: Template for lab journal developed in Microsoft OneNote 
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chamber. This information allows user to design the system for specific cooling volume by 

controlling the collection time.  

Similarly, the calibration of pulse interval specified in the LabVIEW eco-system was also 

performed. It has delays associated with DAQ controller and valve open/close delays. Thus, 

corrected pulse timings are analyzed in post-processing discussed in next section. For all the 

calculations, corrected pulse timings are used while the experiment labels use input parameters to 

allow for consistent design of experiments under different conditions. An example calibration plot 

from results discussed in section 6.4 is shown in Fig. 34.  

3.2. PowerTherm 1.0 (PT1) 

3.2.1. Architecture 

In the first architecture, copper terminal blocks are attached on top of PowerBoard – a 

conventional PC board that incorporates voltage conversion needed for power delivery at mission 

voltage. Si-IF sits on top of copper terminal blocks with the help of Cu-Cu bonding [14]. Within 

the Si-IF, the power is delivered from back-side to topside with the help of through-wafer-vias 

[47] (Fig. 35). The heat removal path takes place from Si-IF to the copper tubes through the same 

Figure 34: Corrected pulse interval VS specified pulse 

interval 
Figure 33: Calibration of injection control for flash 

cooling 
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terminal blocks. These tubes can be cooled either by single-phase or two-phase cooling method. 

Even though this architecture provided more control in terms of spatial cooling, the power delivery 

with large blocks was inefficient. Thus, it was decided to focus on this version for prototype 

thermal analysis but not for power delivery (and fabrication optimization). The construction details 

for this version are included in [13]. 

3.2.2. Prototype fabrication 

The attachment of copper terminal blocks with the Si-IF is critical for structural integrity, 

electrical isolation between different voltage domains, and thermal conduction to the terminal 

blocks. The test structure used to perform preliminary experiments and simulations consists of 

three main elements: a silicon die (28.5 x 12 x 0.525 mm3) to mimic the Si-IF, a copper block (8 

x 8 x 24 mm3) and a pipe (3.18 mm outer diameter, 2.54 mm inner diameter, 135 mm length) 

passing through the terminal block (Fig. 36). The copper terminal block and silicon die were 

Figure 35: Architectural design of PowerTherm 1.0 [13] that incorporates block-and-tube arrangement. The silicon 

wafer has increased transparency to highlight the arrangement. The power delivery path from PowerBoard and heat 

removal path through the tubes are shown in the SIDE view. 
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bonded using commercially available 50 µm thick Sn96.5-

Ag3.5 solder film (Indium corporation).  Solder was used 

to ensure good thermal and electrical connection. To ensure 

a mechanically strong bond, the silicon wafer had a thin 

film layer stack that consisted of 500 nm thermal silicon 

oxide, 30 nm titanium adhesion and diffusion barrier layer, 

200 nm copper ‘wiring’ layer, 300 nm thick nickel diffusion 

barrier layer and 500 nm thick tin wetting layer.  A similar stack of nickel barrier layer and tin 

wetting layer was deposited on the copper block. All metal deposition was done by sputtering in a 

Denton Discovery system. To improve the contact between the mechanically fitted pipe and 

terminal block, the pipe exterior was coated with a layer of thermal grease (Omega Engineering, 

Inc. – OT 201). A schematic of the bonded structure and thin film stack 

is shown in Fig. 37. The image of the single block prototype is shown in 

Fig. 38a.The prototype shown in Fig. 38b constitutes of an array of 

blocks, however, no testing was performed with this prototype. 

3.3. Steady-periodic analysis 

For each test, averages are calculated for every pulse of flash 

cooling and if the amount of flash cooling being provided over time is 

sufficient to cool the prototypes, the average observations of temperature 

and pressure should be consistent. This is the point where average 

cooling provided by a flash cooling cycle has adjusted to the constant 

heat input to the system. Because each test has a different cycle time and 

requires different amount of time to achieve steady-periodic behavior, 

Figure 36: Cartoon depicting terminal 

block attached to a silicon die with 

prototype dimensions. 

Figure 37: Attachment of 

copper block to silicon die 

is enabled through Ni and 

Sn thin films. 
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only the steady-periodic regimes are included to calculate periodic averages. For each test, the 

average pulse temperature calculation is started from the last pulse and moved backwards in time 

to check the previous pulse average temperature until a difference of 1 oC in average temperature 

is observed. A similar assessment is performed with vacuum pressure (1 kPa) data and decide 

lowest common number of cycles. If the transient data falls under this category, the file is flagged 

as steady-periodic and further analysis is performed.  

A simplified energy balance equation for the cooling architecture takes the form: 

�̇�𝑖𝑛(𝑡) = �̇�𝑠𝑡(𝑡) + �̇�𝑜𝑢𝑡(𝑡) = �̇�𝑠𝑡(𝑡) + 𝑞𝑛𝑐(𝑡) + 𝑞𝑟𝑎𝑑(𝑡) + 𝑞𝑓𝑐(𝑡) (39) 

The energy input rate, �̇�𝑖𝑛, is due to the heating power, 𝑃, of the heater while the energy outflow 

rate, �̇�𝑜𝑢𝑡, is composed of three components: natural convection, 𝑞𝑛𝑐, radiation, 𝑞𝑟𝑎𝑑, and flash 

cooling, 𝑞𝑓𝑐. The difference between the input and output energy constitutes the energy storage 

rate, �̇�𝑠𝑡, and produces a rate of change of temperature depending on the lumped mass, 𝑚, and heat 

capacity, 𝐶𝑝. Assuming that natural convection and radiation effects are combined and only depend 

on Si temperature, under steady-periodic conditions and starting with (39), 

Figure 38: Prototypes for PowerTherm 1.0. (a) Single Si coupon with single block and tube (b) Array of 

blocks and tubes for 100 mm Si-IF testing (not finished as architecture discontinued) 
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𝑃 = 𝐺𝑙𝑜𝑠𝑠(〈𝑇𝑏〉)(〈𝑇𝑏〉 − 𝑇𝑎) + 〈𝑞𝑓𝑐〉 (40) 

The theoretical maximum cooling, 𝐸𝑚𝑎𝑥,𝑝, with any flash cooling pulse is calculated based on the 

mass of methanol used, 𝑚𝑝, and the difference in enthalpy, 𝛥ℎ. The starting enthalpy, ℎ𝑖, is 

calculated based on initial reservoir or steady-state conditions. The outlet enthalpy, ℎ𝑜 =

ℎ (𝑃𝑜 , 𝑇𝑏 > 𝑇𝑠𝑎𝑡), is calculated using outlet pressure and average temperature of the lumped mass 

of the prototype. This approach highlights the best-case scenario for a two-phase coolant to 

exchange heat with the chamber under specific experimental conditions at thermodynamic 

equilibrium. Thus, the obtained efficiencies are the limiting worst-case efficiencies for the flash 

pulses. The enthalpy calculations were performed with a Jupyter notebook accessing the Coolprop 

database. 

〈𝑞𝑚𝑎𝑥,𝑝〉 = �̇�Δℎ =
𝑣𝑝

𝑡𝑝
𝜌𝑖Δℎ =

𝑣𝑝

𝑡𝑝
𝜌𝑖(ℎ(〈𝑃𝑜〉, 〈𝑇𝑏〉) − ℎ𝑖) (41) 

For pulsed cooling, the cumulative efficiency, 𝜂, is calculated using the ratio of average cooling 

rate, 〈𝑞𝑓𝑐〉, of the pulse to the theoretical maximum from (41).  

𝜂 =
〈𝑞𝑓𝑐〉

〈𝑞𝑚𝑎𝑥,𝑝〉
(42) 

3.4. Prototype results 

The flow loop was used to test a single terminal block bonded to silicon die as shown in 

Fig. 38. The primary motivation is to understand the transient cooling characteristics of a single 

terminal block, which would help to scale-up to a full wafer. After initial tests on single blocks, 

arrays of 4x1 and 1x4 terminal blocks were planned. However, the bonding process for array did 

not work reliably, and efforts were diverted for improved architecture described in Chapter 4. 
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Hence, the discussion in this work is based on the 

results for a single terminal block attached to a silicon 

die. 

The parameter space is critical to understand 

how each cooling architecture behaves in different 

scenarios expected during the design and run-time for flash cooling of Si-IF. Section 3.3 provided 

information on the steady-periodic analysis. The input parameters used are shown in Table 5. The 

parameter space has an extra variable, compared to other prototype testing in subsequent chapters, 

that was introduced to observe the effects of different triggering temperatures for flash cooling.  

A single pulse was first used as to demonstrate the pressure drop in temperature with 

respect to time for 2 ml of methanol and 6W of power supply. The heat load applied was to provide 

a near-steady temperature before flash cooling pulse was started. A significant temperature drop 

occurs as soon as the methanol is injected into the vacuum tube (indicated by peak in vacuum 

pressure). A considerable temperature drop is achieved over a period of few seconds (Fig. 39).  

Flash cooling pulse cycle tests were performed with varying cycle time: 40s, 20s, 15s and 

15s_70. Flash cooling was initiated when the silicon temperature reached 80oC except for last test 

Figure 39: Single pulse cooling of silicon with terminal block (PT1 prototype) is demonstrated by the drop in 

𝑇𝑏 . The pulse is indicated by the outlet pressure jump indicated on the secondary axis. 

                         

                

                

                     

                                        

Table 5: Parameter selection for PT1 prototype 
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where the flash cooling cycle was initiated earlier at 70 oC (Table 6). This test was done to see the 

effects of initiation temperature on the transition period leading to steady-periodic regime of the 

silicon die temperature.  The common parameters for the experiments include a time delay 

assigned for opening and closing of valves for the whole loop of 0.5 s, which could be reduced to 

order of 100ms but during initial testing it was chosen to keep a safe observable margin. Hence, 

for a pulse cycle of flash cooling with 20 s period, the actual pulse cycle is 20.5 s. Methanol 

injection was limited to 1 ml/cycle for each cycle performed. The starting temperature of the 

system including the silicon, copper terminal block and copper tube was kept between 20-22 oC 

before heating started. A constant current of 5A was passed through the silicon die using the power 

supply to provide heat input. The average joule heating supplied in each test varied between 18.25 

W and 19 W due to variation in resistance caused by the temperature variation. Data collection 

took place for 400 seconds at 10 Hz for each test after heating starts. The vacuum pressure, copper 

tube temperature and the silicon temperature for first three tests are shown in Fig. 40.  

Each typical test starts with heating at 20oC, increases in temperature, followed by flash 

cooling at 80 oC (or 70 oC), and eventually the temperature should stop decreasing at a fast rate. 

However, it is seen that for each test, the first flash cycle is not cooling the copper tube as well as 

the silicon die. The reason being the existence of helium in the system which is used to displace 

air before each test that causes negligible methanol injection and thus no coolant flow. Each test 

shows another similarity, namely a steady-periodic temperature profile for copper tube and the 

silicon die.  This is the point where average cooling provided by a flash cooling cycle has adjusted 

to the constant heat input to the system. Because each test has a different cycle time and requires 

different amount of time to achieve steady-periodic behavior, only the steady-periodic regimes are 
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included to calculate periodic averages.  For each test, the average pulse temperature calculation 

is started from the last pulse and moved backwards in time to check the previous pulse average 

temperature until a difference of 1 oC in average temperature is observed. A similar assessment is 

performed with vacuum pressure (1 kPa) data and decide lowest common number of cycles. In 
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Figure 40: Temperature profile and pressure variation for different pulse cycles under constant heat load 

condition. (a) 40s flash cycle, (b) 20s flash cycle, (c) 15s flash cycle. 
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this way, last 5, 6, 19 and 20 cycles are included for calculating averages for 40s, 20s, 15s and 

15s_70 tests respectively (Table 6).  

The average absolute vacuum pressure, as expected, is lowest for the 40s cycle (6 kPa) 

where methanol has more time to absorb heat and the vacuum pump can pull more vapor out of 

the tube, followed by 7 kPa for the 20s flash cycle and 8 kPa for the 15s and 15s_70 cycle (Fig. 

41).  A comparison of silicon die temperature for each test indicates that the overall periodic 

average temperature is higher for the 40s (94.4 oC) flash cycle as compared to others. The 20s and 

15s tests show similar average temperatures: 86.5 oC and 86.7 oC respectively. The 15s and 15s_70 

tests have some liquid droplets coming out of the flashing tubes as compared to no droplets for 

20s or 40s tests indicating a threshold on the heat to be taken out. There is a similarity between 

Table 6: Steady-periodic averaged data for PT1 prototype 

Figure 41: Comparison of different flash cooling pulse timing under the same heat load with PT1 cooling 

architecture. 
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15s and 15s_70 tests when the steady periodic averages are compared. However, 15s_70 test 

provided a much cooler highest temperature for the silicon die. The temperature variation on the 

silicon die, defined as the half-difference between maximum and minimum temperature during the 

steady periodic observation, is shown in Table 6. The 40s test shows the highest variation (> ±5 

oC) which is unacceptable for the silicon die. However, the other three tests show much less 

temperature variation and thus represent better solution for steady heating.  
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Chapter 4: Wafer-scale cooling with pin-fin flash chamber 

4.1. PowerTherm 2.0 (PT2) 

4.1.1. Architecture 

A co-designed architecture for combined power delivery and heat extraction was developed 

with a focus on the Si-IF backside (Fig. 42). A cooling chamber is created with a machinable 

AlN/BN ceramic (Shapal Hi-M soft, Precision Ceramics USA, Inc.) as the top surface, while the 

bottom and sides are made of polybenzimidazole polymer (Celazole® PBI). The inlet of cooling 

chamber is at the center, with larger outlets on the four sides allowing for quadrant symmetric 

cooling. The ceramic layer touches the Si-IF directly and thus serves as a dielectric medium 

between the active wafer and cooling chamber. The high thermal conductivity of the ceramic (92 

W/mK) allows for efficient heat transfer from the Si-IF to the cooling chamber. The ceramic is 

machined to fit copper pin fins of 1.56 mm diameter.  

The copper pin fins are thermo-compression bonded (TCB) to the backside of the Si-IF, 

which has a power redistribution layer that connects to through-wafer-vias allowing for back-side 

Figure 42: Architectural design of PowerTherm 2.0 [24] that incorporates a wafer-scale cooling chamber with pin-

fins to enhance heat transfer for flash cooling. 
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power delivery as discussed in section 3.2. The pin fins are inserted into the ceramic top and 

polymer bottom and then sanded and polished (Fig. 43a). Then the copper pin fins are bonded to 

Si-IF with TCB in a vacuum environment as shown in Fig. 43b.  

The structure itself acts as a supporting jig for the TCB process. The PBI has a service 

capability up to 399 oC in inert environments, allowing the structure to be used during the TCB 

process. The PBI has low thermal conductivity (0.4 W/m·K), and thus its sides also insulate the 

cooling chamber and maintain the surface temperature close to ambient. On the bottom side, the 

copper pin fins are attached to a power board (Fig 42) that supplies current at a target voltage (0.8-

1 V) thus acting as power-ground terminal pins for the DC power supply. A detailed 

characterization of power delivery network (PDN) can be found in [48]. One important conclusion 

from the switching impedance of the PDN is that the length of the pin fins dictates the power losses 

and leads to high impedance (>100 mΩ for >1 Ghz) that sets a constraint on high-frequency devices 

in this Si-IF package.  

Because the pin fins of the PDN are directly bonded to the Si-IF, they significantly enhance 

heat conduction into the cooling chamber due to higher base temperature and high thermal 

conductivity. The advantage of using combined back-side power delivery and cooling is that it 

frees the top side for other advanced components such as optical communication. Additionally, the 

top side can also be used for supplemental cooling. The dielets on Si-IF directly interface with a 

cooling chamber. The foundation for cooling is a high thermal conductivity copper baseplate (400 

W/m·K) instead of a ceramic, as the thermal interface material used on the dielets is dielectric. 

This feature allows for efficient heat transfer into the cooling chamber. The top cover of the 

chamber can be determined based on structural requirements. For example, stainless steel provides 

good mechanical stability and allows for inlet tubes into the cooling chamber. 
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4.1.2. Prototype fabrication 

A prototype cooling chamber (39 mm x 39 

mm x 20 mm) along with a bonded silicon coupon 

acting as a passive Si-IF was constructed to 

perform electrical measurements and flash cooling 

tests (Fig. 43c). The inlet and outlets are tapped 

with 1/16th NPT threading, and Swagelok® 

fittings are used to create leak-proof connections 

to the thermal testbed described in Chapter 3. 

4.2. Lumped capacitance analysis 

A lumped capacitance-based energy 

balance is performed to provide a high-level 

interpretative model of flash behavior and 

performance. The simplified energy balance 

described in (39) is used as starting point for the analysis. The heat loss through natural convection 

depends on heat transfer coefficient, ℎ, and surface area, 𝐴. Similarly, radiation heat loss depends 

on the emissivity, 𝜖, Stefan-Boltzmann constant, 𝜎 =5.67x10-8 W/m2·K4 and 𝐴. Thus, (39) can be 

written as: 

𝑃(𝑡) = 〈𝑚𝐶𝑝〉
𝑑𝑇𝑏(𝑡)

𝑑𝑡
+ 〈ℎ𝐴〉(𝑇𝑏(𝑡) − 𝑇𝑎) + 〈𝜖𝜎𝐴〉(𝑇𝑏(𝑡)

4 − 𝑇𝑎
4) + 𝑞𝑓𝑐(𝑡) (43)

 
 

𝑃(𝑡) = 𝐶𝑡ℎ(𝑇𝑏, 𝑃)
𝑑𝑇𝑏(𝑡)

𝑑𝑡
+ 𝐺𝑙𝑜𝑠𝑠(𝑇𝑏)(𝑇𝑏(𝑡) − 𝑇𝑎) + 𝑞𝑓𝑐(𝑡) (44) 

The thermal capacitance and loss coefficients, 𝐶𝑡ℎ and 𝐺𝑙𝑜𝑠𝑠 respectively, are key unknowns that 

must be fitted to obtain the flash cooling provided at any given time.  

      

   

Figure 43: Prototype of pin fin cooling 

chamber. (a) Copper pins inserted into the top 

and bottom layers (b) Thermo-compression 

bonding of pins to Si-IF. (c) Prototype with 

fluid connections for thermal test bed. 
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4.3. Prototype results 

For the pin fin chamber, all the coefficients were obtained with (44) using least-squares 

fitting of the constant heating curves until they reach steady-state temperatures. The obtained 

coefficients are 𝑎 =33.52 J/K, 𝑏 =0.11 W/K, and 𝑐 =5.67x10-10 W/K4. The theoretical summation 

of individual thermal capacitances 〈𝑚𝐶𝑝〉 of heterogeneous components of the chamber predicts 

the value of 𝑎 =30 J/K, which is close to the curve-fitted parameter from the experiments.  

For pulsed-cooling experiments with the pin fin chamber, the chamber is first evacuated to 

below 6 kPa absolute pressure with the help of the vacuum pump. The outlet valve that connects 

to the pump is always open during experiments, thus pulling vacuum continuously. The prototype 

is then heated at constant power until the temperature reaches 40 oC at which point the flash cooling 

cycle starts. A specific amount of methanol (1.5 mL) is injected using calibrated solenoid valve 

timings and verified with reservoir volume monitoring. After injection, the inlet valve is opened 

at specified pulse times. 

Periodic flash cooling experiments were performed (Fig. 44) for different heating powers 

(𝑃 =10, 15, 22 W) and different pulse times (𝑡𝑝 =20, 40, 60s). The initial enthalpy is constant as 

the liquid reservoir is at 25 oC and 101.325 kPa (ℎ𝑖 =-1.05x105 J/kg, 𝜌𝑖 =792 kg/m3). The data 

are recorded for at least 400 s after initiation of cooling. The temperature of the silicon coupon is 

measured with a surface thermocouple placed on top of 

the coupon. The data were then processed with the 

Savitzky-Golay filter [49] in SciPy [50] using 2nd order 

reduction and six side-points to reduce random peaks in 

heat flux calculations due to high-frequency noise in 

                         

                 

                 

                     

Table 7: Parameters selected for flash cooling 

with PT2 prototype. 
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temperature data, without compromising the overall results. The flash cooling rate at any time, 

𝑞𝑓𝑐(𝑡), is evaluated by using (44) with this processed data.  

The averaged cooling rate is then 

substituted in (42) to obtain the cumulative 

efficiency of pulsed cooling. The table 

includes the average cooling rates and 

cumulative efficiencies for different cases. 

Fig. 44a shows the temperature profile from 

five cases with 22 W power and 40 s pulses 

as the base case. Fig. 44b highlights the 

different heat outputs associated with the 

base case. The convection and radiation heat 

losses are calculated from the recorded 

temperature and plotted along with flash 

cooling based on (44). The dashed lines 

represent the periodic averages obtained as 

described above. The average total heat out is 

about 21 W, and thus the periodic average 

temperature should still increase as can be 

seen in Fig. 44a.  

The periodic averaged results for a 

period of 240 s (from 160 s to 400 s) after 

 

 

Figure 44: Continuous pulsed cooling with 1.5 mL 

methanol per pulse. (a) Temperature profiles for different 

heating power and duration of pulse (b) Heat estimations 

from natural convection, radiation and flash cooling 

based on (44) for case 3 (22 W,40 s). The dashed line 

represents the periodic averages over 240s and tabulated 

in Table 8. 
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flash cooling initiation are reported in Table 8. The average cooling rate is obtained by integrating 

the time-dependent cooling rates for each case and averaging over time: 

〈𝑞𝑓𝑐〉 =
∫ 𝑞𝑓𝑐(𝑡)𝑑𝑡
𝑡𝑓
𝑡𝑖

tf − 𝑡𝑖
; 𝑡𝑖 = 240 𝑠, 𝑡𝑓 = 400 𝑠 (45) 

The first three temperature profiles illustrate effect of different heating powers while same 

parameters are used for flash cooling. The silicon temperature rise exhibits a significant change in 

slope with the first pulse of flash cooling in all 

cases. The temperature profiles asymptote 

toward different steady-periodic temperatures 

as expected for 10 and 15 W conditions. 

However, the average cooling was insufficient 

to cool the 22 W heat input. The outlet pressures 

in Fig. 45a indicate that higher heat inputs 

produce higher peak pressures, indicating 

increased vapor generation at higher 

temperatures as time progresses. 

The drop in pressure is also slower for 

higher heat fluxes, indicating further 

heterogenous boiling of remaining liquid in the 

chamber that produces the higher cooling rates 

observed in Fig. 45b. Another important feature 
Figure 45: Continuous pulsed cooling with 1.5 mL 

methanol every 40s but different heating. (a) Outlet 

pressure indicating the chamber conditions over time 

(b) Cooling rate as calculated based on (44) from 

obtained temperature profiles in Fig. 44a. 
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is the faster evacuation of coolant with higher 

heat flux, allowing for higher cooling rates in 

subsequent pulses. The efficiency of cooling 

increases from 0.2 to 0.4 (Table 8) due to 

increases in both convection coefficient with 

increased vapor generation and temperature 

difference. Even though the 10 W condition 

appears steady- periodic at this low heating rate, 

the liquid methanol starts to pool in the chamber 

until a point where the actual flash process 

occurs primarily at the outlet of chamber rather 

than near the inlet tube or heat source. This 

phenomenon is evident from sudden increase in 

outlet pressure beyond 350s in Fig. 46a and 

visible liquid slug flow in the outlet during the 

experiments.  

The last three temperature profiles in 

Fig. 46a compare the effect of pulse timing at a fixed heating condition. Increased mass flow rate 

is expected to increase cooling rate and decrease the periodic average temperature. The silicon 

temperature has significant and equal change in slope with the first pulse of flash cooling in all 

cases. It is evident from Fig. 46a and Fig. 46b that initial cooling rates are consistent for all three 

cases. For the 20s pulse, the average outlet pressure is higher even though the amplitude is smaller, 

indicating reduced flash efficacy. At the same time, this case has the least temperature and cooling 

Figure 46: Continuous pulsed cooling with 1.5 mL 

methanol for heating power of 22 W. (a) Outlet pressure 

indicating the chamber conditions over time. (b) Cooling 

rate as calculated based on (44) from obtained 

temperature profiles in Fig. 44a. 
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rate variation due to faster pulses. Similar to the discussion above, the efficiency increases with 

slower pulses due to reduced initial pressures and higher temperatures.  

4.4. Thermal test vehicle 

The next-generation electronic packaging techniques push the thermal limits of materials 

and systems. This leads to higher power densities along with high thermal gradients in the complex 

packaging structures.  

To evaluate the thermal behavior of an electronic package in its preliminary stages, a 

thermal test vehicle can be used to validate the thermal design. Thermal test vehicles (TTVs) are 

made to match the demand of increasing power densities and thus they offer a reliable and cost-

effective solution instead of prototyping with real and expensive dies. This work discusses the 

Figure 47: Optimization of thermal test vehicle with the help of Jupyter notebook. Single or double metal layer trace 

parameters are optimized for maximum joule heating given power supply and safety constraints. 

Table 8: Periodic averaged observations and calculations. Data is collected for 240 s (t=160 s to 400 s) and thus 

incorporates complete pulses for all 5 cases. 
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design and analysis of a thermal test vehicle for Silicon Interconnect Fabric (SI-IF) - an innovative 

heterogenous integration platform.  

A thermal test vehicle is designed and fabricated to achieve the highest maximum power 

given the fabrication, supply, and control constraints. The structure discussed in this work contains 

an array of nichrome heaters over a 100-mm wafer. To 

determine the placement and size of the heaters, a Juptyer based 

python framework (Appendix E) is developed to provide 

optimization needed to decide design parameters (Fig. 47).  

A detailed LabVIEW program is developed which 

provides control of the power supply along with individual 

control for each heater. The code contains an in-built PID 

control to allow for different heating scenarios (Fig. 49). The 

software is also integrated with infrared imaging to visualize 

and collect temperature data over the whole vehicle with good 

resolution thus eliminating the to incorporate a sensor layer in 

fabrication process. The code is assessed with different heating 

conditions to enable support for variety of electronic package 

Figure 48: Nichrome TTV fabrication process flow for single metal layer nichrome deposition 

Figure 49: Two-step relay control for 

dynamic heating. The CompactDAQ 

can only support small current relays 

(<1.5A) so external relays are used to 

handle actual current flowing through 

the heaters. 
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cooling projects. There is also a two-

step relay control setup for managing 

dynamic heating with variable 

resistances on the fabricated heaters 

as shown in Fig. 50.  

Three different version of 

thermal test vehicle are fabricated 

with improvements in nichrome 

deposition process (Fig. 48). The 

nichrome based TTV is shown in Fig. 

50c and Fig. 50d with initial IR 

imaging results (with and without 

emissive coating). Due to fabrication limitations, the design only provided up to 0.1 W/mm2 of 

heating. 

An improved designed and process flow was developed with two metal process where 

copper was used for wiring and nichrome for resistive heating – providing 10x 10 array of heaters 

(Fig. 51). However, the fabrication posed certain challenges 

including reliability of heater connections, expensive solder 

connections at <200 𝜇m pitch, and limited heat flux of up to 

0.3 W/mm2.  

Due to fabrication limitations at UCLA, a heater 

design was developed in collaboration with Stellar Industries 

Inc. to create a thick nichrome pattern of a ceramic substrate. 

Figure 50: Nichrome based TTV; a) After nichrome deposition, b) IR 

imaging without emissivity adjustment, c) Black coat of about 30 𝜇m 

for uniform emissivity, d) IR imaging with uniform emissivity 

(Controlled heating is visible) 

Figure 51: Nichrome heating layer with 

copper routing layer to act as thermal test 

vehicle providing up to 0.3 W/mm2. 
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The design is shown in Fig. 53. The design power is 9000 

W for a 6-in wafer. However, due to raw material delays, 

the heater was available towards the end of the scope of this 

work and thus, enough information is documented for 

future work.  

Two ceramic wafers were received (Fig. 52) with 

nichrome deposition. The resistance measurement and electrical connectivity tests were performed 

using manual probe station. The resistances of each zone on individual wafers are shown in Fig. 

54a and Fig. 54b, respectively.  The connections between front and back side are acceptable in 

wafer 1, however, there are broken connections in wafer 2 – except zone 2. Since the TTV is 

designed to use as 4 zones of individual high-heat flux heating 

substrates, it is recommended to laser cut wafer 2 and use individual 

heaters for testing smaller prototypes as seen in sections 3.4, 4.4, 

and 5.3. Consecutively, wafer 1 is recommended for simulating 

100-mm Si-IF platform.   

Figure 54: Resistance map of nichrome TTV on ceramic wafer. Green and red 

box indicates good and bad connection, respectively, between back and front 

side of the wafer. 

Figure 53: Images of nichrome 

TTV on ceramic wafers. Minor 

scratches visible when using a 

magnifying glass. 

Figure 52: Double-sided nichrome 

deposition on Al2O3 ceramic substrate. 

Both sides are shorted with the help of 

nichrome coating in the lug area. 
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Chapter 5: Segmented thermal management with array of pin-fin 

flash chambers 

5.1. Thermal Dissipation Unit (TDU) 

5.1.1. Architecture 

The proposed segmented cooling architecture consists of an array of flash chambers or 

“cooling zones” or “thermal dissipation units”  Fig. 55). Each zone is cooled by on-demand flash 

cooling. A flash chamber consists of a copper heat sink with pin fins for enhanced heat transfer. 

There is one central inlet injecting the flashing fluid near the base plate and four outlets collecting 

the vapor dominant mixture with a radial symmetry. These heat sinks can either be individually 

fabricated or forged together as one unit. The heat sinks are closed for two-phase cooling with the 

help of a common stainless steel top plate. The top plate is bigger than the wafer and provides 

               

              

         
          

          

             

       
        

     

       

             

      
      

                     
              

       
     

                

Figure 55: Description of the architecture for segmented thermal management with flash cooling zones. 

Each zone consists of a flash chamber with individual inlet and outlets. A top plate combines all zones into 

a common entity and connects them with the inlet and 
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mechanical support and allows for compression of heat sinks over the wafer for uniformity of the 

heat sinks with irregularly heighted dies (up to 200 μm) on the wafer-scale system with the help 

of thermal interface material. The top plate also provides fluidic connections to the individual heat 

sinks. 

The size of inlet and outlet connections are determined based on the flow rate coolant. 

Standard NPT fittings are preferred for the outlets while the inlet tubes are recommended to be 

welded with the top plate to allow for deeper insertion without the space constraints of bulkhead 

fittings otherwise necessary. The overall assembly is designed to allow for rework ability without 

replacing any major components. 

The inlet manifold consists of distribution hub, row-wise liquid tubes, and individual inlet 

manifolds. The inlet valves allow individual control of zoned by controlling the amount and 

interval of coolant supply. However, they require more than 7 mm x 7mm x 15 mm volume each, 

thus, the outlet manifold must be built around it. The outlet manifold shown in Fig. 55 consists of 

rectangular shaped outlet pathways. Each zone has a guideway leading to the pathway and thus 

reducing effects of surrounding outlet pressures. The dimensions shown in Fig. 55 are calculated 

based on 40 kW heat load for 300 mm Si-IF system. 

5.1.2. Prototype fabrication 

A single cooling zone prototype was constructed to optimize the process and perform flash 

cooling tests. A 40 mm x 40 mm size was chosen based on two factors – a zone of 64 5 mm x 5 

mm dies can be expected in Si-IF and sufficient structural support for individual chamber. Forging 

a chamber based on exact specifications proved expensive and so a 2 mm copper sheet brazed 

around the side of a commercially available copper pin-fin sink (Enzotech MPC 40-21) as shown 

in Fig. 56a. Initially, a 6.35 mm aluminum plate is used as the top plate. Grooves (3 mm) are 
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machined into the plate along with mounting holes on the corners (Fig. 56b). Then pilot holes are 

drilled for outlets followed by 1/8 in NPT thread tapping. Then a central hole of ¼ in is drilled for 

the inlet. 

The first step of assembly takes place by placing a 2 mm O-ring into the groove and 

attaching the copper heat sink into the groove (Fig. 56c). The assembly is flipped, and a surface 

thermocouple is placed on the backplate. Thermal grease or TIM is applied on the backplate, and 

the heater is attached. On top of the heater, several layers of insulating tape are applied. Afterwards, 

a bottom plate which provides as a platform is attached to the back of the heater. The assembly is 

flipped again, and 1/4-20 UNC bolts are utilized to hold the assembly together gently. The 4 

corners bolts are then lightly tightened in rotation to apply uniform compression on the O-ring 

T1 

 Baseplate 

temperature 

T 

 Sidewall 

temperature 

T3

 Outlet fluid 

temperature 

P

 Outlet 

Pressure 

150 

Figure 57: Assembled single flash chamber with inlet and outlet tubes, 3 temperature sensors, 1 pressure sensor, 1 

heater cable, and 4 1/4-20 UNC bolts. 

Figure 56: Construction of single flash chamber. (a) Walls attached to a commercial heat sink (b) Machining in top 

plate for grooves and holes (c) Assembly of copper heat sink with top plate via O-ring. 
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which forms the seal. Additionally, a layer of vacuum grease (Dow Corning®) is applied to aid in 

vacuum seal. 

The sidewall thermocouple is attached through the side along with heater connections (Fig. 

57). The inlet tube is then attached to the top plate with an epoxy-based sealant. After curing, the 

Swagelok® fittings are inserted into the tapped outlet holes. The prototype is then inserted into the 

flow loop described above along with an outlet flow thermocouple. 

Several leak checks were performed to ensure that once it is under vacuum and 

disconnected from pump, the pressure ramp up is less than 0.2 kPa per minute. Some leaks were 

identified along the seal and threaded fittings and were rectified. As the sidewalls of the flash 

chamber are not exposed to the atmosphere in a wafer-scale array, the sidewalls were promptly 

insulated. 

5.2. Steady-periodic averaged, effective heat transfer coefficient 

At any instant, the heat flux due to flash cooling can be expressed as shown in section 2.2, 

equation 13, and with the simplification of lumped capacitance from section 4.2, 

𝑞𝑓𝑐
′′ (𝑡) = ℎ𝑓𝑐(𝑡)(𝑇𝑏(𝑡) − 𝑇𝑚(𝑡)) (46) 

Additionally, in the absence of continuous information of 𝑇𝑚(𝑡), the heat flux can be expressed in 

the form of effective heat transfer coefficient as described in section 2.2, 

𝑞𝑓𝑐
′′ (𝑡) = ℎ𝑒𝑓𝑓(𝑡)(𝑇𝑏(𝑡) − 𝑇𝑖𝑛) (47)

where 𝑇𝑖𝑛 is the inlet temperature of methanol to the input valve. Since the test equipment is 

maintained at ambient conditions, it is assumed that 𝑇𝑖𝑛 is constant 25 oC for all test cases. 

Application of steady-periodic averaging on (15) gives the following expression for averaged heat 

transfer coefficient: 
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〈ℎ𝑒𝑓𝑓〉 =
〈𝑞𝑓𝑐〉

〈𝑇𝑏〉 − 𝑇𝑖𝑛
≅

〈𝑞𝑓𝑐〉

〈𝑇𝑏〉 − 25
(48) 

The average effective heat transfer coefficient is a useful metric to compare different flash cooling 

scenarios with required heat transfer coefficient and other cooling approaches for equivalent 

geometry (section 2.5). The steady-periodic averages combined with lumped capacitance analysis 

enables the calculation of these parameters for each individual pulse of flash cooling. 

5.3. Prototype results 

The heat loss was about 0.6 W/K before insulation and 0.4 W/K after insulation. The 

presence of aluminum on both sides of heat sink instead of stainless steel increases the heat loss 

as expected. The TDU prototype developed in previous section was tested under flash cooling with 

the parameters described in Table 9. The experimental procedure described in section 3.1 specified 

three input parameters for the experiments – Power supplied to the heater,𝑃, volume of methanol 

injected per pulse,𝑣𝑝, and time interval between consecutive pulses, 𝑡𝑝. Additionally, five sensor 

outputs are recorded at each time step at 10 Hz. Most important outputs for a surrogate model 

include 𝑇𝑏 , 𝑃𝑜 .  

At steady-periodic conditions, the net 𝑞𝑓𝑐 obtained from equation 2 is an estimate for flash 

cooling. The details of steady-periodic conditions can be found in [13]. These test conditions also 

allow us to identify key limits for this flash cooling architecture including the transition to pool 

boiling at low heat fluxes. Each test run triggers 

flash cooling specified as base temperature 

approaches 40 oC.  

First, a 22 W heating condition is used to 

analyze the steady-periodic conditions and 

                           

                 

                      

                     

Table 9: Parameter selection for flash cooling with 

TDU prototype 
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compare it at three different time intervals at a 

constant 1 mL volume condition (Fig. 58). The 

first cooling pulse itself causes significant 

decrease in temperature in all three cases. 

However, the outlet pressure is a bit higher for 

the 10s condition, thus influencing the second 

pulse. Similarly, as the pulses progress, the 20s 

condition also has slightly higher pressure that 

is similar to 40s condition. The temperature 

profiles asymptote toward different steady-

periodic temperatures as expected. Even 

though the 10s condition appears steady-

periodic at this low heating, the liquid 

methanol has started to pool in the chamber 

until a point where the actual flash process is 

happening at the outlet of chamber rather than 

near the inlet tube. This is visible from sudden 

temperature drop in the outlet fluid 

temperature (Fig. 58c).  

Second, similar tests were repeated 

with 44 W heating. Similar to 22 W heating, at 

10s pulse interval, liquid methanol starts to 

accumulate. Contrary to the 22 W cases, the 

Figure 58: Steady-periodic pulse testing with 1 mL 

methanol. (a) Temperature profile for different pulse 

intervals for 22 W heating. (b) Outlet pressure indicating 

chamber conditions. (c) Outlet temperature clearly 

indicating pooling of liquid inside chamber for 10s pulse 

interval. (d) The plot shows behavior of sidewall 

temperature sensor for 20s pulse interval. 



83 

 

temperature is not steady-periodic for 40s 

frequency but increasing due to lack of sufficient 

cooling. When 20s pulse intervals are compared, 

both reach steady-periodic conditions as shown 

in Fig. 59 with expected increase in base 

temperature for 44W.  

Third, 44 W heating was studied with 

20s intervals using different amount of methanol 

injections into the flash chamber (Fig. 60). At 

0.6 mL per pulse, the temperature kept rising as 

expected due to the low volume of coolant, and 

at 1- and 1.5-mL condition it achieved steady-

periodic conditions without significantly 

compromising outlet pressures; it is also noted 

Figure 59: Comparison between 22W and 44W testing 

for similar cooling conditions 

Figure 60: Different volume of methanol every pulse 

with 44 W heating and 20s interval. 

(a) Different steady-periodic temperatures observed. 

(b) Consistent pressure fluctuations. (c) With 2 mL 

methanol injection significant pooling of liquid in the 

chamber. 
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that the peak average temperatures for these conditions is low – only about 37 C. However, with 

2 mL at 20s pulse intervals, similar trends are observed compared to 1mL at 10s pulse intervals 

leading to formation of a liquid pool in the chamber. Table 10 provides updated information on 

TDU preliminary data corresponding to section 5.2. The effective heat transfer coefficient is 

evaluated for each steady-periodic case. Chapter 6 introduces extensive testing and analysis for 

TDU prototype. 

5.4. Comparison between cooling architectures 

The preliminary results for the three architectures for Si-IF provide a comprehensive 

outlook of each architecture’s advantages and limitations (Table 11).  By comparing the steady-

periodic averages at similar input parameters, like the example shown in Table 12, an overall 

qualitative analysis is obtained.  

PT2 architecture has several advantages over the PT1 architecture including lower 

operating temperatures and temperature fluctuations. However, PT2 does lack local control of 

cooling. TDU incorporates advantages of both designs and provides optimal solution. With similar 

power and heat flux input, TDU architecture shows significant reduction in average base 

temperature, average temperature fluctuation in steady -periodic condition, and response delay. 

Table 10: Steady-periodic analysis with effective heat transfer coefficient calculations as described in 

sectioned 5.2 
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The increase in cumulative efficiency and effective heat transfer coefficient highlights the 

improvement in cooling performance due to architectural changes in TDU.  While increasing the 

power input to TDU (shown in Table 12, rows 3 to 5), the base temperature is increasing. Due to 

faster pulse timing the temperature fluctuations have significantly reduced. However, due to higher 

effective heat transfer coefficient, the cumulative efficiency is higher, and the average base 

temperature is within acceptable range.  

Table 12: Comparison of steady-periodic averages observed at similar input parameters for different representative 

prototypes 

         

                   
               

                   
       

                         

                  
     

                     

                  

                     

                                 

                               
  

                         
              

Table 11: Qualitative comparison of three architectures for flash cooling of the Si-IF 
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Chapter 6: Surrogate modeling for dynamic flash cooling 

6.1. Dynamic flash cooling 

Flash boiling from the injected liquid is inherently transient because the rate of phase 

change decays with time, and the pulse nature of cooling loop established in Chapter 3, makes it 

unique to implement dynamic cooling. The need for dynamic cooling is detailed in section 1.2. 

There are two components to implementation of dynamic cooling – adaptation to different heat 

flux inputs, and prediction capability to anticipate thermal response to mitigate trnasient spikes. 

6.1.1. Anticipatory cooling 

 The flash cooling approach allows the possibility of anticipatory cooling – i.e., performing 

a flash slightly before the initiation of a heating spike to decrease peak die temperatures. 

Anticipation time is therefore an important metric for adaptive heat loads. The effect of 

anticipation is discussed in section 1.2, and it is shown that non-dimensional temperature peak 

should decrease with increase in anticipation time (Fig. 61). The validation of this phenomenon 

for the TDU prototype was done using a set of experiments with 22 W heating at room temperature 

Figure 61: Demonstration of anticipatory cooling effect on the TDU prototype. (a) The expected non-

dimensional plot as per discussion in section 1.1, Fig. 3 (reproduced from [2]). (b) Temperature change observed 

under different anticipation times for a 22 W heat input to the TDU prototype demonstrating the reduction in 

peak temperature observed due to anticipated flash pulse during heat ramp-up. 
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with 1 mL cooling pulses is explored with anticipation times of 0,1,2,5 and 10 s (Fig. 62). The 

cooling starts first and then heating is switched on after the anticipation time. For a given heating 

condition during first flash pulse, the temperature rise can be as high as 1 oC within a total rise of 

about 6 oC. For lower anticipation times, the reduction in the peak is within the thermocouple 

tolerance, and thus the first three curves are identical. However, the reduction in peak temperature 

with anticipation may lead to sub-cooling of a similar magnitude prior to the heating change. The 

peak temperature experienced by any hot die thus will be reduced due to the anticipation of 

additional heat load.   

6.1.2. Adaptive cooling 

The prototype results and architecture description in Chapters 3, 4 and 5, show the ability 

of flash cooling to operate at different heat fluxes without changes to hardware or requiring long 

transition time. Table 12 provides a good overview of the capabilities of same flash cooling loop 

and architecture to operate under different conditions. Section 6.3 will also introduce a detailed 

model that illustrates the adaptive nature of flash cooling with same architecture. The prototype 

results in section 5.2 also demonstrates the adaptive nature: Fig. 58, 59 and 60, show the capability 

to change pulse interval, manage different 

heat fluxes, and change the pulse volume 

respectively as needed to achieve steady-

periodic conditions.  

The test data gathered from 22 W and 

44 W tests described in section 5.2 was 

utilized to design heating ramp-up tests (Fig. 

62). The TDU prototype reaches a steady-

Figure 62: Ramp-up test from 22 W to 44 W under 3 

different conditions 
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periodic condition at 22 W (0.6 mL, 40s) and then through the LabVIEW control, the heater is 

suddenly ramped up to 44 W. The temperature increases significantly in all three cases shown; 

however, as cooling conditions are changed simultaneously, we expect different steady-periodic 

temperatures.  The maximum temperature observed by the dies is more significant than average 

temperature in such conditions. The increase in pulse interval to 20 intervals allows base 

temperature to stay below 48 oC as compared to 50 oC after the first pulse. Similarly, increasing 

the amount of methanol injected in the first pulse allows base temperature to remain below 49 oC. 

Also, the plot provides insight into the different initial slopes of two different cooling adaptations. 

Increasing the methanol amount led to a faster drop in temperature compared to decrease in pulse 

interval. However, due to higher pulse interval it leads to higher temperature over time. Thus, we 

have explored both ways of adapting the cooling method to heating in a crude yet insightful 

manner. 

6.2. Implementation of surrogate modeling 

The experimental procedure described in section 3.1 specified three input parameters for 

the experiments – Power supplied to the heater,𝑃, volume of methanol injected per pulse,𝑣𝑝, and 

time interval between consecutive pulses, 𝑡𝑝. Additionally, five sensor outputs are recorded at each 

time step at 10 Hz. Most important outputs for a surrogate model include the base temperature of 

the cooling architecture, 𝑇𝑏 , and the outlet pressure, 𝑃𝑜 (Fig. 63). Additionally, for the TDU 

prototype the sidewall temperature, 𝑇𝑠, and the outlet fluid temperature, 𝑇𝑜, are also monitored. 

A surrogate model may be needed for system-design due to lack of simulation or 

experimental data, or in order to get first approximate prototype system. Since flash cooling is 

inherently transient, it requires processing of transient data under steady-periodic testing as 

specified in section 3.1 and developing a steady-periodic surrogate model using analysis in section 
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3.2. The details of processing the data are included in section 6.2.3. Additionally, the steady-

periodic test data developed in the process can be utilized to generate an approximate transient 

model for flash cooling under steady-periodic conditions. The details are included in section 6.2.1.  

A surrogate model may also be needed to understand the thermal dynamics involved with 

flash cooling architecture. It allows engineers to understand the transient characteristics and 

response of the system to different temporal scenarios. The dynamic cooling described in section 

6.1 can be achieved with enough information to adapt the cooling parameters obtained from -

system-design model, however, how, and when to adapt is determined by the transient models. 

Additionally, sensor information may not be accessible as fast as the analysis during system-design 

or prototyping, thus transient model also enables short prediction windows as shown in section 

6.3.3.2. 

6.2.1. Simplified steady-periodic models for system-design 

The simplified surrogate model for system-design assumes steady-periodic conditions as 

described in the previous section. The surrogate model thus obtained provides a correlation 

between averaged outputs and input parameters. This can be further developed into a flash cooling 

Figure 63: Surrogate model workflow for flash cooling experiments as adapted from the general 

workflow described in section 2.4.3, Fig. 26. 
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model that predicts average cooling rate based on (40) and (41) as shown in Fig. 64. This process 

is applied to detailed analysis of TDU prototype in section 6.3. The prototype results of flash 

cooling shown in Chapter 3, 4 and 5 also employs steady-periodic averaging and the results are 

tabulated in Table 12.  

6.2.1.1. Dominant frequency-driven model 

Another approach explored in this work is assuming that steady-periodic conditions of 

flash cooling at constant heating can be treated as combination of cooling waves. It is therefore a 

forced function of flash cooling; however, this analysis assumes a single frequency for this forcing 

function. In dominant frequency-driven analysis, it is assumed that flash cooling is the driving 

force for the temperature changes in the heat sink and the device surface. Additionally, only the 

steady-periodic data as defined in section 3.3 is considered for this analysis. Starting with (43) and 

using Θ = 𝑇𝑏 − 𝑇𝑎, and assuming 𝐶𝑡ℎ 𝑎𝑛𝑑 𝐺𝑙𝑜𝑠𝑠 are constants over the range of each steady-

periodic experiment, 

𝑃 = 𝐶𝑡ℎ
𝑑Θ

𝑑𝑡
+ 𝐺𝑙𝑜𝑠𝑠Θ + 𝑞𝑓𝑐 (49) 

Assuming 𝑞𝑓𝑐 = 𝐹(1 + cos(𝜔𝑡)), and 𝑚 =
𝐺𝑙𝑜𝑠𝑠

𝐶𝑡ℎ
=constant, the final solution obtained for the non-

homogeneous equation is: 

  ,    =   ,   ,   

   =    ,   ,   

   ~ (1 + cos   )

                         

                 
            

                            
                             

               

   ( 1,  2, ,    

Figure 64: Steady-periodic surrogate modeling approach for system-design 
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𝑇𝑏(𝑡) − 𝑇𝑎 = −
F

Gloss ∗ √1 + (
𝜔
𝑚)

2
cos (𝜔t − arctan (

𝜔

m
)) +

P − F

Gloss

(50)
 

The experimental data includes transient data of the temperature (𝑇𝑏) and the frequency is known 

as 𝜔 = 2𝜋 𝑡𝑝.So the unknowns, F, 𝐺𝑙𝑜𝑠𝑠 and 𝐶𝑡ℎ can be fitted using curve-fitting. 

The solution is of the form:  𝑇𝑏(𝑡) = 𝐴𝑐𝑜𝑠(𝜔𝑡 − 𝜙) + 𝐵; 𝜙 = arctan (
𝜔

𝑚
). When expressed 

in terms of observable averaged quantities,  

 ⟨𝑇𝑏⟩ = 𝐵 = 𝑇𝑎 +
𝑃−𝐹

𝐺𝑙𝑜𝑠𝑠
; 〈Δ𝑇〉 = −2𝐴 =

2F

Gloss∗√1+(
𝑤

𝑚
)
2
;  𝐷𝑒𝑙𝑎𝑦 = 𝜙 ∗ (

𝑡𝑝

2𝜋
) (51) 

where, delay is the response time between the start of a flash cooling pulse to the start of change 

in base temperature. For steady-periodic conditions with the dominant driving frequency 

assumption, delay is simply the lag caused due to the phase difference between driving flash 

cooling and the base temperature obtained through above equation. 

Alternatively, the unknown variables can also be determined by utilizing already evaluated 

steady-periodic averages as described in section 3.3. Multiple data sets were analysed using both 

techniques, and the difference in parameters obtained was negligible. Thus, curve fitting approach 

is used independently for this analysis. Most important metric out of this analysis is the delay or 

the response time obtained for different prototypes and included in section 6.3. 

6.2.2. Transient model for anticipatory control 

For transient analysis, it is critical to obtain lumped capacitance parameters starting with 

(44). To determine the heat loss coefficient, 𝐺𝑙𝑜𝑠𝑠, a set of steady-state heating experiments are 



92 

 

performed at different temperatures to obtain 𝐺𝑙𝑜𝑠𝑠(𝑇𝑏). With absence of flash cooling and no 

change in temperature, the steady-state power, 𝑃𝑠𝑡𝑒𝑎𝑑𝑦−𝑠𝑡𝑎𝑡𝑒, is completely lost through loss as 

𝑃𝑠𝑡𝑒𝑎𝑑𝑦−𝑠𝑡𝑎𝑡𝑒 = 𝐺𝑙𝑜𝑠𝑠(𝑇𝑏)(𝑇𝑏 − 𝑇𝑎) = {𝑎 ∗ 𝑇𝑏
3 + 𝑏 ∗ 𝑇𝑏

2 + 𝑐 ∗ 𝑇𝑏 + 𝑑}(𝑇𝑏 − 𝑇𝑎) (52) 

The coefficients 𝑎, 𝑏, 𝑐 , and 𝑑 are obtained by curve-fitting, and 𝐺𝑙𝑜𝑠𝑠(𝑇𝑏) can be obtained for 

each prototype. Similarly, utilizing heating portions of each experiment at constant power, where 

𝑞𝑓𝑐(𝑡) = 0, and dropping the dependence of time for representation on all physical variables, 

𝑃 = 𝐶𝑡ℎ(𝑇𝑏 , 𝑃)
𝑑𝑇𝑏
𝑑𝑡

+ 𝐺𝑙𝑜𝑠𝑠(𝑇𝑏)(𝑇𝑏 − 𝑇𝑎) =

{𝑒 ∗ 𝑃 + 𝑓 ∗ 𝑇𝑏 + 𝑔 ∗ 𝑃𝑇𝑏 + ℎ}
𝑑𝑇𝑏
𝑑𝑡

+ {𝑎 ∗ 𝑇𝑏
3 + 𝑏 ∗ 𝑇𝑏

2 + 𝑐 ∗ 𝑇𝑏 + 𝑑}(𝑇𝑏 − 𝑇𝑎) (53)

 

By utilizing previously known function of 𝐺𝑙𝑜𝑠𝑠(𝑇𝑏) from (49) and known power supplied to the 

heater, 𝐶𝑡ℎ(𝑃, 𝑇𝑏) is obtained by curve-fitting the coefficient 𝑒, 𝑓, 𝑔, and ℎ. Thus, the magnitude 

of flash cooling at any time can be estimated as: 

𝑞𝑓𝑐 = 𝑓 (𝑃, 𝑇𝑏 ,
𝑑𝑇𝑏
𝑑𝑡

) (54) 

𝑞𝑓𝑐 = 𝑃 − {𝑒 ∗ 𝑃 + 𝑓 ∗ 𝑇𝑏 + 𝑔 ∗ 𝑃𝑇𝑏 + ℎ}
𝑑𝑇𝑏
𝑑𝑡

+

{𝑎 ∗ 𝑇𝑏
3 + 𝑏 ∗ 𝑇𝑏

2 + 𝑐 ∗ 𝑇𝑏 + 𝑑}(𝑇𝑏 − 𝑇𝑎) (55)
 

Different forms of transient model can be implemented depending on the specific 

architecture, lumped capacitance parameters and level of accuracy required. For demonstration of 

these tools, the fitting functions are kept simple with linear combination of physical parameters 

with respective exponents. 

6.2.2.1. Run-time models 

The prediction for 𝑞𝑓𝑐(𝑡) for any experiment with given input parameters and sensor data 

but independent of heat input provided is critical for a run-time model. In the absence of input 
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power, the outlet pressure provides the information to assess the ability for flash cooling in that 

instant. Thus, the expression for flash cooling from equation A can now be written as 

𝑞𝑓𝑐(𝑡) = 𝑓(𝑇𝑏 , 𝑣𝑝, 𝑡𝑝, 𝑃𝑜) 

𝑞𝑓𝑐(𝑡) ≈ ℎ(𝑇𝑏 ,  𝑣𝑝 , 𝑡𝑝) ∗ (𝑇𝑏 − 𝑇𝑠𝑎𝑡@𝑃𝑜) (56) 

A simple linear model is shown below that incorporates current input parameters to the system 

(𝑣𝑝, 𝑡𝑝) and current outputs (𝑇𝑏(𝑡), 𝑃𝑜(𝑡)) to predict current cooling -  

𝑞𝑓𝑐(𝑡) = (𝑎1 ∗ 𝑇𝑏(𝑡) + 𝑏1) (𝑐1 ∗ (
𝑣𝑝

𝑡𝑝
) + 𝑑1) (𝑇𝑏(𝑡) − (𝑒1 ∗ 𝑃𝑜(𝑡) + 𝑓1)) (57) 

This model can then be used for run-time prediction combined with other data assimilation 

techniques described in section 2.3.4. Another model that can be utilized is dependent on the 

amount of time elapsed from the last pulse start (𝑡𝑒 = 𝑡𝑡𝑜𝑡𝑎𝑙 − 𝑡𝑝𝑢𝑙𝑠𝑒,𝑠𝑡𝑎𝑟𝑡), 

𝑞𝑓𝑐(𝑡𝑒)|𝑝𝑢𝑙𝑠𝑒 = 𝑓(𝑇𝑏 , 𝑣𝑝, 𝑡𝑝, 𝑡𝑒 , 𝑃𝑜) (58) 

This model considers the effect of the starting state of the pulse and the current pulse parameters 

to predict the behavior for rest of the pulse. However, this model is not explored further in this 

work.  

6.2.3. Jupyter tools and file management 

The analysis described under the surrogate modeling in this chapter is performed with the 

help of a file and data management plan, and python codes based on Jupyter notebook. The overall 

flow is shown in Fig. 65. The details of the sensor data and OneNote journal are detailed in section 

3.1. The transient data is imported into a utility code (Appendix A) which performs following 

tasks:  

• Data smoothening and calculate derivates as per global control. 
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• Data splicing into different zones: Heating only, heating and flash cooling, steady-

periodic (if applicable). 

• Correction of pulse timing based on pressure pulses and verification with OneNote 

data. 

• Estimate heating and cooling ON/OFF times and verification with OneNote 

observations. 

• Calculate average pulse values and verify if steady-periodic conditions are reached. 

• Define the state of the experiment as detailed in section 6.3.1. The color scheme is 

followed throughout the detailed analysis results in section 6.3.  

Once all the files for a certain prototype are passed through the utility code, the parameters 

file is used to collect key information from all the processed data files. This code (Appendix B) 

provides following information: 

• Distribution of states as a function of input parameters 
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Figure 65: File and data management for surrogate modeling 
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• Distribution of cooling parameters required as a function of either required 

operating temperature or required heat input. 

• Steady-periodic analysis: Averages and efficiencies calculated form different utility 

files. 

Following the steady-periodic analysis, an estimation code is used to determine the 

transient parameters with the help of curve-fitting (Appendix C). It provides following 

information: 

• Provides correlated 𝐺𝑙𝑜𝑠𝑠 and 𝐶𝑡ℎfrom all data files; subsequently providing 𝑞𝑓𝑐(𝑡) 

as per (53). 

• Estimation of 𝑞𝑓𝑐(𝑡) as defined in (52) with coolant parameters and independent of 

power input. 

The dominant frequency-driven analysis is performed only on the data files that reached 

steady-periodic conditions, i.e., states 2 to 4. The code is embedded in Appendix D. The code 

evaluates the following information: 

• 𝐹, 𝐺𝑙𝑜𝑠𝑠, 𝐶𝑡ℎ, and delay/response time from curve-fitting and using steady-periodic 

data as required in (51).  

6.3. Extensive testing and surrogate modeling of TDU prototype 

The TDU stands out as the optimal architecture as per section 5.3. Thus, the detailed 

surrogate modeling is performed on TDU prototype.  The data for the surrogate models with the 

techniques described in previous sections and covers the detailed parameters shown in Table 14.  

The total number of experiments performed and utilized for this analysis is 30. A wider range of 

parameters is selected for this analysis compared to prototype testing shown in previous chapters. 

The heating power is constrained by the availability of commercial heaters. The commercial 
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heaters described in section 4.4 include 22 W and 200W rates heaters. Thus, maximum heating 

supplied in the experiments was limited to up to 200W. Several thermal test vehicles designed for 

this purpose were discussed, however, unavailability of the nichrome on ceramic TTV limited the 

heating power. The thermal data from these experiments is included in Appendix F.  

Similarly, wide range of pulse volume and pulse intervals were considered. It was observed 

that pulse interval below 1-s produce inconsistent data and run the risk of equipment / control 

delays significantly altering the analysis. Pulse volume above 1.2 mL was not considered as it led 

to pooling of water. Overall, the restrictions included maximum heater power limit and fastest 

pulse interval while still correctly estimating coolant pulse time.   
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Table 14: Definition and conditions for state of cooling 

                                        

                           

                                          

                          

            

 

Table 13: Parameter space for detailed experiments and surrogate modeling of TDU prototype. 
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6.3.1. State of cooling 

Each experiment outputs data files as detailed in section 6.2.3. The temperature response 

of the base, 𝑇𝑏, is considered as first filter to understand the behavior and efficacy of flash cooling 

for that particular set of input parameters. There are 5 categories to bin the set of experiments as 

mentioned in Table 14. An illustration of the five different categories is provided in Fig. 66. Five 

pulse volume and pulse interval combinations are used to cool 150 W of heater power.  

The color coding and state numbers are kept consistent for all following figures. The case 

of under-cooling, combination where not enough cooling provided for the TDU, is marked as red 

(state 0). The acceptable cooling conditions are 2 to 4 where average base temperature is stabilized 

and flash cooling can be evaluated effectively for the steady-periodic test conditions. 

The distribution of states of cooling for the total number of experiments is shown in Fig. 

68 with respect to the input parameters. The 3D scatter plot in Fig. 67a provides qualitative trends 

of distrubiton of states. As we would expect at higher power powers, more cooling is required to 

maintain steady-perioidc conditions. Density of state of cooling is represented in Fig. 67b. Since 

the goal is to understand the limitations 

of cooling at different conditions, a 

good spread of states is observed 

especially for higher input powers.  

Figure 66: Sample results for 150 W heating power (0.12 

W/mm2) and with varying coolant parameters showing all 5 

different states. 
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If a specific power level, for example 200 W (Fig. 68a), is chosen and the state markers 

seen as a function of 𝑣𝑝 and 𝑡𝑝 (Fig. 68b), then a qualitative trend is observed that higher methanol 

volume and lower pulse interval provides sufficient cooling. However, the respetive combination 

of the same is not a linear function as would be expected with a flow rate comparison as seen in 

Fig. 69. It reasserts the importance of understanding the impact of both pulse voulme and pulse 

interval seperately for flash cooling as opposed to the standard practice of using flow rate as control 

parameter for steady-state cooling technqiues.  

Figure 68: Distribution of state markers at 200 W. (a) Plane cross-section (b) Function of 𝑣𝑝 and 𝑡𝑝 

Figure 67: Distribution of State of cooling against input parameters (a) 3D scatter plot highlighting qualitative trends 

(b) Density of scatter point reflects the relative number of experiments at each power level. 

a b 
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6.3.2. Steady-periodic model 

The data from utility and parameter 

codes is utilized to perform steady-periodic 

analysis. This section discusses the states 

providing steady-periodic conditions, i.e., 

states 2 to 4.  The steady-periodic average base 

temperature is plotted against input powers 

(Fig. 70a). The increase in average base 

temperature is expected with increase in input 

power. Additionally, several over-cooled 

cases are also observed that reduce the base temperature further. The variation in base temperature 

under steady-periodic conditions is considerably high (>1.75 oC) at higher pulse intervals as 

expected (Fig. 70b). However, below 5-s pulse interval, the variation is fairly consistent. This 

Figure 69: State of cooling at different flow rate and 

different input power. This data is obtained from the 

parameter file (Fig. 66). 

      

  

Figure 70: Average base temperature and its fluctuations. (a) Function of power levels (b) function of file 

number 
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variation is inherent to the transient characteristics of this TDU prototype. Thus, this tolerance 

should be built within any system-design margins considering that peak temperature 𝑇𝑏 + Δ𝑇𝑏 is 

less than maximum allowed base temperature for Si-IF.  

The average effective heat transfer coefficient obtained by assuming steady-periodic 

averages as described in sections 3.3 and 6.2 is illustrated in Fig. 71. The cumulative efficiency, 

the ratio of average cooling rate to the theoretical 

maximum from the fluid, of each data set can be 

calculated following steady-periodic averaging as 

described in section 3.3. The cases that generate 

higher heat transfer coefficient while retaining high 

efficiency (Fig. 71a) should be recommended for 

operation. No general trend can be observed between 

state of cooling and heat transfer coefficient. There 

is a clear indication in Fig. 71a that steady-periodic 

  

Figure 71: Effective heat transfer coefficient evaluated from steady-periodic averaging is shown here. (a) Higher 

heat transfer coefficients are obtained at lower cumulative efficiencies for limited power input. (b) The higher base 

temperature cases indicate lower heat transfer coefficient. 

Figure 72: Cumulative efficiency from steady-

periodic data compared to effective flow rate 

obtained. 
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cases (state 2) have higher efficiency in general compared to over-cooled cases (state 3 and 4). 

However, in some scenarios the overcooled conditions have the capability to deliver higher heat 

transfer coefficient. This can be effective in handling larger than expected heat loads for small 

duration without causing significant effect on overall flow loop. Figure 71b demonstrates that 

cases with least heat transfer coefficient led to highest average base temperature as expected. The 

flow rates for over-cooled cases are higher than equivalent steady-periodic cases (Fig. 72), thus 

leading to lower cumulative efficiency (due to higher theoretical maximum). 

A general steady-periodic surrogate model is developed with the help of curve fitting the 

steady-periodic data as discussed in section 6.2.1. The curve-fitted expression for average flash 

cooling (independent of input power):  

⟨𝑞𝑓𝑐⟩𝑔𝑒𝑛𝑒𝑟𝑎𝑙 ≈ (47.7 + 0.23 ∗ (< 𝑇𝑏 > −25)) ∗ (1.54 + 7.88 ∗ (
𝑣𝑝

𝑡𝑝
)) (59) 

This expression is developed with cases in the range of input power from 100 W to 200 W. Fig. 

73a demonstrates the curve-fitted surrogate model along with calculated average flash cooling 

 

 

           

Figure 73: Comparison of average flash cooling between developed surrogate model to the actual values 

obtained through data averaging. (a) Comparison for states 2, 3 and 4. (b) Percentage error of the surrogate 

model at different power inputs to the heater. 
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rates for different cases. Figure 73b shows the percentage error of the surrogate model at different 

input power. This model consistently predicts the average flash cooling rate within 20% for all 

cases with >=150 W input power.  

6.3.2.1. Dominant frequency-driven model 

The dominant frequency-driven surrogate model is introduced in section 6.2.1. The 

approximate transient model obtained from steady-periodic data is useful to estimate additional 

parameters that are not available directly through the steady-periodic averaging. The average 

response time obtained through this frequency-

based model can be crucial during design-phase 

of the system to determine anticipatory controls. 

A specific example (Case 20) is shown Fig. 74 

with steady-periodic model overlapping the 

original data. The values of curve-fitted variables 

for this particular case are as follows: 𝐹=93.34 

W,  𝐴=0.15 oC, and 𝐵=37.1 oC.  

The unknowns can also be obtained using 

steady-periodic averages as 

described in section 6.2.1.  

The variables obtained are 

shown in Table 15 and are 

equivalent to those 

obtained from curve-fitting 

above. 

Table 15:Variables obtained for frequency-driven analysis using steady-periodic 

averages for a specific experiment (case 20). 

Figure 74: Comparison of base temperature data from 

dominant frequency-driven steady-periodic model and 

original data. 
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The dominant frequency-driven model described here provides a good foundation, 

however, more realistic implementation would require extending the theory to include harmonics. 

This is a good future direction stemming from the demonstration in this work that can be very 

useful for design and operation of flash cooling for different architectures. 

6.3.3. Transient model 

The transient analysis described in section 6.2.2 involves unknown expression for 3 

quantities, 𝐺𝑙𝑜𝑠𝑠, 𝐶𝑡ℎ and 𝑞𝑓𝑐. The determination of 𝐺𝑙𝑜𝑠𝑠 and 𝐶𝑡ℎ are facilitated by running separate 

steady-state heating experiments in absence of flash cooling. In these experiments, the loss through 

natural convection and radiation are combined as described in section 4.2.  

6.3.3.1. Steady-state experiments to determine 𝑮𝒍𝒐𝒔𝒔 

For these experiments, the 

voltage across the resistive heater is 

increased in gradual steps. At each 

step, the base temperature is allowed 

five minutes to achieve steady-state 

conditions. The power supplied to 

the heater is the input parameter as 

shown in Fig. 75. The base temperature recorded is shown on the primary y-axis. The increase in 

temperature is monotonic as expected with increasing power input. The secondary y-axis shows 

the heat loss coefficient calculated at each step. This data is then curve-fitted to obtain the 

following relation for 𝐺𝑙𝑜𝑠𝑠: 

𝐺𝑙𝑜𝑠𝑠(𝑇𝑏) =  − 7.7𝑥10−8(𝑇𝑏)
3 + 3.0𝑥10−5 ∗ (𝑇𝑏)

2 − 3.1 ∗ 10−3 ∗ (𝑇𝑏) + 0.5 W K (60) 

Figure 75: Steady state experiments to determine 𝐺𝑙𝑜𝑠𝑠. 
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The temperature ramp-up data for each step is considered in developing the curve-fitted value of 

thermal capacitance from (49) and (53): 

𝐶𝑡ℎ = 0.14 ∗ 𝑃 + 5.21 ∗ 𝑇𝑏 − 0.01 ∗ 𝑃 ∗ 𝑇𝑏 + 21 J K (61) 

6.3.3.2. Estimation of transient cooling rate and heat transfer coefficient 

Utilizing the known expressions for the first two terms, flash cooling obtained at any given 

time, 𝑞𝑓𝑐(𝑡), is obtained by using (55): 

𝑞𝑓𝑐(𝑡) = 𝑃 − {0.14 ∗ 𝑃 + 5.21 ∗ 𝑇𝑏 − 0.01 ∗ 𝑃 ∗ 𝑇𝑏 + 21 }
𝑑𝑇𝑏(𝑡)

𝑑𝑡
+

{−7.7𝑥10−8(𝑇𝑏)
3 + 3.0𝑥10−5 ∗ (𝑇𝑏)

2 − 3.1 ∗ 10−3 ∗ (𝑇𝑏) + 0.5}(𝑇𝑏 − 25) W (62)
 

The transient flash cooling based on (62) is graphed for a sample experiment (Case 25) in Fig. 76a. 

The zoom inset (Fig. 76b) provides an insight on the oscillating nature of flash cooling during 

individual pulses. The heat transfer coefficient at any point can then be estimated as: 

ℎ𝑒𝑓𝑓(𝑡) = ℎ𝑓𝑐(𝑡) =
𝑞𝑓𝑐(𝑡)

𝐴(𝑇𝑏(𝑡) − 25)
(63) 

  

Figure 76: Estimation of flash cooling with curve-fitted parameters at a given input combination. (a) Heat 

components for complete experiment are shown along with recorded base temperature. (b) Focusing near 

200-s timestamp, better visualization of individual pulses. 
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These calculations enable the calculation of peak heat transfer coefficient provided by flash 

cooling both during intial transients, and during steady-periodic conditions. The sample case used 

to show the calculation of transient flash cooling rate is also used to domonstrate the calculation 

shown above. The plot for effective heat transfer coefficient at any given instant using the transient 

model shows the large variation of the parameter throughout the experiment (Fig. 77a). The initial 

transients are large as flash cooling  is initiated only after the base temperature has reaches a certain 

threshold, allowing to provide additional cooling. The transient nature of the heat transfer 

coefficient during individual pules can be seen in Fig. 77b. The peak initial cooling provided for 

each case is presented in Fig. 78.  

Each flash cooling pulse starts with a high value when methanol is injected into the flash 

chamber, and then reduces over time as the coolant leaves the chamber until the next pulse. This 

behavior is more consistent under steady-periodic circumstances, and for all the cases mentioned 

in previous section where a steady-periodic condition was achieve, a steady-periodic averaged 

effective heat transfer coefficient was calculated. Utilizing the transient model for ℎ𝑓𝑐(𝑡) with (48) 

Figure 77: Estimation of effective heat transfer coefficient based on the transient model. (a) Data for first 

600-s of experiment, highlighting the initial peaks obtained at higher temperature. (b) Focusing near 200-s 

timestamp to understand the behavior for individual pulses. 
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for 〈ℎ𝑒𝑓𝑓〉, maximum and minimum values for each pulse, and for the einter steady-perioidc data 

in each case, can also be evaluated. The values are provided in Fig. 78 and indicate the expected 

trend of wide gap between the maximum and minimum heat transfer coefficients for each steady-

periodic case. Several cases (3, 21 and 28) show very low mimum heat transfer coefficient 

indicating the lack of coolant during the later stages of the pulse. This indicates that the flow 

conditions are moving towards dry out condition (section 2.1) and lead to higher average base 

temperatures to attain sufficient cooling rates.  

Under constant heating condition with heater power at 200-W, a monotonic trend is 

observed between the steady-periodic averaged heat transfer coefficient and base temperature as 

expected (Fig. 79). This provides information to select the cooling conditions, volume per pulse 

and pulse interval, that would provide the highest heat transfer coefficients. The information 

provided for initial peak coefficients would be very useful to provide short interval high-heat flux 

cooling while the steady-periodic information is utilized for steady conditions. The peak effective 

Figure 78: Estimated effective heat transfer coefficient utilizing both steady-periodic and transient models as 

applicable (section 6.1) for each case. 
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heat transfer coefficients evaluated during the extensive testing performed is as high as ~18,000 

W/m2K even at lower heat flux conditions of up to 0.2 W/mm2. The cooling effect is higher high 

flow rate cooling with single phase water with pin fin configuration. However, due to limited heat 

flux available due to testing, the steady-periodic averages are limited to ~10,000 W/m2K which is 

comparable to high flow rate water cooling solution. However, since the base temperature is still 

significantly lower than upper limit of 85 oC, and low flow rate (with high cumulative efficiency), 

the results indicate that flash cooling in this configuration can handle much larger heat flux in 

future work. 

6.3.3.3. Sample run-time model  

A sample run-time model is also developed for the same experiment (case 25) as above. A 

curve-fitted expression is developed for flash cooling that is independent of incoming heat by 

collecting data from all the experiments as shown in (57): 

Figure 79: Estimated effective heat transfer coefficient compared to the steady-periodic base temperature at 

constant heat input of 200-W. 
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𝑞𝑓𝑐(𝑡) = (1.7𝑥10−2𝑇𝑏(𝑡) + 7.1) (−1.1𝑥10−2 (
𝑣𝑝(𝑚𝐿)

𝑡𝑝(𝑠)
) + 0.1) ∗

(𝑇𝑏(𝑡) + (7.0𝑥10−3𝑃𝑜(𝑃𝑎)(𝑡) − 65.3)) (64)

 

Utilizing this expression, we can create a predictive model of flash cooling dependent on current 

sensor data (Fig. 80). The prediction for base temperature at the next timestep (𝑇𝑏,𝑛+1) a simplified 

backward differential form is used on (44) at any timestep n: 

𝑇𝑏,𝑛+1 − 𝑇𝑏,𝑛
𝑑𝑡

=
𝑃𝑛 − 𝑞𝑓𝑐,𝑛 − 𝐺𝑙𝑜𝑠𝑠(𝑇𝑏,𝑛)(𝑇𝑏,𝑛 − 𝑇𝑎)

𝐶𝑡ℎ(𝑇𝑏,𝑛)
(65) 

where 𝑞𝑓𝑐,𝑛 is evaluated using (64) at timestep n. 

The prediction critical when the sensor data is unavailable at every time step for run-time 

control of flash cooling. Intermediate values can be approximated using this run-time model. Thus, 

additional plots are added with sensor data available at every 10- and 100-time steps at 10 Hz 

operation. It is observed that error in estimation is less than 1 oC even with a 10 s sensor data gap. 

Thus, the run-time model is useful in scanrios where sensor data collection frequency is smaller 

  

Figure 80: (a) Comparison of original temperature data with predicted temperature from fitted flash cooling 

expression. (b) Looking around time=180 s, the reduction in sensor data frequency may lead to incorrect cooling 

decisions below 1 Hz. 
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than the workload changes or flash cooling controls. However, the prediction could be improved 

to correctly predict the transient behavior with limited sensor information.  

6.4. Improved heat sink and smaller ceramic heater 

6.4.1. Improved heat sink with tube inserted 

The TDU architecture (Configuration 0) includes a specific heat sink design restricted by 

availability of copper heat sinks with pin-fins. However, a modified prototype was created by 

pushing away pin-fins from the center of the heat sink to allow inlet tube to be about 4 mm from 

the bottom of the heat sink 

(Configuration 1) (Fig. 81). The 

difference in results obtained from 

similar input parameters are shown in 

Table 16. The average temperatures 

have reduced due to higher effective 

heat transfer coefficients obtained 

during steady-periodic pulses, and thus 

new configuration is recommended for 

exploration in future work. 

                                  
                         

       

                                    
    

          
   

       
   

                                                    

                    

                   

                     

Table 16: Reduction in operating temperature with configuration 1. The extension of inlet tube closer to base 

surface reduces bypass and enhances overall heat transfer for flash cooling. 

  

Figure 81: Representative CAD cut-sections for TDU. (a) 

Configuration 0 with fluid inlet at the top plate. (b) Configuration 1 

with fluid inlet close to copper base. 
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The following work in sections 6.4.2, and 6.4.3, has been designed and performed with 

Rishi Pugazhendhi, a Graduate Student Researcher at University of California, Los Angeles under 

Professor Timothy S. Fisher’s guidance. 

6.4.2. Smaller ceramic heater 

The biggest limitation of the extensive testing with TDU prototype has been the 

unavailability of high heat flux heater for a large area of ~1600 mm2. An alternative path is to use 

a smaller heater while treating the heat sink as a flash chamber with heat spreading. This should 

allow testing at higher localized heat fluxes as well as pushing the total heat removal form the flash 

chamber. 

The heater selected for this purpose is a specialty heater from Thermal Devices, Inc., 

Maryland, USA with part number CER-1-01-00001 [51]. It is a rectangular heater with dimensions 

25 x 15 mm2 that can be heated up to 580 W of nominal power. This ceramic heater is made 

aluminum nitride and has an internal K-type thermocouple embedded that indicates the operating 

condition of the heater, with maximum operating range up to 400 oC for continuous operation. A 

CAD image of the heater is shown in Fig. 82. A resistance and power calculators are generated by 

Rishi utilizing the thermal 

coefficient of resistance of 

0.00150/oC provided by the 

vendor.  

The assembly of this 

heater with the configuration 1 of 

TDU described in previous 

section is performed with the help 

Figure 82: Watlow Ultramic 600 Advanced Ceramic Heater provided 

by Thermal Devices, Inc [51]. The heater dimensions are 25 x 15 

mm2. 
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of two base thermocouples on either side of the long edge fo the heater, a side thermocouple 

(similar to extensive testing), Arctic MX-5 thermal interface material [52], and thick insulation 

pads to sustain high back temperature of the ceramic heater. The base temperature is analyzed by 

averaging the readings from both base thermocouples. The flash cooling tests were performed 

utilizing the flash cooling testbed (section 3.1) and utilizing similar test parameters as described in 

sections 5.3 and 6.3. 

6.4.3. Preliminary results 

The demonstration testing with the smaller ceramic heater is performed with four different 

combinations of power input to the heater, volume per pulse and pulse interval. The heat flux at 

the heater is varied from 0.2 W/mm2 to 1 W/mm2 which corresponds to 79 W to 372 W (Fig. 83). 

The heat input to the TDU is significantly higher than the 200 W heat input provided during the 

testing described in section 6.3. However, the demonstration testing was kept short due to the open 

loop operation of the methanol loop with high flow rates required at higher power levels. Due to 

  

  

  

  

  

  

                    

 
  
  
  
 
 
  
  
 
  
   

 
  
 
 

        

               

Figure 83: Averaged base temperature is recorded over time for four demonstration experiments performed 

with the smaller ceramic heater. 
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the short nature of the experiments, they could not be categorized as steady-periodic and thus, the 

analysis is limited. However, the parameters are instead evaluated at 170-s test time for all four 

experiments. The heat transfer coefficient obtained for the heat sink is obtained by assuming 

perfect heat spreading in the copper base of the heat sink – thus, the entire base is at base 

temperature, 𝑇𝑏. This allows calculation of effective heat transfer coefficient from (63) and 

obtaining the 𝐺𝑙𝑜𝑠𝑠 from (60): 

ℎ𝑒𝑓𝑓,𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑(𝑡) =
𝐴ℎ𝑒𝑎𝑡𝑒𝑟

𝐴ℎ𝑒𝑎𝑡 𝑠𝑖𝑛𝑘
∗

𝑞𝑓𝑐(𝑡)

𝐴ℎ𝑒𝑎𝑡𝑒𝑟 (𝑇𝑏(𝑡) − 25)
(66) 

Important to note is that due to difference in size of the heater from MINCO heater used in 

Chapter 4 and 5, and the heat sink area being 4 times the area of the smaller heater, adjusted heat 

flux and effective heat transfer coefficient are also evaluated. The adjustment assumes perfect heat 

spreading for the heat sink with the whole base at a single temperature represented by the average 

of two base thermocouples. The results of this analysis are included in table 17. It is seen that heat 

input of 372 W is cooled down to 58 oC base temperature, which represents significantly higher 

heat removal. The trend follows the inference from surrogate model results from section 6.3. These 

preliminary results provide more confidence in future work directions recommended in Chapter 8. 

Table 17: Preliminary data for demonstration tests with the assembly of improved heat sink with smaller ceramic 

heater. The data is compared at 170-s test time is considered as an example. 
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Chapter 7: Flash cooling in a vapor chamber 

7.1. Flash vapor chamber (F-VC) 

Vapor chambers are integral to modern high-performance electronic systems for both 

commercial and defense applications. However, a limitation of the vapor chamber is to handle 

large heat flux gradients. Several applications requiring high initial transient heat flux and a steady-

state vapor chamber cooing later in [18]. The implementation of flash cooling for vapor chamber 

is different such that a large amount of liquid methanol is injected into the vapor chamber prior to 

application. When high initial transients are needed, an exit valve from the vapor chamber is 

opened to a low-pressure environment, thus forcing flash boiling at the interface of pressure 

gradient as discussed in Chapter 2. Since the steady-state operation of vapor chamber is thoroughly 

studied in literature, this work focused on understanding the thermal transients of initiating flash 

cooling within the vapor chamber. The prototype vapor chamber used is detailed in [24]. This 

prototype is called the flash vapor chamber (F-VC). 

7.2. Extension of testbed and analysis tools for vapor chamber application 

A modified flash cooling loop was used for evaluating flash vapor chamber as shown in 

Fig. 84 and described in detail in [18]. The testing conditions for this setup primarily focus on flash 

vapor chamber cooling for two different heat loading conditions. The first heat loading condition 

consists of a constant heat load (used to achieve steady-state initial conditions in the vapor chamber 

prior to flashing) that is maintained before and after flash initiation. These circumstances 

correspond to an initial low level of heating that is spread throughout the vapor chamber without 

increasing the fluid temperature beyond its boiling point, followed by a flash event that promotes 

rapid phase change. The second heat loading condition consists of a step-change in heat load 
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applied simultaneously with flash initiation, hereafter denoted as a step heat load. For this case, 

flash initiation and change in heat load are applied after steady-state initial conditions in the vapor 

chamber are met. These circumstances correspond to impulsive, transient heat loads. To help 

quantify flash cooling rate, the temperature of the vapor chamber was averaged over two 

thermocouples: one placed on the top side of the vapor chamber near the discharge port, and one 

placed on the bottom side, towards the edge, as shown with the magnified inset view in Fig. 84. 

The initial equilibrium setting was achieved by ensuring a temperature drift of no more than 0.2 

°C/min for a given heat load. Primary variables of interest include a. the amount of working fluid, 

expressed as a filling ratio, which is defined as the volume of liquid methanol divided by the 

volume of the internal volume of the vapor chamber, and b. initial temperature.  

Figure 84: Experimental flash vapor chamber setup with corresponding P&ID. An injection syringe is added 

to the testbed for filling procedure of methanol [24]. 
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To conduct experiments, the chamber is first evacuated to soft vacuum with the help of the 

vacuum pump. Afterwards, a specific amount of methanol is introduced using the injection syringe 

as shown in Fig. 84. Brief perturbation on the exterior of the vapor chamber is necessary to 

minimize liquid deposition within the dead volume inside the tubing. Heat was then applied to the 

bottom of the vapor chamber to create elevated steady-state temperature conditions with minimal 

temperature drift. During the heating process, a ball valve connected to the open ambient is 

periodically controlled to maintain an internal pressure of 101 kPa. At steady state, the solenoid 

valve connected to the accumulator is opened, allowing flashing to begin. 

7.2.1. Surrogate model 

The lumped capacitance model introduced in section 4.2 is extended to incorporate the 

vapor chamber as a single lumped mass with considerations for a single pulse as opposed to a 

steady-periodic test. The radiation effects are ignored for this analysis. For F-VC prototype testing 

described in previous section, the simplified model is developed with these coefficients: 𝐶𝑡ℎ=77.2 

J/K and 𝐺𝑙𝑜𝑠𝑠=0.2 W/K. The parameters were found to have small dependence on test parameters 

so constant values were acceptable from curve fitting. Overall flash cooling model from (44) 

becomes: 

𝑞𝑓𝑐(𝑡) = 𝑃(𝑡) − 77.2 ∗ (
𝑑𝑇𝑏(𝑡)

𝑑𝑡
) − 0.2 ∗ (𝑇𝑏 − 𝑇𝑎) (67) 

The steady-periodic averaging from Chapter 3 is also extended for single pulse of F-VC. The 

theoretical maximum cooling, 𝐸𝑚𝑎𝑥,𝑝, with any flash cooling pulse is calculated based on the mass 

of methanol used, 𝑚𝑝, and the difference in enthalpy, 𝛥ℎ. The starting enthalpy, ℎ𝑖, is calculated 

based on initial reservoir or steady-state conditions. The outlet enthalpy, ℎ𝑜, is calculated using 
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outlet pressure and average temperature of the lumped mass of the prototype. The enthalpy 

calculations were performed with a Jupyter notebook accessing the Coolprop database [37]: 

𝐸𝑚𝑎𝑥,𝑝 = 𝑚𝑝Δℎ (68) 

The enthalpy change is dominated by the methanol’s latent heat of vaporization, but the enthalpy 

change computation also includes minor sensible heating contributions. The use of Coolprop 

enthalpy lookups simplifies the process of calculating the theoretical maximum cooling, 

incorporating both effects.  

The total energy dissipated, 𝐸𝑝, by a single pulse is calculated by integrating the cooling 

rate over a specified time (60 s): 

𝐸𝑝 = ∫ 𝑞𝑓𝑐(𝑡)𝑑𝑡
𝑡𝑓=𝑡

𝑡𝑖=0

; 𝑡 < 60 𝑠 (69) 

In the case of the vapor chamber setup, ℎ𝑖 is a constant for each individual run and depends only 

on the initial steady-state temperature for each experimental trial and initial atmospheric pressure. 

Concurrently, the cumulative efficiency, 𝜂, of a flash pulse is calculated by comparing total 

cooling energy or power over a certain time interval, 𝐸𝑝, to the theoretical maximum:  

𝜂 =
𝐸𝑝

𝐸𝑚𝑎𝑥,𝑝

(70) 

7.3. Prototype results 

The amount of methanol in the vapor chamber was varied from 2.0 mL to 3.5 mL while 

the heat input of 6.2 W remained constant for all tests. Averaged data over several identical 

experiments for the change in vapor chamber temperature is shown in Fig. 85a. Observation is that 

3-5 s after depressurization, the rate of cooling is similar for all cases and independent of the 

amount of methanol. The exponential decay-like evolution of the change in temperature for the 
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entire flash duration is also in agreement with prior work [7]. The internal methanol temperature 

was not directly measured; however, the methanol present in the vapor chamber after initial 

depressurization should have a lower temperature than the outside of the vapor chamber. As a 

result of the decrease in methanol temperature, the liquid superheat is reduced, subduing the 

flashing phenomenon.  

Additionally, pressure increase due to vapor generation during flash increases local 

pressure which also tends to decrease the rate of vaporization. Local pressure inside the vapor 

(a) (b) 

(c) (d) 

Figure 85: Flash vapor chamber results with different initial volume of methanol in the vapor chamber (a) Change in 

average vapor chamber temperature vs. time for different amounts of methanol under constant 6.2 W heat input. (b) 

Results for transient cooling rate of vapor chamber with a constant heat load (c) Cumulative energy dissipation of 

vapor chamber due to flash cooling. (d) Cumulative phase-change efficiency based on (61). 
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chamber is shown in Fig. 14, in which the change in sharp drop in pressure is due to rapid 

vaporization of methanol, and corresponding periods of initial pressurization due to vaporization 

are circled. The combined effect of decreased liquid temperature and increase in local pressure 

hinder the boiling process, causing a reduction of cooling flux with time after peak cooling is 

reached. Additionally, after 3 s, rate of temperature change is heavily influenced by methanol 

amount, as the transient cooling curves in Fig. 85a asymptote earlier for smaller amounts of 

methanol, signaling a shorter duration of cooling. The rapid, transient nature of flash cooling is 

illustrated in Fig. 85b, as the cooling rate, 𝑞𝑓𝑐(𝑡),  are calculated by using (67) and processed 

temperature data. The cooling rate peaks early after depressurization creating an initial peak. For 

cases of 2.0 mL, 2.5 mL, and 3.0 mL, the onset of peak cooling rate is directly proportional to 

methanol amount. Maximum cooling rates for 2.0 mL, 2.5 mL, and 3.0 mL are attained at 3.6 s, 

4.3 s, and 4.8 s, respectively. After peak cooling, all cooling rates decay to zero, signaling the 

complete vaporization of all methanol initially present in the vapor chamber. We observe that for 

the case of 3.5 mL of methanol, the trend of both increase in cooling rate and onset of peak cooling 

with methanol amount is no longer followed, demonstrating adverse effects of excess thermal mass 

on cooling performance.  

The total energy dissipated over time by a single pulse for different cases is shown in Fig. 

85c. The cumulative efficiency over time was calculated by evaluating (69) at every time step (Fig. 

85d). The curve for 3.5 mL falls below the others until 20 s, at which time additional methanol 

present in the vapor chamber allows for prolonged boiling and thus prolonged cooling at the 

expense of a decrease in peak cooling rate. The trend of increased energy dissipation with methanol 

amount is expected.  
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Additionally, for cases in which the 

initial temperature is varied under constant 

methanol volume, an increase in peak cooling 

rate with temperature is observed, shown in Fig. 

86. These results support the notion that 

increased heat load helps induce more rapid 

phase-change, as heat must be absorbed for 

vaporization to occur. Also, an increase in 

initial temperature due to increased heat load 

corresponds to a larger superheat after depressurization. From the viewpoint of thermally 

controlled boiling theory, increases in superheat correspond to higher heat removal rates. In this 

regard, to maximize superheat, high initial temperatures and low accumulator pressures are 

desirable parameters when using flash to maximize peak transient cooling.  

7.3.1. Comparison with TDU 

A comparison between TDU and the flash vapor chamber is made by comparing average 

cooling provided by the flash chamber and the TDU. An example comparison is shown in Table 

18. Both experiments show similar efficiency and average cooling for similar number of coolants. 

However, due to larger amount of initial methanol within the vapor chamber arrangement, much 

higher initial peak is observed than with steady-periodic pulses. 

          
           

                
                   

             
        

                     
                     

     ( ,  ,   )         

                             

                            

Table 18: Comparison of steady-periodic averages of TDU with flash vapor chamber observed at similar input 

parameters. 

Figure 86: Results for transient cooling rate of the vapor 

chamber for various heat loads with constant working 

fluid volume of 3 mL. 
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Chapter 8: Conclusions 

The primary contribution of this work is the development of a thermal testbed for 

continuous, convective flash cooling and demonstration of adaptive capability of flash cooling. 

The experimental testbed presented in Chapter 3 is a dynamically controlled flow loop for flash 

cooling of high-heat-flux components. It has been designed to be flexible and robust to adapt to a 

variety of cooling architectures and devices required high-performance electronic systems. This 

work also includes the selection process of methanol as the optimal coolant for lab-scale testing, 

whereas refrigerants are recommended for large scale systems above 15kW. An extensive 

LabVIEW eco-system is developed with heating and flash cooling controls, run-time IR imaging 

of a device and recording transient data from thermocouples and pressure sensors. The testbed is 

connected to a large DC power supply and a dedicated chiller for steady-state operation up to 7.5 

kW with 25 kW peak power. The importance of a thermal test vehicle for wafer-scale applications 

in order to simulate dynamic next generation workloads is highlighted. Due to limited availability 

of commercial heaters in this parameter space, several wafer-scale thermal test vehicles are 

optimally designed and fabricated. 

The development of surrogate models from the transient thermal data generated from the 

testbed serves as a critical component in enabling flash cooling for electronics applications. The 

output data is analyzed with the help of several methods as described in Chapters 3, 4 and 5. The 

iterative understanding developed from these chapters in terms of steady-periodic and transient 

characteristics of flash cooling plays a key role in development of several surrogate models as 

described in Chapter 6. A combination of input power, volume of methanol per pulse and the 

interval between consecutive pulses is consistently used to understand the transient behavior. The 

steady-periodic averaging, and the resulting surrogate model, provide necessary information for 
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system-design of flash cooling with specific cooling architectures. For any system-design 

engineer, it is important to know the parameters to use for flash cooling for specified heat flu or 

total power and maximum operating temperature. An approximate transient model based on the 

dominant frequency of flash cooling is also developed to provide more information about the 

system such as the response time of the cooling architecture.  

The transient surrogate models are developed for three purposes - understanding the 

transient dynamics for system-design, providing a simplified physical model that can assist with 

run-time anticipatory cooling, and approximating thermal envelope during operation between 

consecutive sensor inputs. The lumped capacitance analysis introduced in Chapter 4, and the 

verification with theoretical constraints of the analysis, establishes the foundation for transient 

models. Several example models are provided that serve as surrogates depending on available 

sensor and control data for particular system.  

The surrogate models thus developed demonstrate the adaptability and dynamic control of   

flash cooling. The prototype developed to understand the thermal dissipation unit architecture, as 

discussed in Chapter 5, is used to perform a large set of experiments, and generate thermal data 

for these surrogate models. The sample models shown in Chapter 6 with this prototype are 

applicable for large range of input parameters and provide fairly accurate run-time. A sample 

anticipatory case is also shown to demonstrate the effect of anticipation in flash cooling. However, 

the surrogate models are limited to 200-W input power due to heater limitations. The steady-

periodic model developed in section 6.3.2 shows the expected pulse-averaged cooling rate 

produced by given flow input parameters and current base temperature of the heat sink. This 

example model is able to estimate the cooling rate within 20% for all steady-periodic and over-

cooled cases for 150- and 200-W input power. 
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The secondary objective of this work was to explore, design and test cooling architectures 

that utilize flash cooling efficiently for thermal management of Silicon Interconnect Fabric. Three 

cooling architectures are discussed in detail in Chapter 3, 4 and 5 – each of which are coherently 

designed with a larger system team, especially with power delivery experts. The first architecture 

is a tube and block structure (PowerTherm 1.0) that provides coolant through the tubes and delivers 

power through the blocks. The second architecture (PowerTherm 2.0) is a wafer-scale structure 

with pin-fins for power delivery and higher heat transfer coefficient. The third architecture 

(Thermal Dissipation Unit) is a segmented cooling chamber derived from the second architecture 

with significant improvement in thermal performance and provides controlled scale up for a large 

system as shown in Chapter 5. The prototypes for each architecture are fabricated and preliminary 

flash cooling tests are performed. This provides foundational data for system-design of flash 

cooling for prototyping of commercial applications and further research on specific applications. 

The efficacy of flash cooling is also evaluated with different architectures by calculating 

the cumulative efficiency of cooling provided compared to the theoretical maximum heat transfer. 

The effective heat transfer coefficients were calculated for each architecture as per calculations 

described in section 5.2. The Thermal Dissipation Unit has following advantages over the other 

architectures: 

• It provides highest efficiency cooling and highest heat transfer coefficient at similar 

heating and flow inputs. 

• The response time, the delay from start of flash cooling to change in base 

temperature, is significantly reduced to 0.6 s (10X improvement from PowerTherm 

1.0). 
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• Reduced temperature fluctuations as low as 0.1 oC in steady-periodic cooling 

compared to 3.6 oC for PowerTherm 1.0. 

• Demonstrated higher efficiency and heat transfer coefficient at higher heat flux. 

Another comparison is included between configuration 0 and configuration 1 of the TDU 

in section 5.4.1. The preliminary results indicate that configuration 1 demonstrates higher cooling 

rates by enabling insertion of flashing liquid closer to the base of the heat sink. 

Chapter 7 introduces implementation and experimentation of flash cooling for a different 

architecture and different application – that requires high initial transients for vapor chamber 

applications. The analysis tools introduced for different architectures for Si-IF are also 

implemented for this single pulse application. A comparison of preliminary results with the TDU 

results in section 7.3 indicates the equivalent cooling efficacies obtained under similar conditions, 

however, the peak cooling rate produced is significantly for flash vapor chamber.  

8.1. Future work 

A vital limitation of this work is the constraint on the heat flux supplied by the available 

commercial heaters for the form factor of the prototypes. The thermal test vehicle (section 4.4) 

built with nichrome on a ceramic wafer would allow expansion of this work by demonstrating 

higher efficiency of flash cooling for higher heat fluxes.  The ceramic wafer is designed to be used 

either as a whole for 80 x 80 mm2 active area or cut into 4 individual heaters of 40 x 40 mm2 each. 

For preliminary testing with single TDU, it is recommended to laser cut the heater and use 

individual heater. Additionally, a set of thin copper lugs are recommended in order to connect the 

wafer with high current power supply to minimize the stress on the wafer in the assembly. The soft 

nature of copper should also reduce effects of thermal expansion localized near the lug connection. 
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The alternative approach to demonstrate the efficacy of flash cooling at higher heat fluxes 

is to utilize a smaller ceramic heater as introduced in section 6.4. The smaller size of the heater, 

and corresponding lower power requirement for similar heat flux, allows easier fabrication. 

Several commercial heaters are available in the range of 20 mm size, out of which, a 25x15 mm2 

is chosen in section 6.4 and is recommended to continue further testing. The demonstration tests 

already show the capability to cool high heat flux from the smaller heater. However, this would 

require construction of smaller TDU prototypes to demonstrate the high heat transfer coefficients 

needed without heat spreading on Si-IF. 

A direct improvement from the detailed set of experiments described in this work with the 

pin-fin flash chamber  labeled as “Configuration 0”  is to perform a similar set of experiments 

with improved design (labeled as “Configuration 1” . This flash chamber design is introduced in 

section 5.4.1 where the inlet tube is inserted close to the bottom of the heat sink. Preliminary results 

included in this study clearly indicate the advantage in increased effective heat transfer coefficient 

obtained from configuration 1 as compared to configuration 0.  

The surrogate models developed in this work are limited to input power of 200 W which 

corresponds to up to 0.2 W/mm2. Thus, critical next step with the high heat flux testing is to modify 

the surrogate models for broader range of heat fluxes. For stead-periodic model, a more complex 

model should be used compared. Inclusion of higher harmonics would improve the frequency-

driven model. Even though a good correlation is seen with steady periodic averaging with only the 

considering the dominant frequency, it fails to predict the transient behavior of cooling rates 

limiting its functionality. Similarly, inclusion of side-wall temperature in the lumped capacitance 

model could improve transient response for the transient models. The transient model based on 

polynomial curve-fitting with lumped capacitance example is able to demonstrate the varying heat 
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transfer coefficient within individual pulses that is not captured with the steady-periodic averaging. 

However, the transient model used for run-time model along with finite difference discretization 

has limited information about the current pulse and thus creates a linear prediction. This linear 

prediction deviates when sensor information is not available frequently as demonstrated in section 

6.3.3. with sensor frequency at 10 Hz. Two upgrades recommended involve either utilizing pulse 

information and adapt the model for each pulse (section 6.2.3) or utilizing data assimilation 

techniques instead of relying completely on the physical model for prediction (section 2.3.4). A 

sample test plan with application of Kalman filter to a surrogate model is also discussed in Chapter 

but could not be implemented in this work. The surrogate models developed in this work should 

provide a good foundation for these recommended models for future work and successful adoption 

of flash cooling for transient scenarios. 

For understanding the transient behavior of flash cooling a piece of information in this 

work is the measurement of mean fluid temperature within the flash chamber at any time. The 

implementation of temperature measurement without intrusion to the flow behavior is a 

challenging task. The focus on system level implementation of flash cooling for Si-IF did not 

permit use of fluid temperature sensors. It is recommended to use at least two fluid thermocouples 

inserted with the help of through holes in the sidewall or the top plate. This information should 

provide more accurate calculations of heat transfer coefficient that correlate better with existing 

understanding of this metric. This approach will significantly enhance the quality of surrogate 

model developed; however, this parameter cannot be used for run-time prediction models as in-

application implementation would lead to disruption of system-level cooling. 

A combination of the three directions of future work discussed above – implementation of 

ceramic heater or small heater, validation of improved configuration 1 heat sink, and 
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improvements in surrogate models, can be performed by implementing the extension of TDU 

testing with the ceramic heater wafer and utilizing configuration 1 flash chamber. This approach 

enables the following: 

• Estimation and validation of configuration 1 compared to configuration 0 at similar 

heat fluxes described in this work. 

• Demonstration of the ceramic heater designed in this work. 

• Development of surrogate model similar to this work for configuration 1 with 

expected higher cooling rate for similar flow conditions. 

• Extension to higher heat flux cases with the ceramic heater. 

• Followed by extension of surrogate models to higher heat fluxes. The large heat 

flux range may require more complex surrogate models compared to the 

polynomial-based models utilized in this work. 

Thus, this combined approach is recommended to improve this work in multiple directions. 

The surrogate models can be utilized to develop more fundamental understanding of flash 

cooling by modifying the models described in Chapter 6 by including fluid state variables as 

described in Chapter 2. However, the test setup would need to be modified from cooling an actual 

device to cooling a single tube imitating the device. The thermal testbed can be adapted to perform 

these experiments and thus, this creates another opportunity to expand this work and develop 

deeper understanding into the transient characteristics of flash cooling in alignment with primary 

objective of this work. However, this approach requires a deviation from the application of wafer-

scale electronics cooling but rather focuses on fundamental understanding of flash cooling. 
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Appendix A: Utility code for processing transient data 
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Appendix B: Parameter code and steady-periodic analysis  
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Appendix C: Transient estimation code 
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Appendix D: Dominant frequency-driven analysis 
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Appendix E: Optimization code for thermal test vehicle 
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Appendix F: Thermal data for surrogate modeling 
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