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Abstract 24 

We demonstrate a simple, cheap method for pore size characterization of porous media that 25 

generates a distribution of pore radii for improved flow and transport modeling. The new method 26 

for pore structure characterization utilizes recent theoretical developments in non-Newtonian 27 

fluids. Numerical evaluations and validations with synthetic porous media showed potential for 28 

obtaining a distribution of effective pore radii and their contribution to total flow only by 29 

complementing water with non-Newtonian fluids in saturated infiltration experiments. To 30 

demonstrate this ability on real sands, a series of one-dimensional column experiments was 31 

conducted with varying porous medium packings, including Accusands and a polydisperse 32 

sand/glass bead mixture. For each packing, distilled water and varying concentrations of guar 33 

and xanthan gum were injected over a range of flow rates and pressure gradients. The model-34 

generated pore radii were compared with pore radius distributions measured by x-ray micro-35 

computed tomography (µCT), with results demonstrating good agreement between the model 36 

and µCT data. Simulations of saturated water flow and drainage curves using model-generated 37 

pore radii compared favorably to experimental data, with errors typically between 2-10% for 38 

single-phase flow and approaching the error of the µCT measured radius distributions for the 39 

drainage curves. 40 

Plain Language Summary 41 

Knowledge of pore sizes of porous materials is critical to modeling water flow in the 42 

environment. Most pore size measurement methods are expensive and require collecting samples 43 

of a limited size for laboratory analysis, thus possibly disturbing the pore structure. Our method 44 

shows promise as a simple, cheap approach to measure pore sizes directly in the field. The 45 

method involves flowing food-grade fluids that exhibit specific flow properties (non-Newtonian 46 

fluids) through soils and using the results as input for the model that provides a pore size 47 

distribution. We tested the method on four sands, conducting flow experiments with water and 48 

six different non-Newtonian fluids. Model results showed good agreement with direct x-ray 49 

measurements of the sands. We also used the pore sizes produced by the model to calculate the 50 

flow of water through the sands and compared these results with experimental data. We obtained 51 

excellent agreement, with errors on the order of 2-10% for water flow and approaching the error 52 

obtained using the x-ray results for the drainage of the material. These results indicate that this 53 

simple method provides results nearly as accurate as much more expensive and invasive methods 54 

and shows promise for use in the field. 55 

1 Introduction 56 

Non-Newtonian fluids are important for a wide-range of applications, including hydraulic 57 

fracturing, processed food production, industrial processes, enhanced oil recovery, and 58 

environmental remediation (Lakhtychkin et al., 2012; Tosco & Sethi, 2010; Sochi, 2010; 59 

Hauswirth et al., 2012; Hauswirth & Miller, 2014; Silva et al., 2017; Jang et al., 2015; Stewart et 60 

al., 2014).  Recently, Abou Najm and Atallah (2016), Atallah and Abou Najm (2019), and 61 

Bassett, et al. (2019) presented a new method using non-Newtonian fluids to characterize the 62 

pore space of porous medium systems. The goal of this approach is to provide a simple, non-63 

destructive method to determine effective pore sizes of a porous medium, which can in turn be 64 

used to improve modeling of fluid flow and pollutant transport through the medium under both 65 

saturated and unsaturated conditions. This approach conceptualizes porous media as a capillary 66 

bundle model composed of groups of capillary tubes of N representative radii (Ri), with each 67 
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tube size contributing a discrete fraction (wi) of the overall flow. The model only requires inputs 68 

of N combinations of head and flow rate data from saturated flow experiments conducted with 69 

water and N-1 non-Newtonian fluids. The utility of the approach was illustrated experimentally 70 

with synthetic porous media (Atallah & Abou Najm, 2018) and numerically with simulations 71 

(Abou Najm & Attalah, 2016) of flow through “virtual” porous medium systems of digitized 72 

pore size distributions for six soils from the literature. Results showed that four pore radii (N=4), 73 

thus data for four fluids, were sufficient to characterize both saturated and unsaturated flow 74 

through those soils.   75 

Standard approaches for characterizing flow typically involve the determination of a 76 

single permeability or the use of calibrated dual or multi-permeability models (Larsbo, et al., 77 

2005; Vogel et al., 2000; Gerke & van Genuchten, 1993). However, these approaches 78 

incorporate limited information regarding the pore structure itself, and therefore may fail when 79 

applied to conditions outside calibrated boundaries. Alternatively, knowledge of the pore size 80 

structure of a porous medium can be used to directly inform flow and transport properties, 81 

including intrinsic and relative permeabilities (Jerauld and Salter, 1990; Burdine, 1953; Al-82 

Raoush, & Willson, 2005; Culligan, et al. 2006; Joekar-Niasar, 2008; Gao & Hu, 2013) and 83 

dispersivity (Bijeljic & Blunt 2006; Bijeljic & Blunt 2007), or used to direct model flow 84 

(Bultreys et al., 2016). A number of methods have been employed to characterize pore structure, 85 

including: direct measurement using micrography (with or without impregnation with resin) 86 

(Loucks et al., 2009; Vogel, 1997; Doyen, 1988); gas adsorption (Dollimore & Heal, 1964; 87 

Groena et al., 2003); mercury intrusion porosimetry (MIP) (Giesche, 2006; Gao & Hu, 2013; 88 

Zhou et al., 2017); x-ray micro-computed tomography (µCT) or MRI imaging (Lindquist et al., 89 

2000; Wildenschild & Sheppard, 2013; Komlosh et al., 2011); small-angle x-ray scattering 90 

(Omote & Ito, 2003); and nuclear magnetic resonance (NMR) (Strange et al., 1993; Gallegos & 91 

Smith, 1988; Kenyon et al., 1989). A recent method has been reported that uses yield stress 92 

fluids (i.e., Bingham, Herschel-Buckley fluids) and a capillary bundle model to determine 93 

Gaussian mono- and multimodal pore size distributions based on a series of flow experiments 94 

conducted by incrementally increasing the pressure drop across a rock core. This method aims to 95 

provide  a laboratory-based replacement for MIP due to its use of toxic mercury, and positive 96 

results have been demonstrated with sandstone cores (Oukhlef et al., 2014; Rodriquez de Castro 97 

et al., 2014, 2016).  98 

These approaches share one or more significant limitations. All methods require that 99 

samples be collected and analyzed ex situ. While sampling procedures and apparatus exist to 100 

minimize disturbance, these may not result in perfectly undisturbed samples, especially for less 101 

cohesive materials. Removal of samples also precludes monitoring of changes in the system over 102 

time. Sample sizes are small, typically on the order of 1-10 cm
3
 for most of the methods. For 103 

many of the imaging methods (e.g., µCT), there is additionally a trade-off between resolution 104 

and sample size. This trade-off may require choosing between sufficiently resolving matrix pores 105 

and capturing larger scale features such as macropores, making characterization of the pore 106 

structure of dual-porosity soils in the field at a scale above the REV impossible in most situation. 107 

There are additional practical concerns with many of these methods, including the cost of 108 

sophisticated equipment such as µCT and MRI, and the hazards associated with the use of 109 

mercury in MIP.           110 

Ideally, it would be useful to have a method allowing non-destructive characterization of 111 

pore space in situ. Methods using liquid latex and shear-thinning fluids have been applied to 112 
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identify and quantify preferential flow paths in field soils, however these approaches address 113 

only the large-scale pores such as mud cracks, insect burrows and similar features (Stewart et al., 114 

2014; Abou Najm et al., 2010). The Abou Najm and Atallah method (hereafter referred to as 115 

ANA) raises the possibility of using relatively simple flow experiments to fully characterize 116 

porous media non-destructively in the field, capturing both macro- and micropores. Conducted 117 

either in situ or ex situ with undisturbed soil cores, the method requires only safe, inexpensive, 118 

and readily available materials. For example, a laboratory implementation could be conducted 119 

with a simple constant head permeameter, a balance, water, and xanthan gum.  120 

The goal of this work is to apply the ANA method to real porous medium systems to 121 

assess the model’s ability to characterize the pore structure, both in terms of producing accurate 122 

pore radii and in providing more information than would be available from traditional, single-123 

fluid based approaches. Specific objectives include: (1) characterizing the pore size distributions 124 

of four unconsolidated media with µCT and four image analysis methods; (2) determining sands’ 125 

effective pore radii with the ANA numerical solver using inputs from results of water and non-126 

Newtonian flow experiments; (3) assessing the accuracy of the pore size distributions produced 127 

by the ANA model; and (4) evaluating the added utility of obtaining multiple pore size classes 128 

over the single effective radius obtained from Newtonian fluid approaches. 129 

 130 

2 Materials and Methods 131 

2.1 Experimental 132 

Distilled, deionized water (DDI) was produced using a Dracor water system (Durham, 133 

NC, USA). Guar gum was obtained from SNP, Inc. (Durham, NC, USA) and sodium azide and 134 

xanthan gum were obtained from Fisher Scientific.  Sands (Accusand) and glass beads used for 135 

column experiments were obtained from U.S. Silica and Fisher, respectively.   136 

Three solutions each of guar and xanthan gum were produced. Guar gum solutions were 137 

produced at nominal concentrations of 0.5, 3, and 5 g/kg, and xanthan gum solutions were 138 

produced at 0.5, 1, and 2.5 g/kg. After dissolving the appropriate amount of powdered gum and 139 

sodium azide as a biocide (0.1 wt.%), the mixture was vacuum filtered through a 2.5-μm glass 140 

fiber filter (Baxter Scientific) to remove undissolved material. Solutions were stored at 4°C and 141 

were used within 7d to minimize any potential temporal changes to the solution properties. 142 

Rheological properties of the fluids were measured with a TA Instruments AR-G2 143 

rotational rheometer with a cone-and-plate configuration. The cone was 40mm, with a 1° angle 144 

and the plate was equipped with an integrated Peltier temperature control unit. A one-minute pre-145 

shear was performed at a constant shear rate of 1 s
-1

, after which measurements were collected in 146 

torque-controlled mode, with a torque range of approximately 0.05 to 500 μN·m. The apparent 147 

viscosity (η; Pa·s) and shear rate (𝛾̇; s
-1

) values were then fit to the Cross model (Cross, 1965): 148 

𝜂 = 𝜂∞  +  
𝜂0 −𝜂∞ 

1+𝑘𝛾̇1−𝛼                                                             (1) 149 

where η is the apparent viscosity (Pa∙s), η∞ is the infinite-shear viscosity (Pa∙s), η0 is the zero-150 

shear viscosity (Pa·s), and k and α are fit parameters.   151 
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Table 1. Properties of media used in this study.  152 

Property 

12/20 

Accusand 

20/30 

Accusand 

40/50 

Accusand 

High-

variance 

mixture 

Length (m) 0.287 0.2617 0.2502 0.2175 

Porosity
1
 0.35 0.33 0.32 0.32 

Pore volume
1
 (m

3
) 4.91x10

-5
 4.26x10

-5
 3.98x10

-5
 3.50x10

-5
 

Mean grain size
2
 (r; m) 5.7x10

-4
 3.8x10

-4
 1.9x10

-4
 2.8x10

-4
 

Grain size variance 1.0x10
-4

 2.5x10
-5

 1.3x10
-5

 1.7x10
-4

 

Intrinsic permeability
3
 (m

2
) 

2.24x10
-

10
 

1.58x10
-

10
 

5.80x10
-

11
 

2.15x10
-10

 

Inertial permeability
3
 (m) 4.0x10

-7
 6.2x10

-7
 5.5x10

-7
 3.34x10

-7
 

1-      Determined from length and bulk density 

2-      Based on sieve analysis 

3-      Determined by fitting Darcy-Forchheimer equation to water flow experiments 

 153 

Column experiments were conducted in 2.5-cm inner diameter glass columns (Ace Glass) 154 

with packed lengths ranging from 20-30 cm.  Columns were packed with four media: 12/20, 155 

20/30, and 40/50 Accusands, and a high variance sand/glass bead mixture (HV) containing 156 

twelve sand fractions sieved from Accusands and U.S. Silica F-series sands (#16-80 mesh) and 157 

two sizes of glass beads (2mm and 3mm).  The Accusands were dry packed, vibrated, and 158 

compressed by hand between the air-tight plungers of the columns. The HV medium was 159 

moistened prior to loading and only gently vibrated to prevent layering during the packing 160 

process.  Water and gum solutions were injected vertically upward, controlling the volumetric 161 

flow rate with a programmable syringe pump (Harvard Apparatus PHD 4400). The pressure 162 

difference across the column was measured with a pressure transducer (Omega PX800).  163 

Measured pressures were corrected to account for flow through the unavoidable short sections of 164 

influent and effluent tubing using the Hagen–Poiseuille equation for DI and a semi-analytical 165 

solution for guar and xanthan gum solutions (Sochi, 2015). Properties of the media are provided 166 

in Table 1. 167 

2.2 µCT Analysis 168 

The pore size distribution of each media was determined by x-ray micro-computed 169 

tomography (µCT) analysis. Analyses were conducted by the Shared Materials Instrumentation 170 

Facility (SMIF) at Duke University using a Nikon XTH 225 ST high-resolution µCT scanner.  A 171 

2.5cm to 3.5cm section of each column was scanned at a resolution of between 11.9 to 172 

18.9µm/pixel. The raw scans were converted to images representing horizontal slices of the 173 

column. These images were subsequently cropped to remove the glass column wall, contrast 174 

enhanced, and normalized using ImageJ.  The images were converted to binary in ImageJ using 175 

the Otsu algorithm (Otsu, 1979) to threshold each individual image (Figure 1).  To account for 176 

varying concepts of pore size distributions in porous media and differing approaches for 177 

calculating them (Münch & Holzer, 2008), a total of four algorithms were used to compute pore 178 

size distributions from the µCT images for each media, specifically: 179 
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 Table 2. Cross model parameters for fluids used in this study 180 

Fluid 𝜼∞ (𝑷𝒂 ∙ 𝒔) 𝜼𝟎 (𝑷𝒂 ∙ 𝒔)  𝒌 α 

DI 9.544x10-4  9.544x10-4 --- --- 

Guar, 0.5g/kg 1.77x10-3 2.32x10-3 5.56x10-3 0.183 

Guar, 3g/kg 3.04x10-3 1.36x10-1 1.21x10-1 0.317 

Guar, 5g/kg 3.31x10-3  1.36x100 4.48x10-1 0.293 

Xanthan, 0.5g/kg 1.43x10-3  5.32x10-2 0.853 0.402 

Xanthan, 1g/kg 1.58x10-3  2.36x10-1 1.63 0.341 

Xanthan, 2.5g/kg 2.38x10-3 6.79x100 13.4 0.234 

1. The “continuous pore size distribution” (PSD) tool of the xlib plug-in for ImageJ, 181 

which fits spheres of maximum radii within the pore space to produce a pore sizes 182 

distribution (Münch & Holzer, 2008);  183 

2. The “mercury intrusion porosimetry” (MIP) simulation of the xlib plug-in, which 184 

intrudes spheres of varying radii into the three-dimensional µCT image stack to 185 

produce binned counts of pore radii (Münch & Holzer, 2008); 186 

3. The “thickness” function of the BoneJ plug-in for ImageJ (BJT), which calculates the 187 

Euclidean distance at each location in the pore space, then generates thickness maps 188 

which are converted to volumetric pore size distribution using an image stack 189 

histogram (Doube et al., 2010); 190 

4. The “pore size distribution function” of Porespy (PSF), a Python script that also 191 

calculates 3D Euclidean distances between grains (Gostick, 2017). 192 

The last two algorithms are similar to the PSD method in that they measure the radius 193 

distribution of the entire pore space, regardless of whether that space would be considered a pore 194 

throat or a pore body and were used primarily to confirm the PSD analysis. 195 

2.3 Modeling 196 

The theoretical aspects of the ANA modeling approach have been presented previously 197 

(Abou Najm & Attallah, 2016).  Briefly, the method uses a parallel capillary tube model 198 

composed of tubes of N different radii. Each tube size class contributes a fraction (wi) of the 199 

overall flow. Head and flow rate data from flow experiments using water and N-1 non-200 

Newtonian fluids, along with sand characteristics (porosity, tube length, total volume)  201 

and fluid characteristics (rheological parameters) are supplied as inputs. Given these inputs, the 202 

numerical model can then be used to solve three problem types: 203 

Type 1: Determination of weights (w1, w2,…wN) of each radius (R1, R2,…RN), given the 204 

radii as inputs. 205 

Type 2: Determination of the radii of the tubes, given the weights. 206 

Type 3: Estimation of both weights and radii for the system, given initial guesses and 207 

constraints on the solution. 208 
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Problem Types 1 and 2 have unique solutions that are obtained by standard numerical 209 

solvers in Matlab for linear (Type 1) and non-linear (Type 2) systems of equations. Problem 210 

Type 3 has more unknowns (2N) than equations (N), and therefore does not have a unique 211 

solution. However, by constraining the maximum ratio between the largest and smallest radii 212 

(drange) and the ratio between adjacent radii (dadj), an optimization scheme incorporating a 213 

constrained non-linear minimization technique called sequential quadratic programming (SQP) 214 

was used by means of the Matlab fmicon function to approximate a distinct set of radii-weight 215 

solutions.   216 

For this study, the ANA solver was modified to incorporate a semi-analytical solution for 217 

tube flow of Cross model fluids (Sochi, 2015; Attallah, 2015) to reduce overall computational 218 

work. For all runs, the input data were chosen to minimize pressure measurement errors at very 219 

low pressures (∆H/L < 0.1) and potential non-laminar flow effects at high flow rates (Re > 1). 220 

The model also requires that the effective length of the capillary tubes be provided; for this work 221 

we assumed the Blake-Kozeny-Carman tortuosity of 25/12, rounded to an even value of 2 222 

(Sochi, 2010; Bird et al., 2006); future work will further investigate the role of tortuosity in the 223 

model. 224 

3 Results and Discussion 225 

3.1 Experimental and µCT Results 226 

The Cross model parameters for each fluid are provided in Table 2.  Pressure-flow rate 227 

curves from the column flow experiments are shown in Figure S1 in the Supporting Information. 228 

The curves are concave downward, consistent with shear thinning fluids for which viscosity 229 

decreases with increasing shear rate. A slight upward concavity is apparent at high flow rates for 230 

low concentration solutions, which is presumed to be the result of non-laminar flow behavior. To 231 

avoid conflation of effects, a conservative Reynolds number (Re) value of 1 was used as the 232 

upper bound for experimental data used as model inputs, where Re was defined by 233 

𝑅𝑒 =
𝜌𝑣𝑟𝑝̅

𝜇
 

where 𝜌 is the density (1000 kg/m
3
), 𝑣 is the mean fluid velocity, 𝑟𝑝̅ is the mean grain radius, and 234 

𝜇 is the dynamic viscosity (𝜂∞ was used for non-Newtonian fluids since non-Darcy flow occurs 235 

at higher flow rates and therefore higher shear rates).  236 

Pore size distributions of the media were determined from the µCT images using the four 237 

image analysis algorithms explained earlier (Figure 2). Results are presented as a normalized 238 

volume fraction to allow direct visual comparison: 239 

𝐹𝑉
̅̅ ̅ =

𝐹𝑉,𝑖

max(𝐹𝑉,𝑖)
 ,                                                                      (2) 

where  𝐹𝑉
̅̅ ̅  is the normalized volume fraction, and 𝐹𝑉,𝑖 is the volume fraction of the 𝑖th radius. 240 

Normal and log-normal distributions were fit to the pore radii; the Accusands were found 241 

to better fit normal distributions, while the HV radii were slightly better fit by a log-normal 242 

distribution. Fit parameters are provided in Table S1 in the Supporting Information. As expected, 243 

the PSD, BJT, and PSF methods produced similar profiles with the primary difference being 244 

slightly broadening distributions in the order: PSF < BJT < PSD.  The MIP method consistently 245 
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resulted in narrower distributions with smaller means than the other methods, a result of the 246 

method measuring the pore throat distribution, rather than the total pore radius distribution 247 

(Holzer et al., 2016). The pore size distributions of the media were generally as expected: the 248 

40/50 Accusand displayed a distinctly smaller and narrower pore size distribution than the other 249 

media; the 12/20 Accusand displayed the largest and broadest pore size distribution; and the 250 

20/30 Accusand and HV fell in the middle. The 20/30 Accusand and HV exhibited a remarkably 251 

similar range of pore radii sizes, despite the large difference in the variance of grain size 252 

distribution. This similarity was not expected; however, it is consistent with the results of the 253 

experimental and model results as described below. 254 

3.2 Modeling Results 255 

The ANA modeling solver was used to calculate pore radii and/or weights for each 256 

medium, using Problem Types 1, 2, and 3 as described above.  A summary of the model runs 257 

conducted for this work is provided in the Supporting Information (Table S2). To compare 258 

model radii directly to µCT results, the output from each model run was converted to a volume 259 

fraction (𝐹𝑉,𝑖) in two ways. First, since the model is based on capillary tubes (i.e., cylindrical 260 

pores), the volume fraction was calculated as: 261 

𝐹𝑉,𝑖 =
(𝜋𝑅𝑖

2)𝑋𝑖𝐿

𝑉𝑝
.       (3) 262 

Second, because the µCT image processing algorithms are primarily based on inscribed sphere 263 

approaches, we also calculated volume fractions based on a spherical pore geometry: 264 

𝐹𝑉,𝑖 =
(

4

3
𝜋𝑅𝑖

3)𝑋𝑖

𝑉𝑝
.       (4) 265 

For both equations, X𝑖 is the number of radii for the 𝑖th radius output by the model, 𝐿 is the 266 

capillary tube length, and 𝑉𝑝 is the total pore volume of the medium.  267 

Results of model runs using Type 3 with N=4 are compared to radius distributions from 268 

MIP and PSF radius distributions in Figure 3 to illustrate typical modeling results. For each 269 

medium, twelve different sets of experimental data (i.e., fluid-flow rate combinations) were used 270 

as inputs. Volume fractions were determined for each set of runs assuming both cylindrical and 271 

spherical pore geometries. Many runs resulted in fewer than N significant radii, which occurred 272 

as one or more pore size classes being assigned very low weights (w < 1x10
-10

) and quantities of 273 

pores (𝑋𝑖<< 1), or, in the case of Problem Type 2, multiple weight classes being assigned 274 

identical radii. For the Type 3, N=4 case, many runs produced only one or two significant radii, 275 

as evidenced by the large number of radii with 𝐹𝑉,𝑖 ≈ 1, which is especially apparent for the 276 

40/50 Accusand and HV media. The dominant radii cluster very near the peak of the MIP 277 

distribution for all media except the 12/20 Accusand. The close correspondence of the model 278 

results to the MIP distribution, rather than the PSF (and other µCT methods), can be explained 279 

by how the model and µCT methods conceptualize the pore space. The ANA model simplifies 280 

the pore structure as a network composed solely of tubes, so the returned radii necessarily 281 

represent effective radii of interconnected pore body-pore throat systems.  282 

 283 

 284 



Confidential manuscript submitted to Water Resources Research 

 

Table 3. Normalized root mean square error (NRMSE) values for saturated water flow simulated 285 

using a capillary bundle approach informed by the pore size distributions from the ANA model 286 

and compared to the experimental data. NR=no runs conducted. 287 

Because these radii are determined from pressure-flow relationships, they will tend to reflect a 288 

strong influence of pore throats, and would therefore be expected to show better agreement with 289 

the MIP distribution, which is effectively a pore throat size distribution (Münch & Holzer, 2008; 290 

Holzer et al., 2016; Xiong et al., 2016; Doyen, 1988; Wise, 1992; Srisutthiyahorn & Mavko, 291 

2017). The PSD, BJT, and PSF image analysis methods, conversely, measure the distributions of 292 

the radii of spheres fit throughout the entirety of the pore space, without distinguishing between 293 

pore throats and pore body, and such a distribution alone would not be expected to directly 294 

correlate with the hydraulically determined, effective radii from the model (Münch & Holzer, 295 

2008; Holzer et al., 2016). The effect of calculating 𝐹𝑉,𝑖 as tubes (Eq. 3) versus spheres (Eq. 4) 296 

varied between media. Media that tended to have model results with fewer significant radii (e.g., 297 

40/50 Accusand and HV media), showed little difference between the two geometries. The 298 

greatest difference was observed for the 12/20 Accusand, for which the volume fractions of the 299 

smallest radii, which were also least correlated to the µCT distributions, were significantly 300 

reduced, while the volume fractions of pore sizes in better agreement with the µCT results were 301 

increased. 302 

The differences between spherical and cylindrical pores were also apparent when 303 

comparing volume-weighted mean pore radii among all problem types. The volume-weighted 304 

means ( 𝑅𝑣
̅̅ ̅) were calculated for all model runs using the equation: 305 

𝑅𝑉
̅̅̅̅ = ∑ 𝑅𝑖𝐹𝑉,𝑖

𝑁
𝑖=1                                                               (5) 306 

and compared with the corresponding MIP and PSF means obtained from µCT analysis, which 307 

represented the extremes of the image processing algorithms used (Figure 2). As shown in Figure 308 

4, for a given medium, the mean pore radii were generally very similar between runs and across 309 

problem types, suggesting that the model produces consistent radii regardless of the specific 310 

inputs and parameters used. When volume fractions were calculated assuming cylindrical pores 311 

(Eq. 3), mean pore radii fell near or below the mean MIP radii, with the greatest deviation 312 

observed for the 12/20 Accusand. Calculating the volume fractions as spherical pores (Eq. 4) 313 

improved the correlation between the model and µCT data, with the mean of the model results 314 

falling between the MIP and PSF means for all media. Notably, the resulting upward shift differs 315 

between media, resulting in an increase of roughly 5x10
-5

 m for the 12/20 Accusand, into the 316 

range of the µCT data, without increasing significantly for the 40/50 Accusand (which would 317 

 40/50 20/30 12/20 HV 

Type 

1 

Type 

2 

Type 

3 

Type 

1 

Type 

2 

Type 

3 

Type 

1 

Type 

2 

Type 

3 

Type 

1 

Type 

2 

Type 

3 

N=2 NR 0.05 0.05 NR 0.05 0.05 NR 0.13 0.10 NR 0.08 0.06 

N=4 0.03 0.03 0.03 0.05 0.07 0.08 0.12 0.11 0.11 0.27 0.05 0.05 

N=7 0.03 0.03 0.03 0.08 0.08 0.08 0.12 0.13 0.12 0.05 0.05 0.05 

N=10 0.03 0.08 0.03 0.08 0.08 0.05 0.12 0.10 0.11 0.11 0.11 0.10 

N=19 0.03 0.09 0.02 0.08 0.09 0.08 0.12 0.12 0.12 0.11 0.11 0.11 
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move the means out of the range of the µCT data). While the fact that the ANA model is based 318 

on cylindrical pores would suggest that the spherical assumption would be inappropriate, it may 319 

be that a common pore geometry is necessary to allow direct comparison between the µCT and 320 

model data on a volume fraction basis.  321 

To further validate the model, the ANA pore distributions were used to simulate water 322 

flow with a bundle of capillaries approach for direct comparison with experimental flows using 323 

the Hagen-Poiseuille equation: 324 

𝑄 = ∑
𝜋𝑋𝑖𝑅𝑖

4Δ𝑃

8𝜇𝐿

𝑁
𝑖=1                                                               (6) 325 

where 𝑄 is the flow rate, Δ𝑃 is the pressure drop across the column, and 𝜇 is the dynamic 326 

viscosity of water at 22°C. Normalized root mean square errors, given by 327 

NRMSE = 
√∑(𝑌𝑒𝑥𝑝−𝑌𝑚𝑜𝑑)2

max (𝑌𝑒𝑥𝑝)−min (𝑌𝑒𝑥𝑝)
,                                                      (7) 328 

were calculated and found to range from 2-13% (with one value of 27%), as tabulated in Table 3. 329 

This approach avoids differences in the conceptualization of pore geometry between µCT and 330 

the model, as it relies only on the number of pores. The results are consistent with the mean pore 331 

size comparison, with error increasing in the order: 40/50 < 20/30, HV < 12/20. The low error 332 

overall demonstrates that the model produces pore size distributions that are hydraulically 333 

equivalent to the experimental system for single-phase systems. 334 

To evaluate the effect of errors in rheological measurements, a sensitivity analysis was 335 

conducted, varying each of the four Cross model parameters for a data set from the 20/30 336 

Accusand experiments (N=4). The results, shown in Figure 5, indicated that all four parameters 337 

linearly impact the volume-weighted mean pore radius, with the value of α having the strongest 338 

effect (
𝛿𝑅𝑣̅̅̅̅

𝛿𝛼
= 1.3). Variation of 𝑘 and 𝜂∞ showed a similar magnitude of effect on 𝑅𝑣

̅̅ ̅ (
𝛿𝑅𝑣̅̅̅̅

𝛿𝑥
=339 

~0.7), but in opposite directions. The model was least sensitive to 𝜂∞ (
𝛿𝑅𝑣̅̅̅̅

𝛿𝜂∞
= ~0.3), likely 340 

because the high shear rates at which the infinite shear viscosity arises only occur immediately 341 

adjacent to the solid surface at the flow rates used in the experiments. 342 

3.3 Soil Water Characteristic Curve 343 

In addition to assessing the accuracy of the pore radii generated by the model, another 344 

objective of this work was to assess the utility of the ANA model as compared to single-fluid 345 

approaches. A major advantage of this method is that it results in multiple radii, which is 346 

especially important in multiphase systems that cannot be accurately predicted based on a single 347 

pore radius. Although most model runs in this study produced fewer than N significant radii, 348 

many runs did result in more than one radii. For example, using carefully selected distributions 349 

of weights, Type 2 runs frequently produced just under N distinct radii, including up to 17 350 

significant radii for N=19. We used a series of Type 2 runs with N=2-19 to assess the additional 351 

value of obtaining multiple radii by estimating water retention curves for the Accusands and 352 

comparing with literature values. The capillary pressure head for each radius class was calculated 353 

with the Young-Laplace equation (Bear 2013): 354 

Ψ𝑖 =
2𝜎 cos 𝜃

𝜌𝑔𝑅𝑖
                                                                             (8) 355 
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where 𝛹𝑖 is capillary pressure head of the ith radius (m), 𝜎 is interfacial tension (0.07191 356 

J/m2 for air-water interfacial tension), 𝜃 is the contact angle (assumed to be zero), 𝜌 is density 357 

(1,000 kg/m3), 𝑔 is gravitational acceleration, and 𝑟𝑅𝑖 is the ith radius.  358 

Simulated primary drainage curves calculated from Type 2 model results for 20/30 359 

Accusand are compared to experimental data extracted from Schroth (1996) in Figure 6a. 360 

Qualitatively, for N=1 (i.e., using water only), the single radius resulted in a capillary pressure 361 

slightly above the main drainage curve from Schroth (1996), failing to capture either the wet or 362 

dry side of the curve. Increasing the number of fluids to N=2 (using the ANA model), results in a 363 

slightly better capture of the dry-side of the curve. For all N>2, the wet-side of the curve is well 364 

characterized by the simulated results. The results for N=4 to N=10 capture the general trend of 365 

the dry side, however, there is some deviation due to overestimation of small-pore volume. The 366 

N=19 case correlates remarkably well with both the high and low saturation sides of the curve 367 

and is shifted only slightly above experimental data through the mid-saturation values. The 368 

NRMSE (Figure 6b) decreases monotonically with increasing N, with a large decrease between 369 

N=2 and N=4, and an error for N=19 nearly 70% lower than for N=1. The water retention curve 370 

was also simulated using the MIP pore size distribution, and the error for this simulation is only 371 

slightly below that of the N=19 model. These results suggest that substantial improvements over 372 

single-fluid approaches may be obtained with only water and three additional non-Newtonian 373 

fluids or flow rates (i.e., N=4) and with an increasing number of experiments the model can 374 

approach the utility of sophisticated imaging methods. It should be noted that no fitting was 375 

involved in obtaining the simulated drainage curves; these are predicted directly from the radius 376 

distributions produced by the ANA model using data from saturated flow experiments.  377 

The fact that the model resulted in fewer than N distinct radii in many cases is a potential 378 

limitation, and the reason for this result is currently being investigated. Since all fluid/flow rates 379 

were determined to be independent based on the criteria discussed in Attallah (2015), one 380 

possibility is that the distributions of pore sizes in these homogeneous, well-sorted sands are 381 

narrow to a degree that the precision of the method is insufficient to resolve separate pore 382 

classes. This explanation is supported by the fact that runs for the 40/50 Accusand, which had the 383 

narrowest pore size distribution, consistently returned only one or two radii (regardless of N), 384 

while still resulting in low error and a consistently strong correlation to µCT pore size 385 

distributions. The runs for the 12/20 Accusand and HV media, which had broader pore size 386 

distributions, commonly returned three or more significant radii. Further study is underway to 387 

investigate this phenomenon. Even with the homogenous sands used in this study, however, it 388 

was possible to obtain distributions of pore sizes using Problem Type 2 by varying the input 389 

weight distribution.  390 

5 Conclusions 391 

The work described here served as the first validation of the ANA model for real porous 392 

medium systems, with two major goals: (1) assess the accuracy of the ANA model with regards 393 

to its ability to predict pore radii consistent with physical porous medium systems, and (2) assess 394 

the usefulness of the model in characterizing real soils. With perhaps the exception of the 12/20 395 

Accusand, the model effectively identified the pore throat radii (MIP) of the media. Mean pore 396 

radii produced by the model were consistent with those determined from µCT and saturated 397 

water flow simulated using model-produced radii closely matched the experimental data. The 398 

major trends among the varying media were captured (e.g., 40/50 Accusand has smallest and 399 
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narrowest pore size distribution, 20/30 Accusand had a larger and broader pore size distribution). 400 

While the model failed to provide N distinct radii in all cases, it did produce multiple radii in 401 

many runs, especially those conducted using Problem Type 2. The results of runs with up to 17 402 

distinct radius classes were used to estimate drainage curves with the Young-Laplace equation, 403 

and were found to agree with published experimental results remarkably well. Importantly, the 404 

method is not intended to serve as a replacement for sophisticated imaging techniques or 405 

computationally demanding models, but rather to provide a convenient and user-friendly 406 

approach to improve soil characterization. While the experimental apparatus used in this work 407 

included precision syringe pumps and pressure transducers, the method itself is designed to be 408 

amenable to the use of simple, safe, and inexpensive apparatus, allowing implementation nearly 409 

anywhere, including potentially in in situ field applications. For example, a constant head 410 

permeameter with piezometers for measuring the head drop cost on the order of USD$200-300 411 

and can be constructed from readily available hardware for considerably less (see, e.g, Attallah 412 

& Abou Najm 2019). While further study is recommended to fully address the applicability of 413 

the method to a broader range of systems, assess the effect of the precision of rheological and 414 

pressure measurements, and adapt it for in situ field applications, the results of this work 415 

demonstrate that the model provides pore size distributions consistent with both hydraulic 416 

characteristics and µCT measurements of porous medium systems and support its suitability for 417 

its intended purpose. 418 
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Symbols and Abbreviations 

  

    Acronyms and abbreviations Symbols 
 ANA Abou Najm and Atallah method 𝐹𝑉 Volume fraction 

BJT BoneJ (ImageJ) thickness image analysis algorithm 𝐹𝑉,𝑖 Volume fraction of pore radius class i 

DDI distilled, deionized water 𝐹𝑉,𝑖
̅̅ ̅̅̅ Normalized volume fraction of pore radius class i 

MIP 
Mercury intrusion porosimetry simulation (xlib ImageJ 
plugin) 𝑔 Gravitational acceleration 

NRMSE normalized root mean square error ∆𝐻 Head difference across column 

PSD Continuous pore size distribution (xlib ImageJ plugin) 𝑘 Cross model parameter 

PSF Porespy pore size distribution function 𝐿 Length of column 

µCT Micro-computed x-ray tomography 𝑁 Number of radius classes 

  
∆𝑃 Pressure difference across column 

Greek Letters 𝑄 Volumetric flow rate  

𝛼 Cross rheological model exponential parameter 𝑅𝑖 Radius of pore size class i 

𝜂 Apparent viscosity 𝑅𝑉
̅̅̅̅   Volume-weighted mean pore size 

𝜂∞ Infinite shear viscosity (Cross model parameter) 𝑅𝑒 Reynolds number 

𝜂0 Zero shear viscosity (Cross model parameter) 𝑣 Mean flow velocity 

𝛾̇ Shear rate 𝑉𝑝 Volume of pore space 

𝜇 Dynamic viscosity 
𝑤𝑖 

"Weight" = fraction of flow through pores of 
radius class i 

Φ Capillary pressure head 𝑋𝑖 Number of pores of radius class i 

𝜌 Density 
  𝜎 Interfacial tension 
  𝜃 Contact angle 
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 614 

Figure 1 - Summary of the µCT image processing method. Clockwise from upper left: initial 615 

cross-sectional image slice; cropping to remove glass column from image and create a square 616 

image; segmentation using the Otsu algorithm in ImageJ; pore size distribution determination 617 

(2D representation of BJT distance map shown). 20/30 Accusand shown. 618 

Figure 2. Pore size distributions of the four sands from four µCT image processing methods: 619 

PSD = continuous pore size distribution of the xlib ImageJ plugin; MIP = mercury porosimetry 620 

simulation of the xlib ImageJ plugin; BJT = thickness function of BoneJ plugin for ImageJ; PSF 621 

= pore size function of Porespy code.  Lines represent normal distributions fit to the data in 622 

Matlab. 623 

Figure 3. Pore size distributions for Problem Type 3 with N=4.  For each medium, 12 model 624 

runs were conducted with different sets of fluid/flow rate experimental data, with each run 625 

depicted with a distinct symbol. Solid and dashed lines represent normal distributions from the 626 

µCT data for the PSD and MIP methods, respectively. Pore radii are shown as normalized 627 

volume fractions, assuming both cylindrical (left figure of each pair) and spherical radii (right 628 

figures). 629 

Figure 4. Box plots displaying the volume-averaged mean pore radii calculated from µCT data 630 

and modeling results assuming cylindrical pores (top) and spherical pores (bottom). The solid 631 

horizontal line represents mean radius from PSF and the dashed horizontal line represents the 632 

mean radius from MIP. PT1S = Problem Type 1 with varying fluids/flow rates (N=4); PT1R = 633 

Problem Type 1 with varied radii (N=4); PT2S = Problem Type 2 with varying fluid/flow rates; 634 

PT2W = Problem Type 2, varied weights; PT3 = Problem Type 3. Tortuosity = 2 for all runs. A 635 

summary of all runs performed is available in Table S2 of the SI. 636 

Figure 5. Effect of Cross model parameters on the volume-weighted mean pore radius. The 637 

ANA model (Problem Type 1) was run for a set of experimental inputs for 20/30 Accusand 638 

(N=4), varying each parameter independently. Volume-weighted mean pore radii were calculated 639 

for each model run and reported as the variation from the case with the original parameters. 640 

Figure 6. (a.) Simulated soil-water retention curves for 20/30 Accusand using results of Type 2 641 

model runs with varying values of N (lines) shown with experimental results for the same sand 642 

extracted from Ref. 1.  The N=1 data is based on the radius obtained when only water is used.  643 

For all values of N, the simulated results closely follow the experimental data, with deviations 644 

primarily occurring at lower saturations. (b.) The NRMSE shows a significant decrease at N=4 645 

and continues to decrease through N=19. The dashed line represents the error for the drainage 646 

curve simulated with the MIP µCT pore size distribution (consisting of 34 radii). 647 
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