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ABSTRACT OF THE DISSERTATION

Computer Network Optimization Using the Power Metric

by

Meng-Jung Tsai

Doctor of Philosophy in Computer Science

University of California, Los Angeles, 2024

Professor Leonard Kleinrock, Chair

Modern network research focuses on optimizing performance through congestion control,

quality of service, and fairness. With the rapid expansion of networks and increasing traffic,

balancing throughput and response time has become critical. This thesis explores this tradeoff

and introduces the Power metric as a tool for optimizing network performance and expands

its investigation to achieving optimized performance with optimum fairness.

The Power metric, defined as the ratio of normalized throughput to normalized mean

response time, serves as our performance optimization goal. Previous research primarily

focused on single-flow systems, but contemporary networks involve multiple flows with more

complex scenarios. This work extends Power analysis in performance optimization to modern

network environments, developing a model that also accommodates multiple flows. We further

examine different queueing disciplines that implement various levels of flow discrimination.

In addition, we examine fairness metrics coupled with performance optimization.

Our research focuses on three aspects: performance, flow priority discrimination, and

fairness. We introduce performance metrics, including individual power, sum of power, and

average power, and optimize these metrics using an M/M/1 system model with multiple flows

under different queueing disciplines. We also explore fairness metrics such as throughput,

delay, and power, and investigate scenarios where optimum performance and equal fairness

ii



can be achieved simultaneously.

Additionally, we study generalized power, which allows specifying the relative preference

for throughput versus delay, providing a flexible approach to optimizing network performance

based on specific requirements.

In summary, this research represents a first step in incorporating performance, fairness,

and priority flow discrimination into the Power metric analysis for modern multi-flow network

environments. Our goal is to provide insights, guidance, and "rules of thumb" for system

designers to create more efficient and equitable network systems.
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Chapter 1: Introduction

Modern network research has long focused on design decisions that optimize network

performance, through consideration of congestion control, quality of service (QoS), differenti-

ated services(DiffServ), and fairness. However, as networks expand and traffic explodes due

to video streaming, cloud computing, and ubiquitous mobile devices [1, 2], factors such as

effective congestion control, efficient quality of service, and balanced resource distribution

have gained considerable importance. These factors are crucial for accommodating the

ever-increasing demands without compromising network performance.

Given the multitude of factors influencing network performance, a central challenge

emerges: how to strike a balance between throughput and response time. This

balance is fundamental for delivering a seamless user experience while maintaining network

efficiency. It’s crucial not only within individual data flows (intra-flow) but also across

multiple flows (inter-flow) competing for shared resources. The following sections study this

throughput-response time tradeoff by introducing a metric called Power as a potential tool

for optimizing network performance effectively. We then extend the study by addressing the

issue of fairness among the competing network flows while simultaneously optimizing network

performance. Subsequently, we discuss the limitations of previous research on Power, present

our specific problem statement, and outline our focus on addressing these challenges.
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1.1 Tradeoff between Throughput and Mean Response

Time

Users interacting with networks often prioritize two key metrics: throughput and mean

response time. The desire for faster speeds (higher throughput) and quicker responses (lower

response time) reflects our natural inclination to access information as quickly as possible.

However, achieving both simultaneously presents a challenge: throughput and response

time exhibit a tradeoff. Figure 1.1 visually represents this concept. The x-axis represents

throughput (denoted by γ), which signifies the network’s transmission rate, measured in

packets (bytes) successfully delivered per second. The y-axis depicts mean response time

(denoted by T (γ)), the average time taken for a packet to travel from source to destination.

As illustrated in Figure 1.1, response time typically exhibits a positive correlation with

throughput. Generally, increasing traffic volume (higher throughput) leads to a corresponding

rise in response time. Conversely, reducing traffic to achieve lower response times results in a

decrease in throughput. Therefore, a critical aspect of network management lies in identifying

an "optimal" operating point that effectively balances these two competing factors.

Figure 1.1: The tradeoff between throughput and mean response time
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1.2 Power as the Optimization Metric

To quantitatively assess the intricate balance between throughput and mean response

time, we utilize the Power metric (denoted as P ). It was originally defined as the ratio of

throughput to mean response time, γ
T (γ)

. In this work, we use a slightly different definition

for this metric, normalizing both the numerator and denominator, leading to:

P =
ρ

µT (ρ)
(1.1)

Here, the numerator throughput γ is normalized to ρ = λ
µ
, where λ is the average input

arrival rate, assuming λ = γ, and µ is the average system service rate1. The denominator,

mean response time T (γ), is normalized to µT (ρ), based on the average service time per

packet, 1
µ
. We will explain the normalization in detail in Chapter 2. We adopt this form of

the power metric to serve as our optimization goal. A higher Power metric signifies a net-

work that efficiently utilizes resources, achieving both high throughput and low response time2.

Introduced in [3] and further investigated in subsequent works [4–6], the Power metric has

garnered attention for its potential in network congestion control [7]. Its unique strength lies

in capturing both throughput and mean response time, providing a holistic view of network

performance. Note that the Power metric increases when throughput increases or when mean

response time decreases, so our goal will be to maximize power.

1 λ and µ are both measured in packets (or bytes) per second. λ represents the average number of packets
(bytes) entering the system per second, and µ represents the average number of packets (bytes) the system
can process per second. We assume a no-loss system, so the input rate equals the output rate, meaning λ = γ.

2 In the remainder of this document, any mention of response time is explicitly intended to be interpreted
as "mean response time."
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Furthermore, the Power metric aligns with the intuitive principle of deterministic reasoning:

keep the pipe just full, but no fuller [7], particularly in a stochastic system. By maximizing

the Power metric, we aim to strike a balance between high throughput and low response

times, ultimately contributing to effective network congestion management.

1.3 Limitations of Previous Research on Power to Today’s

Networks

Previous research on power [3–7] has primarily focused on a single flow system, typically

involving one hop or multiple hops. However, contemporary networks, as illustrated in Figure

1.2, presents a level of complexity that far exceeds these simplified scenarios. In this intricate

network environment, several factors come into play.

Figure 1.2: An example of current networks: multiple flows, multiple hops3, different routes,
and different queueing disciplines.

3 We focus on one-hop analysis, paralleling the bottleneck, and do not consider the effect of multiple hops
in this dissertation.
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First, the presence of multiple flows navigating diverse routes and encountering var-

ious bottlenecks introduces a heterogeneity, with each flow serving distinct purposes and

requiring a nuanced understanding. Moreover, network traffic is often divided into different

classes, each following specific quality of service (QoS) standards [8, 9] and assigned different

scheduling priorities. For instance, multimedia applications like two-way video streaming

and VoIP [10,11] require low latency and high bandwidth, necessitating prioritization over

bulk data transfers that can tolerate higher delays but require high throughput. Frameworks

like DiffServ (Differentiated Services) [12,13] and IntServ (Integrated Services) [14] address

these needs by enabling differentiated service levels and employing mechanisms like priority

queueing [15–17].

Furthermore, ensuring fairness among flows while still optimizing performance is essential,

especially when implementing differentiated services and priority queueing, as it is essential to

prevent starvation for lower priority flows. While prioritizing certain traffic, like voice calls,

is essential, it shouldn’t come at the expense of fairness for other flows. Without fairness,

low-priority flows could experience starvation or excessive delays, leading to a degraded

user experience. However, ensuring fairness becomes increasingly complex in practice as to-

day’s diverse network environments see a rise in applications with varying service requirements.

Adding to the complexity, networks employ congestion control at two critical points:

end-to-end control and router-based control. These approaches present distinct opti-

mization challenges due to their different information access and objectives. End-to-end

control, implemented in TCP protocols with diverse algorithms like Tahoe [18], Reno [19,20],

Vegas [21], Cubic [22], DCTCP [23], Timely [24], BBR [25], HPCC [26], and Swift [27], reacts

to congestion encountered for a given flow along its path, aiming to achieve a balance between

maximizing its own throughput and ensuring fairness, but without complete knowledge of
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other flows. In contrast, router-based control adopts a more holistic perspective, having

knowledge of all flows traversing through that router. To achieve an overall efficient and fair

allocation of resources, router-based control must differentiate between various flows and

strive for "good" performance for all users. Techniques utilized include congestion signaling

(ECN [28] and XCP [29]), active queue management (RED [30] and CoDel [31]), and router

buffer sizing [32] to address the overall performance of all flows and balance fairness among

them.

Given these complexities, navigating the network landscape to achieve the optimal balance

between throughput and response time using the power metric requires a thorough analysis.

This analysis must delve into the intricacies introduced by multiple flows and various queue-

ing disciplines, accounting for both end-to-end and router perspectives. A comprehensive

understanding is essential for effectively addressing the diverse challenges posed by today’s

intricate networks.

1.4 Research Goal

As we see, modern networks present a complex landscape characterized by multiple flows,

differentiated services (implemented through varied queueing disciplines), and the critical

need for fairness. While the power metric effectively balances throughput and response

time to identify optimal operating points, previous analyses using this metric are limited by

models that focus on single-flow systems. These simplified models fall short of addressing the

complexities of contemporary networks, which involve multiple flows and diverse requirements.

This research aims to extend power analysis to current network environments,

deriving high-level insights for system designers. We develop a comprehensive mathe-

matical analysis that accommodates multiple flows and incorporates various aspects of today’s
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network complexity. Our analysis will focus on three core aspects:

1. Performance: Characterized by different transformed versions of power for multiple

flows.

2. Flow priority discrimination: Represented by different functions of throughput to

mean response time for different queueing disciplines.

3. Fairness: Essential for ensuring equitable resource allocation among competing flows

and preventing starvation or excessive delays.

This research represents a first step towards a holistic understanding of the interrelation-

ships between these aspects, how they affect each other, and how to optimize and balance them.

We aim to simplify the mathematical modeling of complex networks and explore their

impact on the power metric. By evaluating various forms of power optimization criteria

based on differing performance needs and applying these optimizations to different queueing

disciplines, while addressing the issue of fairness, we generate valuable insights that can assist

in designing effective and implementable congestion control algorithms. Our ultimate goal is

to adapt power analysis to modern networks, integrating considerations of performance,

flow discrimination, and fairness, thus offering practical guidance to system designers for

creating more efficient and equitable network systems.

1.5 Problem Statements

The Power metric, while effective in single-flow scenarios, faces limitations when applied

to modern, multi-flow network environments. These limitations, arising from the complexities

of multi-flow systems, lead to the following key questions:
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• How can we define the Power metric in a way that explicitly accounts for

throughput and delay in multi-flow systems? The current definition of the Power

metric is general and doesn’t explicitly define how throughput and delay are calculated

in a multi-flow system. This ambiguity makes it difficult to apply the Power metric

effectively in multi-flow scenarios.

• How can the model incorporate mechanisms for differentiated services to

prioritize certain data flows? This will ensure that critical data flows receive the

necessary resources and achieve their performance targets. This is related to various

priority queueing disciplines, leading to questions like: What are the optimal operating

points under different queueing disciplines? How do these points change with the

queueing disciplines?

• How can we evaluate fairness in resource allocation across multiple flows?

What happens if we use Power, as well as throughput and delay, as a fairness metric?

• Can we achieve both optimal performance and optimum fairness simulta-

neously in a multi-flow system? If so, under what performance metrics and what

fairness metrics can we achieve this, and at what operating point? This question delves

into the fundamental trade-off between performance and fairness, and explores potential

scenarios where both can be optimized.

• How can the model adapt to diverse throughput and delay requirements for

different flows? The model should be able to adapt to these diverse requirements,

providing tailored solutions that meet the specific needs of individual flows.
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1.6 Summary of Results

To address the questions outlined in the problem statements, we define multiple forms of

power as performance metrics for a multiple-flow system with n flows:

1. individual power of the ith flow Pi

2. sum of (individual) powers Psum

3. average power Pavg

We then optimize these performance power metrics within an M/M/1 system with multiple

flows under various queueing disciplines, spanning the full spectrum of flow discrimination

from minimum to maximum. Furthermore, we discuss fairness metrics, including throughput,

delay, and power. Additionally, we combine performance and fairness considerations along

with the degree of flow discrimination to determine when optimum performance and optimum

fairness4 can be achieved simultaneously. Finally, we adopt the generalized power concept

and extend it to our performance metrics.

We now present a brief outline of this dissertation and summarize key findings. In the first

chapter, we discuss issues related to congestion control in computer networks, narrowing down

to the throughput-delay tradeoff. We then choose to use the Power metric to address this

competing relationship and discuss the limitations of previous work on the Power metric in

contemporary networks, with a particular focus on multiple-flow systems. Following this, we

present our overall goal, which is to develop a mathematical optimization model incorporating

performance, flow priority discrimination, and fairness to provide high-level guidance

for system designers.

4 By "optimum fairness", we mean "equal fairness" throughout this dissertation. When we refer to
"fairness," it implies "optimum fairness" throughout this dissertation.
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In chapter 2, we describe the single-server queueing theory model used to model computer

networks and the notations associated with that model. We then introduce the Power metric

in detail, describe its normalization and present preliminary results about it in the context of

maximizing the power metric in the M/M/1 and M/G/1 queueing systems5.

In Chapter 3, we extend the model from a single-server, single-flow system to a single-

server, multiple-flow system. We introduce priority queueing disciplines, with First-Come,

First-Serve (FCFS) as the minimum flow discrimination and Head-of-the-Line (HOL) as the

maximum flow discrimination. We then present two families of queueing disciplines that span

the full spectrum of flow discrimination between FCFS and HOL.

In Chapter 4, we introduce our first multi-flow performance metric called individual

power, which focuses on an end-to-end perspective and is denoted by Pi for the ith flow. This

metric utilizes the individual flow parameters ρi and µTi for the numerator and denominator,

respectively, expressed as Pi =
ρi
µTi

. We then optimize this performance metric for multiple

flows under both First-Come First-Served (FCFS) and Head-of-Line (HOL) queueing disci-

plines, identifying the equivalent optimal operating points when each flow simultaneously

optimizes its individual power. These optimization results are summarized in Table 4.1. We

further investigate the iterative process involved in achieving these equivalent operating points.

Additionally, we explore alternative approaches for normalization and proceed with optimiza-

tion under these new formulations. The results of this investigation are presented in Table 4.3.

In chapter 5, we introduce our second performance metric, called sum of power, which

takes an overall system perspective and is denoted by Psum =
∑n

i=1 Pi. We identify the

5 Note that the M/M/1 model is used throughout this dissertation, except in Chapter 6 and Section 2.2,
where the M/G/1 model is applied.
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operating points that maximize this performance metric under both FCFS and HOL queue-

ing disciplines. Surprisingly, the optimum sum of power for HOL is achieved under equal

utilization factors for each flow. Additionally, we investigate properties of this metric, such as

symmetry. The optimization results for this metric are summarized in Table 5.1. Comparisons

of using individual power and sum of power as optimization goals are presented in Figures

5.5 and 5.6.

In chapter 6, we propose our third performance metric, called average power, which is

also based on a holistic system aspect and is denoted by Pavg =
∑n

i=1 ρi∑n
i=1(

ρi
ρ
µTi)

. We apply the

conservation law [33] to this metric and discover that optimizing it is equivalent to optimizing

a single flow, as detailed in Theorem 6.2. This result is applicable not only to M/M/1 systems

but also to the broader range of M/G/1 systems.

In Chapter 7, we extend the optimization analysis of performance metrics to a wider

spectrum of queueing disciplines (i.e., those between FCFS and HOL). We utilize the two

families of queueing disciplines with flow discrimination ranging from minimum to maximum,

introduced in Chapter 3. We proceed with individual power optimization and sum of power

optimization for these queueing disciplines. We present both the analytical and numerical

results for n = 2 and for arbitrary n. Finally, we identify the queueing parameters β in the

beta-priority system and k in the delay-dependent system6 that maximize the sum of power

for given values of ρ1 and ρ2. We found that the optimized sum of power for both systems

increases monotonically with given values of ρ1 and ρ2.

In Chapter 8, we discuss common fairness metrics, namely, throughput and delay, and

propose using "(individual) power" as an additional fairness metric. We then thoroughly

6 Choice of β and k parameters allow us to range from FCFS to HOL.
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examine the concept of equal power fairness (which we often refer to as "power fairness") in

an M/M/1 system with two flows using the beta-priority system and the delay-dependent

system. We define the feasible regions where power fairness is achievable and identify the

queueing parameters β in the beta-priority system and k in the delay-dependent system that

achieve power fairness for given values of ρ1 and ρ2 in a two-flow system.

In Chapter 9, we integrate the three performance metrics and three fairness metrics with

various queueing disciplines, represented by flow discrimination, into a three-dimensional

framework. We examine the 9 combinations of performance metrics and fairness metrics,

derived from our 3 performance metrics (individual power, sum of power, average power) and

our 3 fairness metrics (throughput, delay, individual power). We analyze these combinations

across different queueing disciplines and under varying numbers of flows.

In Chapter 10, we study the concept of generalized power, introduced by Kleinrock,

which allows for specifying the relative preference for throughput versus delay. We extend

this definition to our individual power metric and optimize individual generalized power

under the FCFS and HOL queueing disciplines to identify the optimal operating points.

In Chapter 11, we outline potential future work to extend this dissertation.

12



Chapter 2: Background

This chapter dives into the crucial concept of the Power metric within the context of

queueing theory, specifically focusing on single-server queueing systems as models for com-

puter networks. The Power metric is valuable tool for understanding and optimizing system

performance by analyzing the balance between system resource utilization and mean queueing

delays. We begin by establishing the network model, elucidating key parameters such as

arrival rate, service rate, efficiency, loss rate, throughput, and mean response time.

Next, we introduce the definition of the power metric and review previous research related

to it. Of particular note is Kleinrock’s seminal work from 1979 [5], which identified the

optimal power levels for both M/M/1 and M/G/1 systems. This research yielded valuable

insights into congestion control, summarizing the optimal strategy as "keep the pipe just full,

but not fuller."

2.1 The Single-Server Queueing System

A computer network system can be modeled as a global single server queueing system

where packets arrive at a rate λ (packets/second), undergo processing within the system,

and depart as in Figure 2.1. Though an idealized and simplified representation, this model

remains a valuable tool for understanding and analyzing various aspects of network perfor-

mance, particularly throughput and delay. We use the following notation to describe the key

parameters of this system:
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Figure 2.1: Model of a computer network system as a single-server queueing system.

• t̄: Mean inter-arrival time of packets, measured in seconds.

• λ: Average arrival rate of packets into the system, measured in packets per second and

calculated as λ = 1
t̄
.

• x̄: Mean service time of a packet, measured in seconds.

• µ: Average service rate of the system, indicating the number of packets that can be

processed per second, calculated as µ = 1
x̄
.

• ρ: Utilization factor (also known as efficiency), representing the proportion of time the

server is actively engaged in serving packets. It is computed as ρ = x̄/t̄ = λ/µ, with

the requirement that 0 ≤ ρ < 1 for system stability.

• B: Loss rate or blocking probability, which denotes the likelihood that an incoming

packet will be denied entry into the system or dropped.

• γ: Throughput, representing the volume of traffic that successfully traverses the system.

It is calculated as γ = λ(1−B) and measured in packets/second.

• T=T(γ): Average (mean) response time (delay), indicating the average duration (mea-

sured in seconds) a packet spends within the system, inclusive of both waiting time

and service times. Specifically, T = W + x, where W denotes the average waiting time.
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This metric typically varies as a function of throughput, hence we use the notation

T(γ)1.

In the following analysis, we focus on a lossless system, where B=0, implying that input

traffic λ is equivalent to throughput γ, and the mean response time T=T(γ)=T(λ).

The distribution of service time and arrival time may be deterministic or stochastic.

Different distributions are denoted as follows [34]: D represents a deterministic distribution,

M represents an exponential distribution, G represents a general distribution. We use the

notation A/B/K to represent the system characteristics, where A is instantiated by D, M,

or G to represent the distribution of packet inter-arrival times, λ̃ 2; B is also instantiated

by D, M, or G to represent the distribution of packet service time, x̃; and K stands for the

number of servers in the system.

This thesis focuses on single-server queueing systems as models for computer networks.

To be more specific, we focus on two common systems: M/M/1 and M/G/1. In this

context, the K parameter in the notation A/B/K is set to 1, representing a single server.

A is instantiated with M, since we assume a Poisson arrival process, meaning that inter-

arrival times are independently and exponentially distributed. B is instantiated with either M

or G, representing either the exponential distribution or a general distribution for service times.

1 In the remainder of this document, by any mention of response time (or delay) we explicitly intend it to
be interpreted as "mean response time" (or "mean delay").

2 Note that the tilde symbol˜ in t̃ indicates a random variable, while placing a bar over it as t denotes its
average value (mean).
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2.2 The Power Metric

2.2.1 Definition

Recall that Power is a metric that combines two competing performance measures, through-

put and mean response time (delay), into a single metric. It was first introduced by Giessler

in [3] as the ratio of throughput to mean response time, γ
T
. This definition parallels the

concept of "power" in physics, where power is defined as energy divided by time. In this anal-

ogy, throughput corresponds to energy and mean response time (or delay) corresponds to time.

Kleinrock, in [5], proposed an alternative definition of power that normalizes both through-

put and mean response time. This normalized power is expressed as:

P =
ρ

µT
(2.1)

Here, the throughput is transformed into the utilization factor (efficiency) using the equation

ρ = γ
µ
= λ(1−B)

µ
. Since we consider a lossless system (B = 0), ρ can be simplified to λ

µ
. The

mean response time is normalized by dividing it by the no-load response time, T (0), which is

equivalent to the average service time, 1
µ
. This normalization results in a power metric that

is dimensionless. We will use this normalized power definition throughout this dissertation.

It’s worth noting that Little’s Result [35], expressed as N = λT also combines the utilization

factor (efficiency) and the normalized mean response time, but through multiplication:

N = λT =
λ

µ
(µT ) = ρ(µT ) (2.2)

Here, N represents the average number of packets in the system, which is another commonly
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used metric in queueing theory analysis.

2.2.2 The Maximal Power Operating Point

Recall the discussion in Section 1.1 regarding the tradeoff between throughput and mean

response time. Our objective now is to identify the operating point for power that addresses

this tradeoff. In essence, we aim to optimize power by increasing system utilization while

keeping mean response time low. This involves finding the operating point that yields the

maximum power value, often referred to as "the knee point" on the system’s performance curve.

Before reaching the knee point, increasing system utilization usually improves efficiency

without significantly increasing mean response time. Therefore, we seek to augment utilization

until this knee point is reached. Beyond this threshold, however, any further efficiency gains

lead to a disproportionate rise in mean response time.

To find the maximal power operating point, we differentiate power with respect to efficiency

and set the derivative equal to zero:

dP

dρ
=

d ρ
µT

dρ
=

µT − ρdµT
dρ

(µT )2
= 0

This implies that the numerator, µT − ρdµT
dρ

, must be zero. Therefore, the condition for

maximizing power is:
µT

ρ
=

dµT

dρ
(2.3)

Equation 2.3 indicates that at the maximal power point, which we henceforth denote as ρ∗,

the derivative of the curve µT (ρ) is equal to the slope of the straight line connecting the

origin to (ρ∗, µT (ρ∗)). This relationship is illustrated in Figure 2.2, where the derivative at
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ρ∗ is equal to µT (ρ∗)
ρ∗

.

Another key observation from this figure is that, at any point (a, µT (a)) on the curve,

the power value is inversely proportional to the slope of the line from the origin to that

point as shown in blue. This relationship holds even when the response time function is

non-differentiable, discontinuous, or non-convex. Consequently, finding the maximal power

point is equivalent to finding the line of minimum slope originating from the origin that

intersects the curve. When T (ρ) is continuous and convex, then this line represents the

tangent to the curve µT (ρ). Hence, in the continuous convex case, the maximal power point

can be determined by identifying the tangent to the curve that passes through the origin.

Figure 2.2: Relationship between slope and power. The slope of a straight line out of the
origin to any point on the curve is the inverse of power at that point.

18



2.2.3 Maximal Power in M/M/1 queueing systems

According to [36], in the M/M/1 queueing system, we know that

µT (ρ) =
1

1− ρ
(2.4)

and therefore, the power is

P =
ρ

µT
= ρ(1− ρ) (2.5)

In [5], Kleinrock derived the optimal power point

ρ∗ = 0.5 (2.6)

Substituting Equation 2.6 into Equation 2.5, the corresponding maximal power value is

P ∗ = ρ∗(1− ρ∗) = 0.25 (2.7)

Additionally, Kleinrock calculated the average number at optimality as

N∗ = ρ∗
1

1− ρ∗
= 1 (2.8)

This implies the deterministic reasoning: "keep the pipe just full, but no fuller" [7].

2.2.4 Maximal Power in M/G/1 queueing systems

In [5], Kleinrock extended the same optimization to a more general system, the M/G/1

system, where

µT (ρ) = 1 +
ρ(1 + C2

b )

2(1− ρ)
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Here, C2
b represents the squared coefficient of variation for the service time, which is the ratio

of variance (x2 − x2) to the squared mean service time (x2):

C2
b =

x2 − x2

x2

He demonstrated that in the M/G/1 system, the optimal operating point is achieved when

ρ∗ =
1

1 +

√
1+C2

b

2

(2.9)

and then N∗, the average number in system at this optimal point is still:

N∗ = 1 (2.10)

2.3 Limitations

This chapter introduced the single-server queueing model and explored preliminary re-

search results concerning the power metric. While this model offers simplicity and leads to

good intuition by accommodating only one flow, it has inherent limitations. Notably, it fails

to fully capture the complexity of real-world networks, particularly the competition among

multiple flows for network bandwidth.

The single-server queueing model treats multiple flows as a composite flow, leading to an

optimization process that yields an optimal solution for the aggregate flow. However, this

approach does not address how individual flows should share the available bandwidth. This

limitation highlights the need for a more comprehensive queueing system with multiple flows

to accurately determine the optimal operating point for each flow and identify the optimal
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bandwidth allocation strategy.

Moreover, the single-flow system does not account for scenarios with different queueing

disciplines. It assumes that packets from multiple flows are aggregated into a composite queue

based solely on the first-come-first-serve policy. However, different queueing disciplines result

in varying packet orderings from different flows when merging into a queue, consequently

impacting the response time of each flow differently. Given the need to prioritize traffic flows

based on their properties, various queueing disciplines are valuable in real-world networks.

Therefore, it is crucial to incorporate the effects of diverse queueing disciplines into our model

to achieve a more realistic representation of network behavior.
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Chapter 3: Model

In the previous chapter, we discussed the limitations of the single-server queueing model

in capturing the complexity of real-world network scenarios, particularly in handling multiple

flows and various queueing disciplines. To address these limitations, this chapter introduces

a queueing system with multiple flows, focusing on different queueing disciplines to handle

various flows. This system serves as a model for the complex network outlined in Chapter

1 and depicted in Figure 1.2. Several simplifications are made below to render the model

solvable while retaining sufficient complexity to effectively capture the impact of multiple

flows and different queueing disciplines.

3.1 Multiple Flows System

The multiple flows queueing system we consider is an M/M/1 system illustrated in Figure

3.1. This will be used throughout this dissertation1. There are n flows entering the system,

with each flow having a packet arrival rate of λi packets per second from a Poisson process.

Each flow is assumed to have the same packet service rate, µ packets per second from an

exponential distribution, with the average service time per packet being 1
µ

seconds. The

utilization of each flow is thus

ρi =
λi

µ
(3.1)

1 This dissertation primarily focuses on the M/M/1 queueing model. We will explicitly specify the use of
other models, such as the M/G/1 model, when applicable. If we don’t explicitly say it, we assume an M/M/1
system.
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and the total system utilization is

ρ =
n∑

i=1

ρi (3.2)

These n Poisson processes can be viewed as a combined Poisson process with total average

arrival rate of λ =
∑n

i=1 λi. The total system utilization ρ can also be computed as

ρ =
n∑

i=1

ρi =
n∑

i=1

λi

µ
=

λ

µ
(3.3)

When combined into a single flow, the system can be seen as a single flow. However, we

explicitly differentiate each flow here to observe the impact of multiple flows, particularly

when different priorities are applied to each.

For the queueing discipline used to handle the order of packets from various flows being

queued and entering service, this dissertation focuses on a family of work-conserving

queueing disciplines, represented by the yellow box in Figure 3.1. A "work-conserving"

discipline ensures that no work (or service requirement) is created or destroyed within the

system, maintaining a constant system workload. As defined in Section 5.2 of [37], this family

of work-conserving queueing disciplines adheres to the following principles:

• No defections: Work does not leave the system before completion.

• No additional workload generation: No new work is created within the system.

• Preemption: Preemption is allowed only for exponentially distributed service times in a

preemptive-resume setting.

• No server idleness: The server never idles when work is available.

Within this family, first-come, first-served (FCFS) represents the least discriminatory disci-

pline, while head-of-line (HOL) represents the most discriminatory. FCFS and HOL define

the upper and lower boundaries of flow priority discrimination within this family of queueing
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disciplines. Other disciplines of this family falling between these extremes will be introduced

in the following section.

Figure 3.1: Model for a single hop M/M/1 system with multiple flows using work-conserving
queueing disciplines.

3.2 Assumptions and Simplification

The model in Figure 3.1 resembles a single flow system but focuses on different queueing

disciplines to handle tbe various flows. Compared to real network systems, several simplifica-

tions are made below to concentrate on understanding the impact of transitioning from a

single flow to multiple flows, particularly how different flows with varying throughput and

delay requirements compete for system resources. The simplifications we make include:

• From Multiple Hops to Single Hop

The network graph depicted in Figure 1.2 consists of multiple hops. However, for our

analysis, we simplify the network to a single hop. This simplification is justified by the

fact that congestion typically occurs at a bottleneck, where most of the waiting time

arises. By focusing on the analysis only at the bottleneck, we can avoid the influence of

multiple hops, allowing us to analyze the effect of multiple flows more accurately.

• Assume M/M/1

As stated above, each flow is assumed to arrive from a Poisson process, and the required

service time of each packet is exponentially distributed, and the average service time for
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each flow is identical. We opt for the M/M/1 model here as it simplifies the computation

regarding mean response time. This choice facilitates easier analysis, allowing us to

uncover potentially hidden insights. The M/M/1 model is the default unless otherwise

explicitly stated.

• First Focus on Two Queueing Disciplines

The two queueing disciplines that we initially focus on are first-come, first-served (FCFS)

and head-of-line preemptive-resume priority (HOL) [15–17]. This choice is primarily

driven by their common use in queueing disciplines and their simplicity for calculation,

particularly due to their uncomplicated form in terms of response time. Furthermore,

these two disciplines represent the lower and upper bounds on discrimination priority

among all work-conserving queueing disciplines that do not depend on the job size.

In the FCFS system, each flow has the same mean response time:

Ti = T =
1

µ(1− ρ)
for all i = 1, . . . , n (3.4)

where ρ represents the total utilization of the system. This mean response time is equal

for all flows and is mainly determined by the total system utilization ρ.

In the HOL system, a packet from group i has full preemptive priority over all packets

from groups i+ 1, i+ 2, ..., n. This means that if a packet from group i arrives while a

packet from any of the lower-priority groups is being served, the service of the lower-

priority packet will be interrupted, and the group i packet will be served immediately.

Essentially, group 1 has the highest priority, followed by group 2, and so on, with group
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n having the lowest priority. The response time for each priority group is given by [16]:

Ti =
1

µ(1− σi−1)(1− σi)
, where σi =

i∑
j=1

ρj (3.5)

The formula demonstrates the different response times for different priority groups, with

higher-priority groups experiencing shorter response times compared to lower-priority

groups.

These two disciplines represent the extremes in terms of the difference in each flow’s

response time among all work-conserving queueing policies [15]. Note that HOL is

the most discriminatory and results in the maximum difference in each flow’s response

time, while FCFS is the least discriminatory and results in each flow having the same

response time.

3.3 Spectrum of Queueing Disciplines From FCFS to HOL

Examining the two extreme cases allows us to effectively bound the impact of different

queueing disciplines on power optimization. However, as we progress further in this research,

we need to incorporate more comprehensive queueing policies. There are several approaches

to transition from FCFS to HOL, and one approach is to consider the delay-dependent priority

discipline [38]. Additionally, we will introduce the beta-priority system to illustrate other

alternatices to study the spectrum of flow discrimination from HOL to FCFS. The following

sections introduce these queueing disciplines that allow us to study the full spectrum from

HOL to FCFS.
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3.3.1 The Delay-Dependent System

The delay-dependent system was introduced by Kleinrock [38] and uses a set of variable

parameters, bi to provide the flexibility in adjusting the relative waiting time among different

groups.

Each priority group is assigned a number bi, where 0 ≤ bn ≤ bn−1 ≤ . . . ≤ b2 ≤ b1. qi(t),

the priority of a packet from group i, is a function of time that linearly increases with the

time it stays in the system, using the scalar bi, namely qi(t) = (t − δ)bi, where δ is the

time when the packet enters the system to wait for service and t ≥ δ. Therefore, a larger

value for bi represents a higher growth rate for the ith priority group. This mechanism

also ensures that packets waiting for a long enough time can be served, preventing starva-

tion (such as in the strict head-of-line priority system). (Note that the priority order used

here is reversed compared to that used by Kleinrock in [38]. Kleinrock used a higher in-

dex to represent a higher priority group, while we use a lower index to indicate higher priority.)

In [38], Kleinrock derived the triangular set of equations for the waiting time of each group

i. For the preemptive case, with the modification of the priority order so that a lower index

corresponds to a higher priority, the mean waiting time is as follows:

Wi =

W0

1−ρ
+
∑i−1

j=1
ρj
µ
[1− bi

bj
]−

∑n
j=i+1

ρj
µ
[1− bj

bi
]−

∑n
j=i+1 ρjWj[1− bj

bi
]

1−
∑i−1

j=1 ρj[1−
bi
bj
]

where

W0 =
n∑

i=1

λix2
i

2
=

n∑
i=1

λi
2
µ2

2
=

λ
µ

µ
=

ρ

µ
(3.6)
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W0 is the average residual service time and is equal to ρ
µ

in our M/M/1 model, with the

assumption that each flow has the same mean service time. For an exponential distribution

of service time, the mean service time is 1
µ
, the variance is 1

µ2 and the second moment of

service time is 2
µ2 (the second moment E[X2] = V ar(x) + (E[x])2). Since we assume each

flow has the same mean service time, the second moment x2
i =

2
µ2 for i = 1, .., n.

We note that the mean response time,

Ti = Wi +
1

µ
(3.7)

We take the case of two flows as an example to compute the response time:

For T2:

T2 =
1

µ
+

W0

1−ρ
+ ρ1

µ
(1− b2

b1
)

1− ρ1(1− b2
b1
)

=

W0

1−ρ
+ 1

µ

1− ρ1(1− b2
b1
)
=

ρ
µ(1−ρ)

+ 1
µ

1− ρ1(1− b2
b1
)
=

1

µ(1− ρ)[1− ρ1(1− b2
b1
)]

For T1:

T1 =
1

µ
+

W0

1− ρ
− ρ2

µ
(1− b2

b1
)− ρ2W2(1−

b2
b1
) =

1− ρ(1− b2
b1
)

µ(1− ρ)[1− ρ1(1− b2
b1
)]

We define

k = (1− b2
b1
) (3.8)

Then the mean response time can be written as:

T1 =
1− kρ

µ(1− ρ)(1− kρ1)
, T2 =

1

µ(1− ρ)(1− kρ1)
(3.9)
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When b1 = b2, flows 1 and 2 gain priority at the same rate, and the one that arrives earlier

receives service first, which is equivalent to the first-come, first-served (FCFS) system. In this

case, the parameter k becomes 0, and the response times reduce to those in the FCFS case:

T1 = T2 =
1

µ(1− ρ)

When b1 ≫ b2, flow 1’s priority is effectively infinite compared to flow 2 when flow 1 enters

the system. This is equivalent to the head-of-line (HOL) case, as the priority of a newly

arrived packet from flow 1 will always be higher than that of packets in the system from

flow 2, making flow 1’s priority strictly larger than flow 2’s. With b2
b1

→ 0, the parameter k

becomes 1, making the response time the same as in the HOL case:

T1 =
1

µ(1− ρ1)
, T2 =

1

µ(1− ρ1)(1− ρ)

For n > 2, the scenario where b1 = b2 = · · · = bn corresponds to the FCFS case, as each

group has the same increasing rate. This means the priority is based on the time spent

waiting in the system, resulting in a first-come, first-served order. Conversely, the scenario

where b1 ≫ b2 ≫ · · · ≫ bn corresponds to the HOL case. In this scenario, flow 1 has the

highest priority whenever it enters the system because its priority increase rate is very large

compared to the others. This is followed by flow 2, and so on. This arrangement means that

flow 1 always has the highest priority, flow 2 has the next highest priority, and this pattern

continues for the subsequent flows.

3.3.2 The Beta-Priority System

In addition to the delay-dependent system, we consider a second approach, the beta-priority

system, which can also describe the full range from FCFS to HOL. The idea behind this
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system is to make the response time an average of the FCFS and HOL systems, weighted by

the parameter β:

T = β ∗ THOL + (1− β) ∗ TFCFS (3.10)

β of time the response time follows the head-of-line behavior and 1− β of time follows the

first-come-first-serve pattern. By substituting the mean response times of FCFS and HOL

with two flows into Equation 3.10, we derive the mean response times for flow 1 and flow 2

as follows:
T1 =

β

µ(1− ρ1)
+

1− β

µ(1− ρ)

T2 =
β

µ(1− ρ1)(1− ρ)
+

1− β

µ(1− ρ)

(3.11)

When β = 0, the system behaves like the FCFS system; when β = 1, it behaves like the HOL

system. For 0 < β < 1, the system behavior in terms of flow discrimination ranges between

these two extremes. Unlike the delay-dependent system, which uses n variables, b1, b2, . . . , bn,

to cover the full spectrum of flow discrimination from FCFS to HOL, the beta-priority system

utilizes a single variable, β, to span this range. This simplification reduces complexity in the

analysis by using just one parameter to model the transition between FCFS and HOL.

There may be several possible implementations of the beta-priority system, and Figure

3.2 illustrates one example. For each input traffic flow, a portion β is directed to the HOL

queue, while the remaining (1− β) goes to the FCFS queue. In the HOL queue, traffic is

sorted, with higher-priority flows at the front and lower-priority flows at the back. The red

traffic represents externally introduced traffic, which establishes the proper response time in

the beta-priority system. This red traffic is later routed away from our model.

For the FCFS queue, the externally introduced traffic is βλ. Combined with the (1− β)λ

traffic from the input flow goes to that queue, the total flow to the FCFS queue is λ, resulting
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Figure 3.2: An example of implementing the beta-priority system. Each input flow i splits
its traffic between the FCFS and HOL queues in portions (1 − β) and β. The red traffic
represents externally introduced traffic and is used to achieve the average response time as
Equation 3.10.

in a service time given by Equation 3.4, TFCFS = 1
µ(1−ρ)

. In the HOL queue, each priority

group i receives external traffic in the amount of (1− β)λi for i = 1, . . . , n, resulting in the

response time for each flow i following Equation 3.5, along with each βλi input traffic.

With the external traffic, even though the input is split, each portion experiences the

response time as if the full traffic amount λ were processed by either the FCFS or HOL

queues. The β portion directed to the HOL queue experiences the response time give by

Equation 3.5, while the (1− β) portion directed to the FCFS queue follows the response time

described by Equation 3.4. As a result, the beta-priority system is implemented, with the

average response time of this input flow given by Equation 3.10.

3.3.3 Summary: Response Times for Two Queueing Systems

Table 3.1 displays the response times of two flows across various preemptive queueing

systems, from FCFS (First-Come, First-Served) to HOL (Head-of-Line). Meanwhile, Table

3.2 details the conditions under which each system transitions to FCFS or HOL.
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Discipline Flow 1 Response Time Flow 2 Response Time

Delay-
Dependent

System
k = (1− b2

b1
)

T1 =
1− kρ

µ(1− ρ)(1− kρ1)
T2 =

1

µ(1− ρ)(1− kρ1)

Beta-
Priority
System

T1 =
β

µ(1− ρ1)
+

1− β

µ(1− ρ)
T2 =

β

µ(1− ρ1)(1− ρ)
+

1− β

µ(1− ρ)

Table 3.1: Response Times for Two Flows Across Various Queueing Disciplines

Discipline First-Come-First-Served Head-of-line Priority
Delay-

Dependent
System

k = 0 (b1 = b2) k = 1 (b1 ≫ b2)

Beta-
Priority
System

β = 0 β = 1

Table 3.2: Parameters That Make the System Equivalent to FCFS or HOL Scheduling
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Chapter 4: Performance Optimization

Metric: Individual Power, Pi

In these next three chapters (Chapter 4, 5, 6), we introduce three distinct performance

metrics based on different forms of power. Here in Chapter 4, we focus on the first performance

power metric: Individual Power Pi. In Chapter 5, we introduce the second performance

power metric: Sum of Powers Psum. In Chapter 6, we discuss the third performance power

metric: Average Power Pavg.

In this chapter, we utilize the multiple-flow single-hop model introduced in the previous

chapter to investigate the impact of multiple flows and different queueing disciplines from an

end-to-end perspective. We define individual power to account for the limited view that

each flow has of the system. Subsequently, we optimize this power for each flow individually

for both FCFS and HOL systems. Finally, we compare and discuss the optimization results

to gain insights into the effectiveness of different queueing disciplines in optimizing individual

power.
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4.1 Individual Power

4.1.1 Description of End-to-end viewpoint

The end-to-end perspective refers to congestion control mechanisms implemented at the

endpoints of a communication system. For instance, this would be the TCP congestion control

at the transport layer [18–27] or the adaptive bitrate algorithm for video streaming at the

application layer [39–43]. This viewpoint emphasizes the experience of each end user, leading

to the concept of "individual power." This term is defined in terms of the throughput and

delay experienced by individual flows, providing a user-centric metric of network performance.

4.1.2 Definition

Here is a formal definition of "individual power" for flow i:

Pi =
ρi

µTi(ρi)
(4.1)

In this equation, ρi represents the utilization factor of the ith flow, and µTi(ρi) is its normalized

mean response time. The term Ti(ρi) denotes the mean response time for flow i, which

depends on ρi. The subscript i in T indicates that the response time may vary for each

flow, particularly when the queueing discipline is not first-come-first-served (FCFS). The

denominator in Equation 4.1 shows that the mean response time Ti(ρi) is normalized by its

no-load response time, 1
µ
, which represents the average service time of a packet.

4.1.3 Example

Let’s consider an M/M/1 system with n flows where FCFS is the queueing discipline. Ti

is consistent across all i flows and depends on the total system utilization, given by, 1
µ(1−ρ)

,
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as stated in Equation 3.4. For the ith flow, the individual power is given by Equation 4.1 as

Pi =
ρi
µTi

and so

Pi = ρi(1− ρ) (4.2)

To emphasize the individual impact of utilization on response time, we separate the utilization

of the ith flow, ρi, from the total system utilization. We use α to represent the sum of the

utilizations of all other flows, defined by the formula:

α =
n∑

j=1,j ̸=i

ρj (4.3)

The individual power for flow i is then:

Pi = ρi(1− ρ) = ρi(1−
n∑

j=1,j ̸=i

ρj − ρi) = ρi(1− α− ρi)

4.1.4 Individual Power Optimization

With the definition of individual power established, we can proceed to optimize individual

power. Our objective is to determine the value of ρi that maximizes the metric Pi =

ρi(1− α− ρi), assuming α is fixed. This involves calculating the derivative of Pi with respect

to ρi and setting it to zero for each i:

dPi

dρi
= 0 for i = 1, . . . , n
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Using the example of FCFS as stated above, we have:

dPi

dρi
=

dρi(1− α− ρi)

dρi
= 1− α− 2ρi = 0

Solving this equation for ρi yields our optimized ρ∗i as:

ρ∗i =
1− α

2
=

1−
∑n

j=1,j ̸=i ρj

2

and the optimal individual power is:

P ∗
i = ρ∗i (1− ρ∗i − α) =

1− α

2
(1− 1− α

2
− α) = (

1− α

2
)2

Note that P ∗
i is independent of ρi.

The results derived above can be summarized in the following theorem:

Theorem 4.1.

In an M/M/1 system employing a FCFS queueing discipline, the optimal ρ∗i for maximizing

Pi is half of the remaining utilization:

ρ∗i =
1− α

2
=

1−
∑n

j=1,j ̸=i ρj

2
(4.4)

with α indicating the portion of utilization occupied by other flows α =
∑n

j=1,j ̸=i ρj.

The corresponding maximal individual power value is:

P ∗
i =

(
1− α

2

)2

(4.5)
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Notably, the well-known result from Equation 2.6 (that the optimal value ρ∗ = 0.5 for a

single flow) aligns with this theorem. That is, it is the case when α = 0, as there are no

other flows in the system, allowing the entire available utilization for that single flow to be 1,

which leads to the optimal value of ρ being ρ∗ =0.5.

4.1.5 Limitation

The optimization of individual power yields the optimal value for ρ∗i as half of the remain-

ing utilization left over by the other flows, with the corresponding individual power value

calculated as
(
1−α
2

)2. This value of individual power varies with α. It is at its maximum

when α = 0, and decreases as α increases. This decrease arises because α is assumed to be

fixed during the optimization process.

This assumption reflects the limitations inherent in the end-to-end perspective, where

each flow lacks information about other flows at the bottleneck and only see the remaining

utilization, underscoring a fundamental constraint in decentralized systems. Despite the

use of FCFS, where each flow experiences the same average response time, the absence of

information about other flows can still result in a different optimal operating point compared

to a single flow system.

Let’s illustrate this with the same example of a system using FCFS. If there is only one

flow, that flow has complete information about the relationship between utilization and

response time, as shown in Figure 4.1 below. Here, the response time depends solely on the

utilization of that single flow. As discussed earlier in chapter 2, in such a scenario within

the M/M/1 system, the power optimization yields a maximal power at ρ∗ = 0.5, where the

optimal power P ∗ = ρ(1− ρ) = 0.25.
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However, in a system with multiple flows, each individual flow observes a truncated

response time, depicted by the blue curve and blue axes as in Figure 4.2. The presence of

other flows occupying a certain portion of the system utilization introduces constraints on the

achievable utilization for each individual flow, represented by α. Consequently, the achievable

utilization for the ith flow is bounded by the utilization that is left, which is 1 − α. Yet,

the ith flow is unaware of this constraint as it lacks information about other flows. It only

knows the traffic it contributes to the system, denoted by the blue axis as ρi, and observes

the mean response time (in blue) based on the total system utilization ρ, which includes the

contributions of other flows.

Effectively, the ith flow operates as if it were on a truncated response time curve, repre-

sented by the blue curve in Figure 4.2. When it attempts to optimize its power, it identifies

the tangent that passes through the (0,0) point on this perceived blue curve, resulting in

ρ∗i being half of the remaining utilization, 1−α
2

. Thus, the optimal operating point ρ∗i varies

depending on the utilization taken up by other flows, denoted as α.

Figure 4.1: Single flow in an M/M/1 system
with the whole view of the response time
curve.

Figure 4.2: Blue curve is the view of the ith

flow in an M/M/1 system with n flows. The
bound for ρi is [0, 1−α) given that α is taken
by other flows.
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4.2 Multiple flows optimize their individual power

Equation 4.4 presents the optimization result for the ith flow under the assumption that α

is fixed. However, if other flows are also optimizing their individual power, then α becomes

dynamic (iterative), which in turn alters the optimal ρi. This leads to the question: What

are the equilibrium optimal values of ρi when all flows in the system are optimizing simulta-

neously? Furthermore, how might different queueing disciplines impact these equilibrium

optimal values of ρ∗i ?

To address these questions, we explore scenarios where each flow in the system optimizes

its individual power. We will first discuss how to find equilibrium optimal solutions and

then apply these concepts to practical systems. Specifically, we will examine two queueing

disciplines: FCFS and HOL. Our analysis in the following section will begin with determining

the equilibrium optimal operating point for each flow. We will then calculate optimum system

utilization, optimal individual power, and the sum of optimized individual powers1. Lastly,

we will also consider the limiting case where the number of flows approaches infinity. In

Section 4.3, we will investigate the optimization process to understand if the sequence in

which they perform their optimizations impacts the outcomes.

4.2.1 Finding Equilibrium Optimal Operating Points ρ∗i

When n flows in a system are all optimizing their individual power, we now derive n

equations. Each equation represents the partial derivative of each flow’s power with respect

to its respective utilization:
∂Pi

∂ρi
= 0 for i = 1, . . . , n (4.6)

1 In Chapter 5, we consider optimizing the sum of individual powers as opposed to simply showing the
sum of the optimized individual powers in this chapter
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If a solution exists for this system of n equations, then solving them will yield the equilibrium

optimal set of ρ∗i 2.

4.2.2 FCFS

If there are n flows in an M/M/1 system with FCFS, the individual power for each flow is

given by:

Pi =
ρi

µTi(ρi)
=

ρi
µT (ρ)

= ρi(1− ρ) for i = 1, . . . , n (4.7)

where Ti(ρi) is equal to T (ρ) = 1
µ(1−ρ)

from Equation 3.4, indicating that each flow experiences

the same mean response time.

To optimize individual power, we partially differentiate Pi with respect to ρi and set the

derivative equal to zero for each i:

∂Pi

∂ρi
=

∂(ρi(1− ρ))

∂ρi
= 1− ρ− ρi = 0 for i = 1, . . . , n

By rearranging the terms of this equation, we have:

ρi = 1− ρ for i = 1, . . . , n (4.8)

This is equivalent to:

ρi =
1

2
(1−

n∑
j=1,j ̸=i

ρj) for i = 1, . . . , n (4.9)

If all n flows simultaneously optimize their individual power, we need to solve this system of

n equations. Solving these n equations (Equation 4.9) is equivalent to solving the n equations

2 Note that this set of ρ∗i represents a Nash equilibrium [44].
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in Equation 4.8. To solve these n equations (Equation 4.8), we sum all of them:

n∑
i=1

ρi =
n∑

i=1

(1− ρ) =⇒ ρ = n(1− ρ)

Rearranging this gives the optimum total load :

ρ∗ =
n

n+ 1
(4.10)

Consequently, we can calculate the optimized individual utilization factor for flow i:

ρ∗i = 1− ρ∗ = 1− n

n+ 1

Thus, we obtain:

ρ∗i =
1

n+ 1
(4.11)

Note that since n < (n + 1), ρ∗ = n
n+1

is strictly less than 1, indicating that the system

remains stable for any finite number of flows. However, in the limit as n → ∞, the system

becomes unstable as ρ∗ approaches 1:

lim
n→∞

ρ∗ = lim
n→∞

n

n+ 1
= 1 (4.12)

Taking Equation 4.11 back into Equation 4.7, we compute the optimal individual power:

P ∗
i =

1

n+ 1
(1− n

n+ 1
) =

1

(n+ 1)2

Next, let us sum all optimized individual powers:

Psum =
n∑

i=1

P ∗
i =

n

(n+ 1)2
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These results are summarized in the following theorem:

Theorem 4.2.

In an M/M/1 system with n flows using FCFS, when each flow optimizes its individual power

Pi = ρi(1− ρ), the equilibrium optimal operating point (ρ1, ρ2, . . . , ρn) is

ρ∗i =
1

n+ 1
for i = 1, . . . , n. (4.13)

The corresponding optimal individual power for each flow is

P ∗
i =

1

(n+ 1)2
(4.14)

and the sum of optimal individual power is

Psum =
n∑

i=1

P ∗
i =

n

(n+ 1)2
(4.15)

Note that we don’t use the superscript ∗ for Psum as the sum of power may not be maximal3

even though each individual power is optimal. This optimal individual power represents an

equilibrium balance for each flow. The absolute optimal individual power for flow i alone is

achieved when ρ∗i = 0.5 and ρj = 0 for all j = 1, . . . , n and j ̸= i, requiring the other flows to

have zero utilization. However, we assume that the utilization factors of other flows cannot

be altered during the optimization of flow i, resulting in outcomes different from ρ∗i = 0.5.

Nevertheless, any change in a flow’s own utilization factor may prompt other flows to adjust

theirs in response, until an equilibrium is reached.

3 We will explore the optimal sum of power value in the next chapter.
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As the number of flows n approaches infinity, the asymptotic behavior of the optimization

results is summarized in the following corollary:

Corollary 4.2.1.

Consider an M/M/1 system with n flows under an FCFS queueing. Each flow i optimizes its

individual power Pi = ρi(1− ρ). As n approaches infinity, the limiting behavior is as follows:

• The optimized total system load ρ∗ approaches 1.

lim
n→∞

ρ∗ = lim
n→∞

n

n+ 1
= 1 (4.16)

• The optimized individual power P ∗
i for each flow approaches 0.

lim
n→∞

P ∗
i = lim

n→∞

1

n+ 1
= 0 (4.17)

• The sum of optimized individual powers Psum =
∑n

i=1 P
∗
i also approaches 0.

lim
n→∞

Psum = lim
n→∞

n∑
i=1

P ∗
i = lim

n→∞

n

(n+ 1)2
= 0 (4.18)

From the limiting behavior from Equations 4.16, 4.17, and 4.18, we observe that as

the number of flows increases significantly and each flow optimizes its individual power

simultaneously, the optimized individual power P ∗
i = 1

n+1
diminishes to zero, and the sum of

the optimized powers Psum =
∑n

i=1 P
∗
i = n

(n+1)2
also approaches zero. This indicates that each

flow experiences a significant response time, causing its individual power to approach zero.

Consequently, the summation of individual powers also trends toward zero. This scenario

reflects reduced benefits for both individual flows and the system as a whole as the number

of flows grows.
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In addition, this finding from theoretical analysis is consistent with practical simulation

results that highlight how numerous TCP flows can lead to high loss rates and delays, as

demonstrated in studies [45–47]. For instance, Morris in [45] found that the loss rate can

reach as high as 17% with 1500 TCP flows. While our analysis assumes a lossless system,

with a theoretical very large buffer, in reality, the significant delays identified in our results

would likely translate to high loss rates when taking into account the limited size of actual

buffers. Thus, this theoretically analysis offers valuable insights into the potential challenges

posed by a large number of TCP flows, aligning with empirical observations in practical

scenarios.

4.2.3 HOL

Now, let’s consider the scenario of maximal flow discrimination, employing the head-of-line

(HOL) priority queueing discipline. Specifically, we examine the preemptive-resume case,

which is work-conserving, where packets from higher-priority groups can preempt those of

lower priority currently being served and the lower priority packet will resume from where it

was preempted [15, 16]. We assume there are n flows, with the priority order among each

flow as described in Chapter 3. Flow 1 has the highest priority, flow 2 has the second highest

priority, and so on, with flow n having the lowest priority.

In this system, the response time for flow i is given by Equation 3.5 as:

Ti =
1

µ(1− σi)(1− σi−1)
, where σi =

i∑
k=1

ρk

The individual power is expressed as:

Pi =
ρi
µTi

= ρi(1− σi)(1− σi−1) = ρi(1− σi−1 − ρi)(1− σi−1) (4.19)
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To find ρ∗i that maximizes Pi, we take the partial derivative of Pi with respect to ρi and set

it to zero:
∂Pi

∂ρi
=

∂ρi(1− σi1 − ρi)(1− σi−1)

∂ρi
= 0 for i = 1, 2, . . . , n

Solving this gives:

ρ∗i =
1− σi−1

2
=

1−
i−1∑
j=1

ρj

2
for i = 1, 2, . . . , n (4.20)

Equation 4.20 follows a logic similar to FCFS, where each flow optimizes its power by taking

half of the available utilization. The difference lies in the effect of HOL queueing, where

flows with higher priority are not influenced by flows with lower priority. Therefore, when

calculating the remaining utilization for a flow, it is only necessary to consider the utilization

taken by flows with higher priority. The remaining utilization is then determined as one

minus the summation of utilization from these higher priority flows, which are the flows

with lower index in our setting. For instance, for the kth flow, the remaining utilization is

1−
∑k−1

j=1 ρj.

From Equation 4.20, we can derive the optimal values for each flow:

ρ∗1 =
1− 0

2
=

1

2

ρ∗2 =
1− ρ∗1

2
=

1− 1
2

2
=

1

4

ρ∗3 =
1− ρ∗1 − ρ∗2

2
=

1− 1
2
− 1

4

2
=

1

8

ρ∗4 =
1− ρ∗1 − ρ∗2 − ρ∗3

2
=

1− 1
2
− 1

4
− 1

8

2
=

1

16
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and so forth for additional flows. This sequence demonstrates how each subsequent flow’s

optimal utilization is calculated by halving the remaining available utilization after accounting

for all prior flows. We observe that ρ∗i follows a geometric sequence with each term being

half of the preceding one, manifesting the pattern: 1
2
, 1

4
, 1

8
, 1

16
, and so forth. We now prove

that each flow’s optimal utilization ρ∗i conforms to the formula:

ρ∗i =

(
1

2

)i

for i = 1, 2, . . . , n (4.21)

Equation 4.20 tell us:

ρ∗i =
1− σi−1

2

Rearranging, we have:

(1− σi−1) = 2ρ∗i (4.22)

Equation 4.20 is also applicable for index i+ 1:

ρ∗i+1 =
1− σi

2
(4.23)

Since σi = σi−1 + ρ∗i , we substitute this and Equation 4.22 into Equation 4.23:

ρ∗i+1 =
1− σi

2
=

1− σi−1 − ρ∗i
2

=
2ρ∗i − ρ∗i

2
=

ρ∗i
2

From this, we derive the relationship between ρ∗i+1 and ρ∗i :

ρ∗i+1 =
ρ∗i
2

(4.24)
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Applying Equation 4.24 recursively, we obtain:

ρ∗i+2 =
ρ∗i+1

2
=

ρ∗i
2

· 1
2
=

ρ∗i
4

Applying Equation 4.24 recursively, we obtain:

ρ∗i+k = (
1

2
)kρ∗i (4.25)

Since σ0 = 0, we establish the base case:

ρ∗1 =
1− σ0

2
=

1

2

This enables us to use Equation 4.25 and calculate:

ρ∗1+k = (
1

2
)kρ∗1 = (

1

2
)1+k

Simplifying further, we find:

ρ∗i =

(
1

2

)i

for i = 1, 2, . . . , n (4.26)

This is also Equation 4.21, which we aim to prove.

Total Utilization

Now let’s calculate the total utilization after each flow reaches equilibrium ρ∗i by summing ρ∗i :

ρ∗ =
n∑

i=1

ρ∗i =
n∑

i=1

(
1

2
)i =

1
2
(1− (1

2
)n)

1− 1
2
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Simplifying this gives:

ρ∗ = 1−
(
1

2

)n

(4.27)

The limiting behavior as n approaches infinity is thus:

lim
n→∞

ρ∗ = lim
n→∞

1− (
1

2
)n = 1 (4.28)

Once again, it is important to note from Equation 4.27 that the total utilization ρ∗ is strictly

less than 1 for any finite number of flows. This ensures that the system remains stable under

those conditions. The total utilization ρ∗ approaches unity only as the number of flows n

approaches infinity.

Optimized Individual Power

To determine the optimized individual power, we perform the following calculation:

P ∗
i = ρ∗i · (1− σi) · (1− σi−1)

= ρ∗i · (1−
i∑

j=1

ρ∗j) · (1−
i−1∑
j=1

ρ∗j)

= (
1

2
)i · (1−

i∑
j=1

(
1

2
)j) · (1−

i−1∑
j=1

(
1

2
)j)

= (
1

2
)i · [1− 1− (

1

2
)i] · [1− (1− (

1

2
)i−1)]

= (
1

2
)i · (1

2
)i · (1

2
)i−1

Simplifying this expression yields:

P ∗
i = 2 · (1

8
)i for i = 1, 2, . . . , n (4.29)
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From Equation 4.21 and 4.29, we can see that the optimal value for ρ∗i and Pi are independent

of the number of flows, n. This is because the response time of higher priority groups is not

affected by lower priority groups. Hence, as the number of flows increases, the value of ρi and

Pi for flows already in the system remains unchanged. They are not affected by the joining

of subsequent lower priority flows. For example, the first flow always has its ρ∗1 = 0.5 with

P1 = 0.25 regardless of how many subsequent flows join the system. This leads us to the

following theorem:

Theorem 4.3.

For an M/M/1 system with n flows using the preemptive HOL queueing discipline, when each

flow optimizes its individual power Pi = ρi(1 − σi)(1 − σi−1), at equilibrium, the optimum

utilization factor ρi for each flow i and the corresponding value of optimized individual power

P ∗
i is independent of the number of flows in the system.

The optimal load for each flow i is given by:

ρ∗i = (
1

2
)i for i = 1, 2, . . . , n (4.30)

and the optimized individual power for flow i is:

P ∗
i = 2 · (1

8
)i for i = 1, 2, . . . , n (4.31)

The total optimum utilization factor is:

ρ∗ = 1−
(
1

2

)n

(4.32)

and the limiting behavior this is:

lim
n→∞

ρ∗ = lim
n→∞

1− (
1

2
)n = 1 (4.33)
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Sum of Optimized Individual Powers

The sum of the optimized individual powers in this case is computed as follows:

Psum =
n∑

i=1

P ∗
i =

n∑
i=1

2 · (1
8
)i = 2 ·

1
8
(1− (1

8
)n)

1− 1
8

This expression simplifies to:

Psum =
n∑

i=1

P ∗
i =

2

7
· (1− (

1

8
)n) (4.34)

When n goes to infinity:

lim
n→∞

Psum = lim
n→∞

n∑
i=1

P ∗
i =

2

7
(4.35)

This leads to the following theorem:

Theorem 4.4.

Using the preemptive HOL queueing policy in an M/M/1 system with n flows, where each flow

optimizes its individual power, at equilibrium, the sum of optimal individual powers increases

as n increases. The sum of optimized individual powers is given by:

Psum =
n∑

i=1

P ∗
i =

2

7
· (1− (

1

8
)n) (4.36)

The limit of this value as n goes infinity is:

lim
n→∞

Psum = lim
n→∞

n∑
i=1

P ∗
i =

2

7
(4.37)

Given that the optimal individual power for each flow remains constant regardless of the

number of flows in the system, the sum of the optimized individual powers for the entire
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system increases as the number of flows increases. Each newly added flow, with lower priority,

does not affect the power sum of higher priority flows and contributes its own power value to

the system. This accumulation continues until the system utilization reaches a critical point

where new flows experience very high waiting times, resulting in almost zero individual power

for those flows. Consequently, as more flows are added, the sum of optimized individual

powers gradually converges to a limiting value. Specifically, as the number of flows approaches

infinity, the total sum of the individual powers converges to 2
7
.

4.2.4 Comparison of FCFS and HOL

Table 4.1 summarizes the equilibrium results for FCFS and HOL derived in the previous

sections. It presents the equilibrium optimal ρ∗i for each flow, total system utilization ρ∗ (the

sum of ρ∗i ), and the corresponding optimized individual powers along with their sum. In

addition, the limiting behavior of ρ∗ and the sum of P ∗
i are also included.

FCFS HOL

ρ∗i
1

n+1 (12)
i

ρ∗ n
n+1 1− (12)

n

lim
n→∞

ρ∗ 1 1

P ∗
i

1
(n+1)2 2(18)

i

n∑
i=1

P ∗
i

n
(n+1)2

2
7(1− (18)

n)

lim
n→∞

n∑
i=1

P ∗
i 0 2

7

Table 4.1: Individual Power Optimization at Equilibrium for FCFS and HOL.
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Figure 4.3 shows the optimal system utilization ρ∗ =
n∑

i=1

ρ∗i for different values of n for

FCFS and HOL. These values are based on the second row in Table 4.1. As discussed in the

previous section, we observe that as the number of flows tends towards infinity, the system

utilization approaches unity for both the FCFS and HOL systems. For other work-conserving

queueing disciplines, the curve of the optimized system utilization with the number of flows

n at equilibrium is conjectured to lie between the curves of FCFS and HOL, with HOL as

the upper bound and FCFS as the lower bound4.

Additionally, we can observe from Figure 4.3 that the optimum system utilization ap-

proaches 1 in HOL faster than in FCFS. In HOL, it reaches about 0.995 at approximately

n = 8, whereas the optimum system utilization in FCFS is about 0.888 at the same n. The

optimum system utilization for FCFS, n
n+1

, can be expressed as 1− 1
n+1

. This mathematical

expression helps explain why HOL blows up faster than FCFS:
(
1
2

)n approaches 0 expo-

nentially, which is much faster than 1
n+1

, which approaches 0 hyperbolically. That is, the

optimum system utilization in HOL, 1−
(
1
2

)n, approaches 1 faster than in FCFS, n
n+1

.

To assess overall performance, we use the summation of optimized individual powers

as the metric to compare the optimization results. The values for FCFS and HOL, indi-

cated in the fifth row of Table 4.1, are used to plot Figure 4.4. This figure shows how the

sum of optimized individual powers changes differently with the number of flows in the system.

In the HOL system, the sum of optimized individual powers increases with the number of

flows and rapidly converges towards 2
7
. Conversely, in the FCFS system, this metric decreases,

approaching 0 as the number of flows grows to infinity. This demonstrates that different

queueing disciplines, which introduce varying levels of discrimination among flows, lead to

4 We conjecture that optimized rho and optimized power discussed later are also bounded by HOL and
FCFS based on our numerical results in Chapter 7.
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Figure 4.3: Trend of optimum system utilization ρ∗ as the number of flows increases. The
HOL and the FCFS are conjectured to be the upper and lower bound. The yellow region
between FCFS and HOL is conjectured to be the range of possible optimum system utilization
for any work-conserving priority discipline (see footnote 4).
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divergent trends in overall performance. These two queueing disciplines are conjectured

to serve as the bounds for the possible sum of optimized individual power values for any

work-conserving priority discipline.

4.3 Iterative Optimization Process

In Section 4.2, we used mathematical equations to obtain the equilibrium results. Here,

we explore the process of iterative optimization that leads to the same equilibrium results.

4.3.1 FCFS

The equilibrium can be achieved by allowing each flow to alternatively take turns optimizing

its individual power. When one flow optimizes, the other flows are assumed to freeze. For

example, for n = 2, flow 1 and flow 2 start with ρi = 0 for i = 1, 2, and flow 1 optimizes first. As

illustrated in Figure 4.5, flow 1 sets its optimal utilization to ρ∗1 = 0.5. Next, flow 2 optimizes

by taking half of the available (remaining) utilization and sets ρ∗2 = 1−ρ1
2

= 1−0.5
2

= 0.25.

Then, flow 1 takes its turn and re-optimizes its power by taking half of the now remaining

available utilization: ρ∗1 =
1−ρ2
2

= 1−0.25
2

= 3
8
= 0.375.

Figure 4.5: An example of two flows alternately optimizing their individual power, starting
with ρ1 = ρ2 = 0 and flow 1 optimizing first. The figure illustrates the first three steps.
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This process continues until they stabilize in the state where (ρ1, ρ2) =
(
1
3
, 1
3

)
, as shown

in Figure 4.6. In the equilibrium state, both flows have the same utilization in the system.

Consequently, each flow observes the same curve regarding their utilization and mean response

time, leading to a steady-state. The iterative process of ρ1 and ρ2 is illustrated in Figure 4.7,

showing the values of ρ1 and ρ2 at each iteration step. From the figure, we can see that they

converge quickly, within about 10 steps. Similarly, iterative convergence occurs with n flows.

Figure 4.6: Equilibrium of two flows performing individual power optimization, with each
flow perceiving the same mean response time curve.

Figure 4.7: The evolution of ρ1 and ρ2 over individual power optimization iterations.
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4.3.2 HOL

For the optimization iteration process in the HOL case, equilibrium can be reached after

each flow optimizes its individual power based on the flow priority order once. Unlike

the FCFS case, which requires multiple iterations to reach stability, the HOL case can

achieve stability in just one iteration by following the priority order for optimization. Since

higher priority flows are not affected by lower priority flows, they remain unchanged after

optimization. Let’s take an example of three flows in HOL case. The first flow takes 1/2, the

second takes 1/4, and the third takes 1/8, after which all flows have reached their limiting

optimization. This contrasts with FCFS, where each flow continuously adjusts its values

during the optimization process until they collectively reach an equilibrium point.

4.4 Alternative Normalization Methods

In the previous sections, we used the average service time 1
µ

to normalize the response

time in the definition of individual power. This was based on the assumption that each flow

has the full capacity of the channel during its turn and thus the minimum time spent in the

system, (i.e., without any waiting time) is the average service time 1
µ
. However, if we consider

other flows as uncontrollable, then the no-load delay used for normalization should be the

average response time when the individual flow’s load is zero but the other flows are non-zero,

rather than the average response time when the total system load is zero. Additionally, the

end user is unaware of the number of other flows in the system. To determine the minimum

response time, the user sends infinitesimal traffic and measures the response time, which may

account for delays caused by other flows. As a result, to better align with the limitations

of the end user perspective, we now investigate the case using the no-load response time of

the individual flow for normalization while allowing other flows in the system and analyze

whether the result and the optimal operating point change.
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4.4.1 Individual Power using Individual No Load Delay to Normalize

With normalization based on the delay when the individual load is zero, Ti(0), (while

other flows carry load), we use the power notation Pi
NILD to represent this case (NILD stands

for No Individual Load Delay), defined as:

Pi
NILD =

ρi
Ti(ρi)
Ti(0)

(4.38)

4.4.2 Optimization of Individual Power in FCFS

In an FCFS system, the individual flow’s response time is given by

Ti(ρi) =
1

µ(1− ρ)
=

1

µ(1− ρi −
∑n

j=1,j ̸=i ρj)
=

1

µ(1− α)
, where α =

n∑
j=1,j ̸=i

ρj

Therefore, the no-load delay (specifically, the delay with no utilization for flow i) is

Ti(0) =
1

µ(1−
∑n

j=1,j ̸=i ρj)
=

1

µ(1− α)

Using this for normalization, the individual power becomes:

Pi
NILD =

ρi · (1− ρi −
∑n

j=1,j ̸=i ρj)

1−
∑n

j=1,j ̸=i ρj
=

1− ρi − α

1− α

4.4.2.1 Optimizing Individual Power

To optimize this value, we take the derivative with respect to ρi and set it to zero:

∂Pi
NILD

∂ρi
=

∂
ρi·(1−ρi−

∑n
j=1,j ̸=i ρj)

(1−
∑n

j=1,j ̸=i ρj)

∂ρi
=

(1− 2ρi −
∑n

j=1,j ̸=i ρj)

(1−
∑n

j=1,j ̸=i ρj)
= 0
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This leads to:

ρ∗i =
(1−

∑n
j=1,j ̸=i ρj)

2
=

1− α

2
(4.39)

This result is half of the remaining utilization, which is the same outcome as when using the

average service time for normalization as shown in Equation 4.4. This is because neither

normalization term (average service time or the no individual load delay) contains ρi, and

therefore each serves only as a constant in the optimization. As a result, the optimal ρi does

not change when altering the value used for normalization. However, a change in the power

value does occur as shown below.

4.4.2.2 Maximal Individual Power

The optimal individual power value in this case is:

Pi
NILD∗

=
ρi(1− ρi − α)

1− α
=

1−α
2

· 1−α
2

1− α
=

1− α

4

This value will be larger than the optimal individual power using average service time for

normalization (AVS stands for the average service time):

Pi
AV S∗

= ρi(1− ρi − α) =
(1− α)2

4

This occurs because the response time is normalized by a larger value, resulting in a smaller

normalized response time and thereby making the power value larger.
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4.4.2.3 Multiple Flows Optimizing Individual Power

Since the ρi that maximizes individual power remains the same regardless of the nor-

malization method used, we can infer that the optimal utilization factor for each flow i at

equilibrium, when each flow optimizes its individual power, is identical to that which we

derived earlier in Equation 4.11:

ρ∗i =
1

n+ 1
for i = 1, . . . , n.

and the optimum system utilization is:

ρ∗ =
n∑

i=1

ρ∗i =
n

n+ 1

which is the same as in Equation 4.10.

Each individual power at this equilibrium point, where ρi =
1

n+1
for i = 1, 2, . . . , n, is

optimal and is given by:

Pi
NILD∗

=
ρi(1− ρ)

(1− α)
=

1
n+1

(1− n
n+1

)

1− n−1
n+1

=
( 1
n+1

)2

2
n+1

=
1

2(n+ 1)
for i = 1, 2, . . . , n

The sum of optimized individual power is then:

Psum
NILD =

n∑
i=1

Pi
NILD∗

=
n

2(n+ 1)

The limiting behavior as n approaches infinity is:

lim
n→∞

Psum
NILD =

1

2
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4.4.3 Optimization of Individual Power in HOL

In HOL, the response time of each flow is Ti =
1

µ(1−σi)(1−σi−1)
where σi =

∑i−1
j=1 ρj.

The delay for flow i when its utilization is zero, while other flows carry load, is:

Ti(0) =
1

µ(1− σi−1)2
for i = 1, 2, . . . , n

Hence, the individual power for flow i, normalized by the no-load delay of the individual flow

while other flows carry load, is:

Pi
NILD =

ρi
Ti(ρi)
Ti(0)

=
ρi(1− σi)

(1− σi−1)
for i = 1, 2, . . . , n

Optimizing this value by taking the derivative with respect to ρi, we have:

∂Pi
NILD

∂ρi
=

∂ ρi(1−σi)
(1−σi−1)

∂ρi
=

1− σi − ρi
1− σi−1

= 0 for i = 1, 2, . . . , n

Solving this equation, we have:

ρ∗i =
1− σi−1

2
for i = 1, 2, . . . , n

This is the same as Equation 4.20, which is the result for individual power normalized using

average service time.
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Therefore, we know that this recursive equation can be solved as:

ρ∗i = (
1

2
)i

and the optimum total utilization:

ρ∗ =
n∑

i=1

ρ∗i = 1− (
1

2
)n

The optimized individual power is then:

Pi
NILD∗

=
ρi(1− σi)

(1− σi−1)
=

(1− σi−1)

2

(1− σi)

(1− σi−1)
=

(1− σi)

2
= ρi+1 = (

1

2
)i+1

The sum of optimized individual power is:

Psum
NILD =

n∑
i=1

Pi
NILD∗

=
n∑

i=1

(
1

2
)i+1 =

1

2
· [1− (

1

2
)n]

The limiting behavior is:

lim
n→∞

Psum
NILD = lim

n→∞

1

2
· [1− (

1

2
)n] =

1

2
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4.4.4 Summary

4.4.4.1 FCFS

Table 4.2 summarizes the optimization results using these two different normalization

methods for FCFS. As stated before, the optimal ρ∗i and the sum of optimum utilization ρ∗ are

the same across different normalization approaches. The difference lies in the optimized indi-

vidual power values and their trends as n increases. This is demonstrated in Figure 4.8. When

using the average service time for normalization, the sum of optimized individual power values

decreases as n increases. In contrast, when using the no individual load delay for normaliza-

tion, the sum of optimized individual power values increases and approaches 0.5 as n increases.

4.4.4.2 HOL

Table 4.3 presents the optimization results for HOL using these two different normalization

methods. Similar to the FCFS case, the optimal ρ∗i and the total utilization ρ∗ of the

optimization result are the same across different normalization methods. However, the two

normalizations differ in the optimized individual power values and the sum of optimized

power values, with larger values observed when using no individual load delay to normalize

the response time. Figure 4.9 shows the sum of optimized individual power values using

different normalization terms versus the number of flows n. The trend indicates that the

sum of optimized power increases as more flows are added to the system, with each new flow

contributing to the sum of optimized power values until it reaches the limit of 1
2

or 2
7
.
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FCFS average service time 1
µ

no individual load delay Ti(0)

ρ∗i
1

n+1
1

n+1

ρ∗ n
n+1

n
n+1

lim
n→∞

ρ∗ 1 1

P ∗
i

1
(n+1)2

1
2(n+1)

n∑
i=1

P ∗
i

n
(n+1)2

n
2(n+1)

lim
n→∞

n∑
i=1

P ∗
i 0 1

2

Table 4.2: Optimization results of individual power optimization for FCFS using different
normalization approaches.
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Figure 4.8: Comparison of sum of optimized individual power versus n using average response
time and no individual load delay for normalization. Using the average service time approach
shows a decreasing trend, while using the no individual load delay shows an increasing trend
in the sum of optimized individual power values.
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HOL average service time 1
µ

no individual load delay Ti(0)

ρ∗i (12)
i (12)

i

ρ∗ 1− (12)
n 1− (12)

n

lim
n→∞

ρ∗ 1 1

P ∗
i 2(18)

i (12)
i+1 = 1

2(
1
2)

i

n∑
i=1

P ∗
i

2
7(1− (18)

n) 1
2(1− (12)

n)

lim
n→∞

n∑
i=1

P ∗
i

2
7

1
2

Table 4.3: Optimization results of individual power optimization for HOL using different
normalization approaches.
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Figure 4.9: Comparison of sum of optimized individual power versus n using average response
time and no individual load delay for normalization. Both approaches show an increasing
trend as the number of flows increases but have different limit values. The average service
time approach reaches 2

7
, while the no individual load delay approach reaches 1

2
.
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Chapter 5: Performance Optimization

Metric: Sum of Individual Powers, Psum

In the previous chapter, we discussed optimizing individual power in FCFS and HOL and

used the "sum of individual powers" (more properly "sum of optimized individual powers")

to evaluate the optimization results for the two systems with different flow discrimination.

However, the "sum of individual powers" computed there was not maximized because it was

not the primary optimization objective, as we focused on the end-to-end viewpoint.

In this chapter, we shift our perspective from an end-to-end (individual flow) viewpoint

to a system-wide viewpoint and change the optimization goal to maximizing the "sum

of individual powers" to enhance the overall system performance. We will discuss how

this system-wide viewpoint aligns with the metric of the "sum of individual powers". We

will identify the optimal utilization factor ρ∗i for each flow i = 1, . . . , n, which collectively

maximize the sum of powers for both the FCFS and HOL cases.

5.1 Description of the System-wide viewpoint

5.1.1 System operator

When each flow optimizes its individual power, the total system resources may not be

efficiently utilized. For example, in the FCFS case, the system can become overwhelmed
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when each flow optimizes its own power, causing long mean response times for all flows and

leading to an almost zero sum of individual power, as discussed in Chapter 4.

From a system operator point of view, the goal should perhaps be optimizing the overall

benefit for the system. A straightforward approach to achieving this is to take the sum of

individual powers as the optimization target. Compared to considering just the throughput

(which corresponds to system utilization) or just the mean response time of each flow, us-

ing the sum of individual powers not only retains the benefits of balancing two competing

metrics but also strives to utilize system resources efficiently and enhance overall performance.

Moreover, a system operator could use individual power to charge each user, as a higher

value of power typically indicates more throughput usage or higher priority in being served to

achieve lower mean response times. The goal of maximizing the sum of power could be used

to maximize revenue for the system operator, as it aligns the operator’s financial incentives

with the efficient utilization of system resources and improved overall performance.

5.1.2 Active Queue Management in Routers

One corresponding congestion control mechanism that requires a system-wide perspective

is the active queue management mechanism in routers. Even though routers lack direct

control over incoming traffic from sources managed by end systems, they can indirectly

influence traffic by transmitting congestion signals to the end systems (e.g., DECbit [48],

ECN [28]) or by preemptively dropping packets before buffers reach capacity (e.g., RED [49]).

These actions prompt TCP to adjust its congestion window, thereby reducing input rates.

Consequently, effective congestion control mechanisms in routers necessitate an under-

standing of when to trigger these control mechanisms and how to execute them. This is
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increasingly vital with the emergence of the bufferbloat problem [50, 51]. The cause of

bufferbloat is that buffers are getting larger and cheaper and help absorb bursts. However,

these sizable buffers inadvertently exacerbate the issue by allowing TCP to flood the network

with packets without experiencing loss, resulting in saturated buffers and significant delays.

Additionally, routers may need to prioritize certain types of traffic, such as delay-sensitive

traffic, to ensure lower response times for these flows. However, this prioritization may

negatively impact other traffic, resulting in higher response times or even causing starvation.

In that case, how routers manage each flow’s volume in the system and the utilization ratio

of high and low priority flows to prevent starvation becomes critical questions.

Therefore, it is crucial for routers under different queueing disciplines to ascertain the

optimal traffic volume each input flow should maintain within the system, i.e., each flow’s

utilization factor ρi. Effective congestion control mechanisms in routers should be capable

of determining when to trigger control actions and how to implement them under different

queueing disciplines. This ensures the mitigation of issues like bufferbloat and starvation

when priority services are provided for specific types of traffic.

5.2 The Metric: Sum of Individual Powers

5.2.1 Definition

The sum of individual powers1 is defined as the total of the individual powers of

all flows within a system. This metric provides a summary measure of each flow’s system

1 We may also use "sum of powers" to refer to "sum of individual powers".
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experience, evaluated based on overall power. Mathematically, it is expressed as:

Psum =
n∑

i=1

Pi =
n∑

i=1

ρi
µTi

(5.1)

Here, Pi represents the individual power of the ith flow, ρi denotes the utilization of the ith

flow, µ indicates the average service rate, and Ti is the mean response time associated with

the ith flow.

The formula aggregates the power of each flow, ensuring every flow is considered. In

a system with flow discrimination, focusing solely on high-priority flows can significantly

impact lower-priority flows. By considering the sum of individual powers, we ensure that

higher-priority flows do not operate independently of lower-priority flows, preventing potential

negative impacts. This aggregation provides a more balanced resource allocation, especially

in HOL systems, where higher-priority flows may be unaware of the needs of lower-priority

flows.

With the definition of the sum of individual powers established, we now proceed to find

its maximal value, which we denote as P ∗
sum. Specifically, we aim to determine the operating

points for the set of utilizations for each flow ρ1, ρ2, . . . , ρn that collectively maximize the

sum of individual powers.

5.2.2 Optimizing Sum of Individual Powers

To find the operating point that maximizes the sum of individual powers, we need to

identify the critical points of the function for sum of individual powers. This involves

calculating the partial derivatives with respect to each variable and simultaneously setting

them all to zero.
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The process is expressed as follows:

∂Psum

∂ρi
=

∂

∂ρi

n∑
i=1

ρi
µTi

= 0 for i = 1, 2, . . . , n.

By solving these equations simultaneously, we can find the critical points for each ρi, which as

usual we denote as ρ∗i (for i = 1 · · · , n). These critical points maximize the sum of individual

powers.

5.3 Optimizing Sum of Individual Powers in FCFS

Now, let’s apply this optimization process to our M/M/1 system with n flows using FCFS

queueing. In FCFS, where jobs are processed in the order they arrive without prioritization,

each flow has the same response time, denoted as Ti = T = 1
µ(1−ρ)

for i = 1, . . . , n. This

uniform response time is determined by the overall system utilization, ρ =
∑n

i=1 ρi.

The sum of individual powers for all flows in the FCFS system is computed as follows:

n∑
i=1

Pi =
n∑

i=1

ρi
µT

=
n∑

i=1

ρi(1− ρ) = ρ(1− ρ)

Thus, the sum of the individual powers for the FCFS system is:

Psum = ρ(1− ρ) (5.2)

To maximize the sum of powers, we take the partial derivative of this sum with respect to

each flow’s utilization and set it equal to zero:

∂Psum

∂ρi
=

∂ρ(1− ρ)

∂ρi
= 0 for i = 1, 2, . . . , n
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Since
∂ρ

∂ρi
=

∂
∑n

i=1 ρi
∂ρi

= 1

we apply the chain rule to change the variable in the above partial derivative equation:

∂ρ(1− ρ)

∂ρi
=

∂ρ(1− ρ)

∂ρ
· ∂ρ
∂ρi

= (1− 2ρ) · 1 = 1− 2ρ = 0 for i = 1, 2, . . . , n

Solving this equation, we find:

ρ∗ =
1

2
(5.3)

This implies that when the total system utilization ρ∗ is equal to 1
2
, the sum of the individual

powers in the FCFS system reaches its maximum value. This occurs regardless of how the

individual utilizations ρi are distributed among different flows within the system; they simply

must sum to ρ = 1
2
. This is consistent with Section 2.2.3 since in FCFS, the sum of the n

Poisson flows is equivalent to a single flow at a traffic level of ρ, and we know maximum

power occurs at ρ = 1
2

for M/M/1, as shown in Equation 2.6.

Substituting Equation 5.3 into Equation 5.2, we have the maximal sum of individual powers

value:

P ∗
sum = ρ(1− ρ) =

1

2

(
1− 1

2

)
=

1

2
· 1
2
=

1

4

This gives us the following unsurprising theorem:
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Theorem 5.1.

In an M/M/1 system with n flows using the FCFS queueing discipline, the sum of individual

powers reaches it maximal value:

P ∗
sum =

1

4

when

ρ∗ =
1

2

where the distribution of ρi for i = 1, . . . , n is irrelevant as long as their sum ρ∗ = 1
2
.

This result indicates that the system performs most efficiently when the total utilization

is at 1
2
, irrespective of the individual allocations of utilization among different flows. This is

because each flow’s utilization contributes equally to the sum of powers, allowing the function

to be expressed in terms of ρ. Therefore, this multiple-flow system can be considered as a

single-flow system where the total power ρ(1− ρ) is a quadratic function of ρ and reaches its

maximum value at the midpoint of ρ.

The fact that the sum of powers depends solely on system utilization is crucial for optimizing

performance and resource management. This characteristic allows for flexible allocation of

individual utilizations, facilitating the achievement of various optimization objectives. By

understanding and leveraging this property, system administrators can dynamically adjust

individual flow utilizations to maintain the total system utilization around the optimal point,

thereby ensuring maximum efficiency and resource utilization. This flexibility is particularly

beneficial in complex systems where workload and flow characteristics can vary over time.
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5.4 Optimizing Sum of Individual Powers in HOL

FCFS offers flexibility in optimizing system performance in terms of sum of individual

powers. Now, we proceed to investigate the other extreme in terms of flow discrimination:

Head-Of-Line (HOL) priority, the most discriminatory priority queueing discipline. We will

start with the case of two flows and then extend the analysis to an arbitrary number of flows.

5.4.1 Two Flows

In the head-of-line priority system, the mean response time for flow 1 (the higher priority

flow) is given by

T1 =
1

µ(1− ρ1)

and for flow 2, the mean response time is

T2 =
1

µ(1− ρ1)(1− ρ1 − ρ2)

Therefore, the individual power of flow 1 is

P1 = ρ1(1− ρ1)

and the individual power for flow 2 is

P2 = ρ2(1− ρ1)(1− ρ1 − ρ2).

The sum of the individual powers in HOL is

Psum = P1 + P2 = ρ1(1− ρ1) + ρ2(1− ρ1)(1− ρ1 − ρ2) (5.4)
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This can be simplified and expressed as:

Psum = (ρ1 + ρ2) (1− ρ1) (1− ρ2) (5.5)

To better understand the practical implications of this equation, let us examine a visual

representation. Figure 5.1 illustrates the interaction between the individual power of two

separate flows and their cumulative effect on the system total powers.

(a) P1 = ρ1(1− ρ1) (b) P2 = ρ2(1− ρ1)(1− ρ1 − ρ2)

(c) Psum = (ρ1 + ρ2)(1− ρ1)(1− ρ2)

Figure 5.1: These figures show the individual power of each flow and the sum of power in a
two-flow system under HOL. All plots are 3D surfaces showing power as a function of the
utilization factors of the two flows (ρ1 and ρ2).
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Figure 5.1a illustrates the individual power of flow 1, P1 = ρ1(1− ρ1), Figure 5.1b depicts

the individual power of flow 2, P2 = ρ2(1 − ρ1)(1 − ρ1 − ρ2); and Figure 5.1c presents the

sum of these individual powers, Psum = (ρ1 + ρ2)(1− ρ1)(1− ρ2). This visualization aids in

understanding how changes in one flow’s utilization impacts the other flow and the total sum

of powers.

5.4.1.1 Properties

From Figure 5.1, we observe that the sum of powers is symmetric along the plane ρ1 = ρ2.

This symmetry indicates that the values of ρ1 and ρ2 are interchangeable without affecting

the total powers value. This property can also be confirmed by examining the equation for the

sum of powers, given in Equation 5.5. Whether the values for the variables (ρ1, ρ2) are (x, y)

or (y, x), the resulting sums of powers are the same with the value of (x+ y)(1− x)(1− y).

This leads to the following theorem:

Theorem 5.2.

For an M/M/1 system with two flows using HOL as queueing discipline, the sum of individual

powers can be expressed as a function of the two variables (ρ1, ρ2)

Psum(ρ1, ρ2) = (ρ1 + ρ2)(1− ρ1)(1− ρ2) (5.6)

This function is symmetric, meaning that the value of the sum of individual powers remains

unchanged when the variables (ρ1, ρ2) are switched. Mathematically, this symmetry is expressed

as:

Psum(x, y) = Psum(y, x) (5.7)

where x and y represent any values of the variables ρ1 and ρ2.
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This symmetry property implies that the order in which the utilizations ρ1 and ρ2 are

considered does not affect the overall sum of powers, highlighting the interchangeable nature

of the two variables in this context.

Another observation is that, when the total utilization ρ is fixed with c, the sum of power

increases as the difference between ρ1 and ρ2 decreases. To visually clarify this statement, we

refer to Figure 5.2, where the purple surface represents a plane defined by ρ1 + ρ2 = 0.4 (with

c set to be 0.4, an arbitrary value chosen for illustration). The intersection of this plane with

the sum of powers surface peaks at the midpoint where ρ1 and ρ2 are equal. This leads to

the following theorem:

Theorem 5.3.

In an M/M/1 systems with two flows using HOL, given the constraint that the total system

utilization ρ is a fixed number, say c (where 0 < c < 1), then the sum of individual powers is

maximal when each of the two flows shares the fixed amount c equally:

ρ1 = ρ2 =
c

2
(5.8)

Proof:

Given that ρ = ρ1 + ρ2 = c (where 0 < c < 1), the sum of individual powers:

(ρ1 + ρ2)(1− ρ1)(1− ρ2)

can be expressed as

c(1− ρ1)[1− (c− ρ1)] = c(1− ρ1)(1− c+ ρ1)
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Figure 5.2: Visualization of distribution of sum of powers with a constraint of fixed total
utilization (ρ1 + ρ2 = c = 0.4). The plot illustrates the sum of powers surface intersecting
with a purple plane that represents the constraint of constant system utilization. Theorem
5.3 shows that the optimal sum of powers occurs when the individual utilizations are equal
(in this example, ρ1 = ρ2 = 0.2).

To find the maximum of this function, we take the derivative of this expression with respect

to ρ1:
∂c(1− ρ1)(1− c+ ρ1)

∂ρ1
= c · (−(1− c+ ρ1) + (1− ρ1)) = c(c− 2ρ1)

Setting the derivative equal to zero gives:

c(c− 2ρ1) = 0 =⇒ ρ1 =
c

2

since c ̸= 0 by the constraint.

Substituting this back into ρ1 + ρ2 = c, we have:

ρ2 = c− ρ1 = c− c

2
=

c

2
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Thus, it is shown that under the constraint of a fixed total system utilization ρ = c, where

0 < c < 1, the sum of individual powers is maximal when ρ1 = ρ2 =
c
2
.

Based on the observation of symmetry in Figure 5.1c, we established Theorem 5.2 and

Theorem 5.3. These theorems provide valuable insights into optimizing flow management for

enhanced system performance. Such understanding is crucial for improving efficiency and

ensuring that resources are allocated effectively to maximize the system’s overall performance.

5.4.1.2 Optimization

To find the maximal sum of powers, we need to find the critical point where the partial

derivatives of Psum with respect to ρ1 and ρ2 are both equal to zero.

This can be represented by the following system of equations:


∂

∂ρ1
Psum = 0

∂
∂ρ2

Psum = 0

Substituting Psum = (ρ1 + ρ2)(1− ρ1)(1− ρ2) into the system of equations above:


∂

∂ρ1
(ρ1 + ρ2)(1− ρ1)(1− ρ2) = (1− ρ2)(1− ρ1 − ρ1 − ρ2) = 0

∂
∂ρ2

(ρ1 + ρ2)(1− ρ1)(1− ρ2) = (1− ρ1)(1− ρ2 − ρ2 − ρ1) = 0

To simplify these equations, we observe that the terms (1− ρ2) and (1− ρ1) are non-zero,
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given the assumption of system stability where ρ1 < 1 and ρ2 < 1. Therefore, we can divide

both sides of the equations by these non-zero terms to yield the two equations:


(1− ρ1 − ρ1 − ρ2) = 0

(1− ρ2 − ρ2 − ρ1) = 0

Solving these equations simultaneously, we determine that the values of ρ∗1 and ρ∗2 that

maximize the sum of power for HOL are:

ρ∗1 = ρ∗2 =
1

3
(5.9)

This outcome reveals that the most effective utilization strategy for each flow, aimed at

maximizing the summation of individual powers, occurs when both flows are allocated

identical amounts of the system’s resources. Specifically, the ideal utilization for each flow

should be exactly one-third of the total system utilization. This configuration ensures that the

cumulative power of the system is optimized, reflecting a balanced approach where each flow

contributes equally to achieving the highest possible efficiency. This balanced allocation not

only enhances the system’s performance in terms of power but also ensures a more equitable

distribution of resources among the flows.

The corresponding power values for flow 1 and flow 2 are:

P1 = ρ1(1− ρ1) =
1

3

(
1− 1

3

)
=

1

3
· 2
3
=

2

9

P2 = ρ2(1− ρ1)(1− ρ1 − ρ2) =
1

3

(
1− 1

3

)(
1− 1

3
− 1

3

)
=

1

3
· 2
3
· 1
3
=

2

27
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The maximal sum of powers for the head-of-line priority system with two flows is thus:

P ∗
sum = P1 + P2 =

2

9
+

2

27
=

6

27
+

2

27
=

8

27
≈ 0.296

This value surpasses the sum of individual powers realized in an FCFS system, which is only

0.25. This trend is consistent with the findings discussed in the previous chapter, where

the optimal value for HOL exceeds that of FCFS when optimizing individual power. Such

consistency in performance metrics underscores the superior efficiency of HOL compared to

FCFS, particularly in scenarios where maximizing power is paramount.

5.4.2 n Flows

From the two-flows case, we derived two theorems about the properties of the sum of

individual powers metric and optimized this metric in an M/M/1 system using HOL as the

queueing discipline. The key results are summarized as follows:

• The sum of individual powers is maximal with the value 8
27

when the two flows have

equal utilization of 1
3
.

• The sum of powers function is symmetric, indicating that ρ1 and ρ2 are interchangeable

without changing the sum of power value.

• Given that the total utilization ρ is a fixed value, say c, the sum of powers is maximal

when ρ1 = ρ2 =
c
2
.

In the following, we extend the analysis from two flows to n flows and focus on finding

the maximal sum of powers. As the dimension n increases beyond 2, it becomes difficult to

visualize the sum of powers metric as a function of each ρi (for i = 1, 2, . . . , n), making it

79



challenging to directly determine whether the properties observed in the two-flow case—such

as the symmetry of the sum of powers function and the maximization of the sum of powers

when each flow i has the same utilization ρi =
c
n

under a fixed total utilization c—still hold.

Therefore, we leave these complexities for future work.

5.4.2.1 Optimizing Sum of Individual Powers

In the two-flow case, the system utilization for each flow is proven to be equal when

optimizing the sum of individual powers in the preemptive head-of-line (HOL) queueing

system. This principle can be extended to an arbitrary number of flows in a preemptive HOL

priority system with n groups of flows and leads to the following theorem:

Theorem 5.4.

Given the HOL preemptive priority queueing discipline with n flows in an M/M/1 system,

the sum of powers is

Psum =
n∑

i=1

ρi(1− σi−1)(1− σi) (5.10)

where σi =
∑i

j=1 ρj.

The sum of powers is maximal when each flow has the same utilization:

ρ∗i =
1

n+ 1
for i = 1, 2, . . . , n

and the optimum total system utilization is:

ρ∗ =
n

n+ 1
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Proof :

Equation 4.19 provides the individual power of flow i. Thus, the sum of the individual powers

is given by Equation 5.10:

Psum =
n∑

i=1

ρi(1− σi−1)(1− σi)

where σi =
∑i

j=1 ρj

When aiming to optimize the sum of individual power for all flows in a system, we

encounter a system of n equations. Each equation emerges from the partial differentiation of

the sum of power with respect to each flow’s utilization, ρi. We first show in step 1 below

that each partial differentiation equation can be expressed as:2

∂

∂ρi
Psum =

∂

∂ρi

n∑
j=1

ρj(1− σj−1)(1− σj)

= (1− σn − ρi)(1− σn + ρi) for i = 1, . . . , n

(5.11)

Then in step 2, we will use this result to find the effective critical point:

ρi =
1

n+ 1
for i = 1, . . . , n

by setting each partial differential equation to zero and solving them simultaneously, under

the assumption that the total utilization ρ < 1:

2 We change the summation index in Psum from i to j to avoid confusion with i in ρi.
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Step 1: Proving the Partial Differentiation Equation

We now prove the partial differentiation equation (Equation 5.11) by induction:

• Base Case (n = 2): From Equation 5.4, the sum of individual powers when n = 2 is:

Psum =
2∑

i=1

ρi(1− σi−1)(1− σi) = ρ1(1− ρ1) + ρ2(1− ρ1)(1− ρ1 − ρ2)

When optimizing the sum of power with respect to ρ1 and ρ2 simultaneously, we have a

system of two equations:


∂

∂ρ1
Psum = ∂

∂ρ1
(ρ1(1− ρ1) + ρ2(1− ρ1)(1− ρ1 − ρ2))

∂
∂ρ2

Psum = ∂
∂ρ2

(ρ1(1− ρ1) + ρ2(1− ρ1)(1− ρ1 − ρ2))

The first equation:

∂

∂ρ1
Psum =

∂

∂ρ1
(ρ1(1− ρ1) + ρ2(1− ρ1)(1− ρ1 − ρ2))

= 1− 2ρ1 + ρ2(−(1− ρ1)− (1− ρ1 − ρ2))

= 1− 2ρ1 − ρ2(1− 2ρ1)− ρ2(1− ρ2)

= (1− 2ρ1 − ρ2)(1− ρ2)

= (1− ρ1 − ρ2 − ρ1)(1− ρ1 − ρ2 + ρ1)

= (1− σ2 − ρ1)(1− σ2 + ρ1)
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The second equation:

∂

∂ρ2
Psum =

∂

∂ρ2
(ρ1(1− ρ1) + ρ2(1− ρ1)(1− ρ1 − ρ2))

= (1− ρ1)(1− ρ1 − 2ρ2)

= (1− ρ1 − ρ2 + ρ2)(1− ρ1 − ρ2 − ρ2)

= (1− σ2 − ρ2)(1− σ2 + ρ2)

The two equations match Equation 5.11 where n = 2 for i = 1, 2.

• Induction Hypothesis:

Suppose the partial differentiation equation (Equation 5.11) works when the number of

flows n is k:

∂

∂ρi
Psum =

∂

∂ρi

k∑
j=1

ρj(1− σj−1)(1− σj)

= (1− σk − ρi)(1− σk + ρi) for i = 1, 2, . . . , k.

• Induction Step:

We want to show that the equation also works for the number of flows k + 1:

∂

∂ρi
Psum =

∂

∂ρi

k+1∑
j=1

ρj(1− σj−1)(1− σj)

= (1− σk+1 − ρi)(1− σk+1 + ρi) for i = 1, 2, . . . , k, k + 1.
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Here’s the computation:

∂

∂ρi
Psum =

∂

∂ρi

k+1∑
j=1

ρj(1− σj−1)(1− σj)

=
∂

∂ρi

[
k∑

j=1

ρj(1− σj−1)(1− σj) + ρk+1(1− σk)(1− σk+1)

]

=

[
∂

∂ρi

k∑
j=1

ρj(1− σj−1)(1− σj)

]
+

[
∂

∂ρi
ρk+1(1− σk)(1− σk+1)

]
= (1− σk − ρi)(1− σk + ρi) +

[
∂

∂ρi
ρk+1(1− σk)(1− σk+1)

]
= (1− σk − ρi)(1− σk + ρi) + ρk+1[−(1− σk+1)− (1− σk)]

= (1− σk − ρi)(1− σk + ρi)− ρk+1[(1− σk+1) + (1− σk)− ρi + ρi]

= (1− σk − ρi)(1− σk + ρi)− ρk+1(1− σk+1 − ρi)− ρk+1(1− σk+1 + ρi)

= (1− σk − ρi)(1− σk+1 + ρi)− ρk+1[1− σk+1 + ρi]

= (1− σk − ρi − ρk+1)(1− σk+1 + ρi)

= (1− σk+1 − ρi)(1− σk+1 + ρi)

This shows that the equation also works for the number of flows k + 1.

Thus, by induction, we have shown that Equation 5.11 holds for an arbitrary number of flows.

Step 2: Finding the Critical Point

In this step, we demonstrate that the critical point, where the n partial differential equations

equals zero, is when each flow’s optimum utilization ρ∗i = 1
n+1

and the total optimized

utilization ρ∗ = n
n+1

.

From step 1, we know that Equation 5.11 holds. Now, we set each partial differential
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equation to zero:

∂

∂ρi
Psum = (1− σn − ρi)(1− σn + ρi) = 0 for i = 1, 2, . . . , n

This implies that either:

(1− σn − ρi) = 0 or (1− σn + ρi) = 0 for i = 1, 2, . . . , n

We now discuss each case:

• (1− σn + ρi) = 0:

If (1 − σn + ρi) = 0, then σn = 1 + ρi. This contradicts to the constraint that

σn =
∑n

j=1 ρj < 1 because there must be at least one flow with ρi > 0. If all ρi values

were 0, then σn would be zero, not 1 as indicated by the equation. Therefore, this

scenario is not valid.

• (1− σn − ρi) = 0:

For (1− σn − ρi) = 0, we have

ρi = 1− σn for i = 1, 2, . . . , n (5.12)

Summing all equations, we get:

n∑
i=1

ρi =
n∑

i=1

(1− σn),

Because 1 − σn is independent of i and σn =
∑n

i=1 ρi, the above equation can be

expressed as:

σn = n(1− σn)
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Thus, we compute σn as:

σn =
n

n+ 1
(5.13)

Since σn = ρ, this shows that the optimum system utilization ρ∗ when sum of individual

power is maximized is:

ρ∗ =
n

n+ 1
(5.14)

as was to be shown. With σn computed, we now determine ρi using Equation 5.12 and

Equation 5.13:

ρi = 1− σn = 1− n

n+ 1
=

1

n+ 1
for i = 1, 2, . . . , n

Thus, we have also shown that:

ρ∗i =
1

n+ 1
for i = 1, 2, . . . , n

Based on Theorem 5.4, we have ρ∗ = n
n+1

when the sum of individual power is maximal.

Since n is always less than n+ 1, ρ∗ = n
n+1

is always less than 1. Additionally, ρ∗ depends on

n. The behavior of ρ∗ as n approaches infinity is stated in the following corollary:

Corollary 5.4.1.

Consider an M/M/1 system with n flows using the head-of-line preemptive queueing discipline.

As n approaches infinity, the limit of the optimized system utilization ρ∗, when the sum of

individual powers is maximal, is

lim
n→∞

ρ∗ = lim
n→∞

n

n+ 1
= 1
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This corollary indicates that as the number of flows increases indefinitely, the optimized

system utilization approaches its upper bound of 1.

5.4.2.2 Maximal Sum of Individual Power Value

Knowing that the sum of individual power is optimal when each flow’s utilization is given

by

ρ∗i =
1

n+ 1
for i = 1, . . . , n,

we can now proceed to compute this maximal value. By substituting this utilization into the

expression for the sum of individual power, we derive the following theorem:

Theorem 5.5.

Consider an M/M/1 system with n flows using the head-of-line preemptive priority queueing

disciplines with, the maximal sum of individual powers is

P ∗
sum =

n(n+ 2)

3(n+ 1)2
(5.15)

where each flow’s individual power is:

Pi =
(n+ 1− i)(n+ 2− i)

(n+ 1)3
for i = 1, 2, . . . , n (5.16)

Proof

First, we substitute ρ∗i =
1

n+1
for i = 1, 2, . . . , n into the formula for each individual power Pi.

We know from Equation 4.19 that the individual power Pi = ρi(1− σi−1)(1− σi), where σi

represents the cumulative utilization up to the ith flow, calculated as σi =
∑i

j=1 ρj. After

substituting the optimized ρ∗i =
1

n+1
into the formula in place of ρi and simplifying, we derive
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the expression for Pi as follows:

Pi = ρi(1− σi−1)(1− σi)

=
1

n+ 1

(
1− i

n+ 1

)(
1− i− 1

n+ 1

)

=
1

n+ 1
· n+ 1− i

n+ 1
· n+ 2− i

n+ 1

=
(n+ 1− i)(n+ 2− i)

(n+ 1)3
for i = 1, 2, . . . , n

Next, we compute the summation of individual power across all flows at optimization:

n∑
i=1

Pi =
1

(n+ 1)3

n∑
i=1

(n+ 1− i)(n+ 2− i)

=
1

(n+ 1)3

n∑
i=1

[(n+ 1)(n+ 2)− i(2n+ 3) + i2]

=
1

(n+ 1)3

[
(n+ 1)(n+ 2)n− (2n+ 3)

n(n+ 1)

2
+

n(n+ 1)(2n+ 1)

6

]
=

n(n+ 1)

(n+ 1)3

[
(n+ 2)− (2n+ 3)

2
+

(2n+ 1)

6

]
=

n(n+ 2)

3(n+ 1)2

Thus, we have shown that the maximal sum of individual power P ∗
sum for n flows in an M/M/1

system using HOL as queueing discipline is: n(n+2)
3(n+1)2

To gain further insight into the behavior of this expression as the number of flows n

becomes very large, we examine its limit as n approaches infinity. By evaluating the limit,

we can determine the asymptotic value of the optimum sum of individual powers for HOL, as
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shown in the following corollary:

Corollary 5.5.1.

Consider an M/M/1 system with n flows using the head-of-line preemptive queueing disciplines.

As n approaches infinity, the limit of the optimum sum of individual powers is

lim
n→∞

P ∗
sum = lim

n→∞

n(n+ 2)

3(n+ 1)2
=

1

3

This corollary indicates that as the number of flows increases indefinitely, the maximal sum

of individual powers converges to 1
3
.

5.5 Comparison of Optimization Results

Before diving into the analysis of the properties of the optimal sum of individual powers

with n flows, we first discuss the comparison of the various optimization results that have

been derived. Specifically, we will compare maximal sum of individual powers across different

queueing disciplines. Then, in Section 5.5.2, we will compare the results within the same

queueing discipline but using different optimization metrics. This comparison provides a

better understanding of each optimization metric across different queueing disciplines, offering

insights into the effectiveness and efficiency of each approach.

5.5.1 Comparison with FCFS

We first compare the optimization results of FCFS and HOL derived in this chapter using

the sum of individual power metric as the optimization goal in Table 5.1. In FCFS, the

individual utilization factor ρi is not restricted as long as the sum of each flow is 0.5; therefore,

we leave it blank in the table. The same applies to Pi for FCFS. Some values in the table

depend on n.
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FCFS HOL

ρ∗i
1

n+1

ρ∗ 1
2

n
n+1

lim
n→∞

ρ∗ 1
2 1

Pi
(n+1−i)(n+2−i)

(n+1)3

P ∗
sum =

n∑
i=1

Pi
1
4

n(n+2)
3(n+1)2

lim
n→∞

P ∗
sum

1
4

1
3

Table 5.1: Optimization result of using "sum of individual powers" as the optimization goal.
The table shows ρ∗i and ρ∗ that achieve the maximum sum of powers, along with Pi and P ∗

sum
and the limits of ρ∗ and P ∗

sum for both FCFS and HOL.

To better understand how P ∗
sum and the optimized ρ∗ that achieves this maximum behave

across different values of n, we plot them against n in Figure 5.3 for ρ∗ and in Figure 5.4 for

P ∗
sum, respectively. In Figure 5.3 and Figure 5.4, the curves for HOL and FCFS are conjectured

to serve as the upper and lower bounds3. These two curves in each figure bound the region

for the maximum sum of individual power and the optimized ρ∗ from the summation of ρ∗1

and ρ∗2 that achieve the maximum. The curves for other disciplines are conjectured to lie

within the regions bounded by these two curves.

The maximum sum of power for FCFS remains at 0.25 as n increases, with ρ∗ kept at 0.5

regardless of the number of flows in the system. In contrast, HOL, which represents maximal

flow discrimination, achieves a maximum for the optimized sum of individual power that

increases as n increases, approaching an asymptotic value of 1
3

as n becomes very large, with

3 The conjecture that HOL is the upper bound and FCFS is the lower bound is based on the numerical
results in Chapter 7.
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ρ∗ increasing to approach 1.
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Figure 5.3: The ρ∗ that achieves the maximal sum of individual powers is shown for both
FCFS and HOL, corresponding to the variation of n.
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Figure 5.4: Optimized sum of individual power P ∗
sum versus n for both FCFS and HOL.
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5.5.2 Comparison of two Performance Metrics

Now, let’s compare the optimization results with those derived in Chapter 4. Figures 5.5

and 5.6 display the variation of ρ and power with respect to n for different optimization met-

rics and queueing disciplines. In each figure, optimization results from optimizing individual

power for all flows are represented by solid lines, while results from maximizing the sum of

individual power are presented with dashed curves. Curves for FCFS results are shown in

blue, while curves for HOL results are shown in red.
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Figure 5.5: Optimum ρ vs. n in FCFS and HOL with different performance metrics used in
optimization. The optimization results using "Individual Power" are represented by solid
lines, while the results using "Sum of Powers" are presented by dashed lines.

In Figure 5.5, only the curve for maximizing the sum of power in FCFS remains at 0.5,

while the other three curves approach 1 as n approaches infinity. For those three curves,

maximizing individual power in HOL achieves 1 when n is around 10, which is much earlier

than the other two. The other two curves—maximizing individual power in FCFS and
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maximizing the sum of power in HOL—are the same.

In Figure 5.6, the red curves from HOL are both larger than the two blue curves from

FCFS, indicating better system resource usage and overall benefits when evaluated based on

the sum of individual power. Moreover, the solid lines enclose a larger region compared to the

dashed lines, implying more divergent behavior in terms of the sum of power. Furthermore,

both red curves of HOL exhibit a jump at around n = 2 and then increase slowly thereafter.

This indicates that while the sum of power in HOL increases as n increases, a few flows in

the system are already close to reaching its limit. Subsequently, adding more flows to the

system does not significantly contribute to the sum of power.
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Figure 5.6: Optimized Sum of Powers vs. n in FCFS and HOL with different performance
metrics used in optimization. When "Individual Power" is used as the metric, the sum of
powers at the optimal operating point corresponds to the sum of maximal individual
power, represented by solid lines. When "Sum of Powers" is used as the metric, the sum of
powers at the optimal operating point reflects the maximal sum of individual power,
represented by dashed lines.

93



Chapter 6: Performance Optimization

Metric: Average Power, Pavg

In the previous chapter, we proposed the sum of individual powers from a system-wide

perspective. In this chapter, we introduce an alternative metric—our third metric, average

power—to represent the system’s overall performance. Remarkably, by adopting this metric,

we can utilize the conservation law [33] to demonstrate that system-level performance remains

stable even when flow prioritization is implemented. This insight provides significant flexibility

in system design without compromising performance.

6.1 Average Power

Another approach to assessing system performance involves treating the system as a black

box, focusing on measuring total system utilization and sampling packets to obtain an average

view of response times. From this perspective, we define the average power, denoted by Pavg,

with the following mathematical expression:

Pavg =

∑n
i=1 ρi∑n

i=1

(
ρi
ρ µTi

) (6.1)

In this equation, the numerator represents the summation of the utilization factor for each

traffic flow, where ρi corresponds to the utilization factor of the ith flow, computed as ρi = λi

µ
.
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The denominator represents the weighted average response time of each flow, with weights

determined by their respective utilization factor fractions within the system, namely ρi
ρ
. As

usual. the mean response time for each flow, denoted as Ti, is a function of ρi and may vary

depending on the queueing discipline employed.

6.1.1 Property

With this definition, the average power can be expressed in a form that solely depends on

ρ, leveraging the conservation law and under the assumption that each flow has the same

mean service rate, represented by µi = µ for i = 1, . . . , n. This characteristic is not confined

to M/M/1 queue systems but extends to all M/G/1 work-conserving systems as well. To

formalize this result, we establish the following theorem:

Theorem 6.1.

For an M/G/1 system with n flows, all sharing the same mean service rate and operating

under any work-conserving queueing discipline, the average power Pavg =
∑n

i=1 ρi∑n
i=1(

ρi
ρ
µTi)

is

given by:

Pavg =
ρ(1− ρ)

µW0 + (1− ρ)
(6.2)

where

W0 =
n∑

i=1

λix2
i

2

is the average remaining service time for the customer found in service by a new arrival from

a Poisson arrival process. The term x2
i denotes the second moment of the service time for the

ith flow.
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Proof

For each flow, the average response time, Ti, can be broken down into two components: the

average waiting time, Wi, and the average service time, 1
µ
. This leads to the equation:

Ti = Wi +
1

µ
(6.3)

The subscript i specifies the ith flow, highlighting that the waiting times may vary between

flows. It is assumed that the average service time, 1
µ
, is the same for all flows, as µi = µ for

i = 1, . . . , n.

We substitute Equation 6.3 into Equation 6.1:

Pavg =

∑n
i=1 ρi∑n

i=1

(
ρi
ρ
µTi

)
=

ρ
µ
ρ

∑n
i=1 ρiTi

=
ρ

µ
ρ

∑n
i=1 ρi(Wi +

1
µ
)

=
ρ

µ
ρ
(
∑n

i=1 ρiWi) +
µ
ρ

∑n
i=1 ρi

1
µ

=
ρ

µ
ρ
(
∑n

i=1 ρiWi) + 1

After substitution, we find that
∑n

i=1 ρiWi remains constant under an M/G/1 system utilizing

any work-conserving queueing discipline. "Work-conserving" means that no work (or service

requirement) is created or destroyed within the system, and the system’s workload neither

increases nor decreases. The detailed definition of the work-conserving queueing class, as

outlined in Section 5.2 of [37], includes the following: no work leaves before completion
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(no defections); no workload is created within the system; preemption is allowed only for

exponentially distributed service times in a preemptive-resume setting; and no server remains

idle when work is present.

This work-conserving principle applies to various queueing models, including non-preemptive

priority and preemptive-resume priority disciplines. Of all work-conserving queueing types,

the head-of-line preemptive-resume queueing results in the most significant discrimination in

response times among flows, whereas the first-come-first-served discipline exhibits the least

discrimination, effectively showing no discrimination.

The constancy of
∑n

i=1 ρiWi is demonstrated by the conservation law [33] and is given by:

n∑
i=1

ρiWi =
ρW0

1− ρ
for ρ < 1 (6.4)

where W0 =
∑n

i=1
λix2

i

2
.

By substituting the constant value of
∑n

i=1 ρiWi, Equation 6.4, into the equation for Pavg,

Equation 6.1, we have:

Pavg =
ρ

µ
ρ
(
∑n

i=1 ρiWi) + 1
=

ρ

µ
ρ

(
ρW0

1−ρ

)
+ 1

=
ρ(1− ρ)

µW0 + (1− ρ)

This shows that the average power, Pavg, can be expressed simply as a function of ρ and W0.

From Equation 6.1, we see that the term W0 is influenced by the second moment of each

flow’s service time. If we further assume that each flow’s service time shares the same second

moment, that is x2
i = x2 for i = 1, . . . , n, we can establish the following theorem:
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Theorem 6.2.

For an M/G/1 system with multiple flows using any work-conserving queueing discipline,

if each flow has the same first and second moments of the service time, then the average

power is equivalent to the power of a single flow system. Specifically, the average power can

be expressed as:

Pavg =
ρ

1 +
ρ(1+C2

b )

2(1−ρ)

(6.5)

Proof :

If the service times for all flows have identical second moments x2 1, then the average residual

service time, W0, can be expressed as follows:

W0 =
n∑

i=1

λix2
i

2
=

n∑
i=1

λix2

2
=

x2

2
·

n∑
i=1

λi

Leading to

W0 =
λx2

2
(6.6)

Here, the second moments x2 can be related to the service time coefficient of variation squared

C2
b as:

x2 = (1 + C2
b )

1

µ2
(6.7)

The coefficient of variation squared C2
b measures the variability of service times relative to

their mean, calculated by:

C2
b =

x2 − x2

x2

where x represents the first moment of service time, which is 1
µ
.

1 In an M/M/1 system with exponentially distributed service times, if all flows have the same mean
service time (equal first moment), their second moments will also be equal. This is a direct consequence of
the fact that the exponential distribution is fully characterized by its mean – once the mean is known, all
other moments are determined. For an exponential distribution, the mean is 1

µ and the second moment is 2
µ2 .
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The relationship between the second moment x2 and the coefficient of variation squared C2
b

is derived as follows:

x2 = x2 + C2
b · x2 = (1 + C2

b )x
2 = (1 + C2

b )
1

µ2

Substituting this back into the equation for W0, Equation 6.6, we get:

W0 =
λx2

2
=

λ

2
(1 + C2

b )
1

µ2
=

λ

µ

1

2µ
(1 + C2

b ) =
ρ(1 + C2

b )

2µ

This allows W0 to be simplified as:

W0 =
ρ(1 + C2

b )

2µ
(6.8)

Thus, by expressing W0 in terms of C2
b , µ, and ρ, Equation 6.2 for Pavg can be reformulated

as:

Pavg =
ρ(1− ρ)

µW0 + (1− ρ)
=

ρ(1− ρ)

µ · ρ(1+C2
b )

2µ
+ (1− ρ)

=
ρ

ρ(1+C2
b )

2(1−ρ)
+ 1

Thus, we have proven Equation 6.5. In addition, this expression for Pavg is the same as the

expression for the power of a single flow in an M/G/1 system, as detailed in Chapter 2.

Hence, we have proven Theorem 6.2.

Theorem 6.2 illustrates that the performance of a single-server system with multiple flows,

as depicted in Figure 6.1, remains unaffected by the specific queueing discipline used, provided

it is work-conserving and the first and second moments of the service rate are the same for

all flows. This invariance means that even if the order in which flows are processed changes,

as long as the queueing discipline remains work-conserving, the overall performance of the

system in terms of average power will not be impacted. Consequently, the whole system can
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be viewed as a single-flow system.

Figure 6.1: An M/G/1 system with multiple flows single hop using any work-conserving
queueing discipline. The average power of a system with multiple flows is equivalent to the
power of a single-flow system.

6.2 Average Power Optimization

Now we turn our attention to the optimization of the average power. According to Theorem

6.2, the average power of a multiple-flow system can be equated to the power of a single-flow

system. Therefore, optimizing the average power is equivalent to optimizing the power of a

single-flow system. Hence, the only factor in affecting the optimization of the average power

is the total amount of traffic entering the system.

To determine this optimal level of system utilization to maximize the power of a single-flow

system, we refer to the findings in [5], as outlined in Chapter 2. According to this study, the

optimal traffic load, ρ∗, for a single flow M/G/1 system that achieves the best performance

in terms of power is given by Equation 2.9:

ρ∗ =
1

1 +

√
1+C2

b

2

(6.9)
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It identifies the ideal utilization factor for a single-flow system that balances system load

with response time and is tailored to the specific variability of the input flows’ service times.

Combining Theorem 6.2 and the optimal result of a single flow represented by Equation

6.9, we have established the following theorem:

Theorem 6.3.

Any M/G/1 system with any work-conserving queueing discipline, where each flow has the

same first and second moments of service time, has an average power Pavg that reaches its

optimal level when:

ρ∗ =
n∑

i=1

ρi =
1

1 +

√
1+C2

b

2

(6.10)

Additionally, we have the following corollary for a specific system type:

Corollary 6.3.1.

When the M/G/1 system of Theorem 6.3 is an M/M/1 system2 (where C2
b = 1), then optimal

average power is achieved when:

ρ∗ =
n∑

i=1

ρi =
1

2
(6.11)

These results are valuable for system controllers and can guide the design of congestion

control strategies, as they demonstrate that optimizing average power as the system perfor-

mance hinges critically on the effective management of total system utilization.

2 Note that in an M/M/1 system, the service time is exponentially distributed. Therefore, if the first
moment is the same across flows, it is sufficient to conclude that their second moments will also be the same.
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More importantly, the insight that optimal performance is linked to system-wide utilization

provides significant flexibility for network administrators to pursue additional operational

goals, such as fairness, which is also a key objective in this thesis. Ensuring fairness, which

facilitates reasonable resource distribution across multiple flows and users, has also been a

focus of much research for a long time, highlighting its importance in network management

strategies [52–54].

The capability to simultaneously achieve optimal performance and fairness in network

operations is a significant benefit of applying this average power definition. As we show

in later chapters addressing fairness, this dual achievement could facilitate the design of

more effective network congestion control strategies, where both performance efficiency and

equitable fairness are jointly considered. Therefore, it is highly advisable for system operators

to consider integrating this average power metric into their performance evaluation frameworks.

This strategic integration can lead to more informed decision-making and enhanced overall

network management, aligning operational practices with the theoretical insights provided by

the study of queueing theory.

102



Chapter 7: Extending the Analysis of the

Power Metric: the Continuum From

FCFS to HOL

In the previous three chapters, we defined three distinct performance metrics, each related

to power definitions that incorporate both throughput (represented by the utilization factor)

and response time, but combined in different ways to account for multiple flows. We applied

power optimization using these definitions to both FCFS and HOL queueing disciplines and

analyzed the optimization results.

In this chapter, we introduce another degree of freedom to adjust the power optimization

of these metrics beyond FCFS and HOL by studying other queueing disciplines with flow

discrimination ranging between these two extremes. We utilize the delay-dependent priority

queueing and beta-priority queueing disciplines introduced in Chapter 3 to extend our power

optimization analysis across the full spectrum of flow discrimination, ranging from FCFS

to HOL. We begin with the base case where n = 2 and then proceed to scenarios with an

arbitrary number of flows.

7.1 Extension to Full Range in Two Flows n=2

In Chapter 3, two families of queueing disciplines were introduced, and the response times

for two flows in an M/M/1 system for each family were presented in Table 3.1. In this chapter,
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we will use this table to compute the power values and perform optimization analysis with

different power definitions of performance metrics within each family.

The performance metrics we consider here are individual power and sum of individual

powers. We do not include average power because the results derived in Chapter 6 completely

answer the optimization solution for all the disciplines we are going to discuss. These results

show that average power is maximized when ρ∗ = 1
2

for all work-conserving queueing systems

with the same mean service time1 for n flows in an M/M/1 system. Therefore, when extending

the power optimization analysis to the full range of queueing disciplines, we consider only

individual power and sum of individual power as optimization metrics.

7.1.1 The Delay-Dependent System

7.1.1.1 Individual Power Optimization

The response time for two flows in the delay-dependent system is given by Equation 3.9,

allowing us to calculate the individual power, with k = 1− b2
b1

as follows:

P1 =
ρ1
µT1

=
ρ1(1− ρ)(1− kρ1)

1− kρ

P2 =
ρ2
µT2

= ρ2(1− ρ)(1− kρ1)

(7.1)

Taking the partial derivatives with respect to ρ1 and ρ2 respectively, we have:

∂P1

∂ρ1
=

[(1− ρ− ρ1)(1− kρ1)− kρ1(1− ρ)] · (1− kρ) + kρ1(1− ρ)(1− kρ1)

(1− kρ)2
= 0

∂P2

∂ρ2
= (1− kρ1)(1− ρ− ρ2) = 0

1 Note that for an exponential distribution, the same mean implies the same second moment.
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By solving the partial derivative of P2 with respect to ρ2, we obtain:

ρ2 =
1− ρ1

2

This indicates that flow 2’s power is maximized when it takes half of the remaining utilization

after flow 1 has taken its share, a result also discussed in Chapter 4. It holds not only for the

two extreme cases, FCFS and HOL, but also for all the other queueing disciplines that lie

between them when using a delay-dependent system as the queueing discipline. Consequently,

this leads to the following theorem:

Theorem 7.1.

In an M/M/1 system with two flows using a delay-dependent queueing discipline, the

individual power of the lower priority flow, flow 2, is maximized when ρ2 is half of the remaining

utilization after the higher priority flow, flow 1, has taken its share. The mathematical

expression for ρ2 is:

ρ2 =
1− ρ1

2
(7.2)

This theorem is proved by solving the partial differential of P2 with respect to ρ2 above.

To continue find the ρ1 optimizes flow 1’s individual power, we solve the equation obtained

from the partial derivative of P1 with respect to ρ1. We set the numerator to zero, leading to

the simplified form:

(1− kρ)(1− 2ρ1 − ρ2)(1− kρ1) + k2ρ1ρ2(1− ρ) = 0
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By substituting Equation 7.2, we obtain the cubic function of ρ1 as:

−2k2ρ1
3 + (9k − 4k2)ρ1

2 + (2k2 − 6)ρ1 + (2− k) = 0

By numerically finding the root within the interval [0, 1] of this cubic function, we obtain

ρ1 that maximizes the individual power of flow 1 corresponding to k, as shown in Figure

7.1. The values of ρ2, derived from Equation 7.2, and the total utilization ρ are also presented.
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Figure 7.1: Optimum ρ1, ρ2, and ρ versus k when optimizing "individual power" for both
flow 1 and flow 2 in an M/M/1 system with two flows using the delay-dependent queueing
discipline. As k increases, ρ1, ρ, and the difference between ρ1 and ρ2 increase, while ρ2
decreases.
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7.1.1.1.1 Optimization Results for Rho - Figure 7.1

In Figure 7.1, the two extreme cases, FCFS and HOL, are marked on the curve of ρ vs

k. The left bound at k = 0 (FCFS) has ρ1 = ρ2 =
1
3
, and ρ = 2

3
. The right bound at k = 1

(HOL) has ρ1 = 0.5, ρ2 = 0.25, and ρ = 0.75. The area between these bounds show the range

of optimal operating points for ρ1, ρ2, and ρ as k changes from 0 to 1, corresponding to the

shift from FCFS to HOL.

From the figure, we can observe that when k increases, the ρ1 value increases while the ρ2

value decreases. This is because as flow discrimination increases, represented by the increase

of k, the impact of lower priority flow is reduced, leading to less waiting time and thus a

higher value of ρ1 for flow 1 to optimize its power. Consequently, there is less remaining

utilization in the system left for flow 2. The more flow 1 takes, the less flow 2 can take,

resulting in a lower value of ρ2 as it takes half of the flow 1’s remaining utilization.

In addition, the sum of ρ1 and ρ2, as well as the difference between ρ1 and ρ2, be-

come larger as k increases. This is because both the sum and the difference are func-

tions of ρ1 that increase as ρ1 increases. Specifically, the sum of ρ1 and ρ2 is given by

ρ = ρ1 + ρ2 = ρ1 +
1−ρ1
2

= 1+ρ1
2

. As ρ1 increases, 1+ρ1
2

also increases, indicating that the

total utilization of the system grows with an increasing ρ1. Similarly, the difference between

ρ1 and ρ2 is given by ρ1 − ρ2 = ρ1 − 1−ρ1
2

= 3ρ1−1
2

. As ρ1 increases, 3ρ1−1
2

also increases,

demonstrating that the disparity in utilization between the two flows grows as ρ1 increases.

Therefore, given that ρ1 increases with k, both the sum and the difference of ρ1 and ρ2, which

increase with ρ1, also increase with k.
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7.1.1.1.2 Optimization Results for Power - Figure 7.2

Figure 7.2 presents the individual power for flow 1 and flow 2 using the values of ρ1 and

ρ2 from Figure 7.1 after individual power optimization. The left bound (FCFS with k = 0)

has the individual power for flow 1 and flow 2 as P1 = P2 =
1
9
≈ 0.111, resulting in the sum

of individual power Psum = 2
9
≈ 0.222. The right bound (HOL with k = 1) has P1 =

1
4
= 0.25

and P2 =
1
32

= 0.03125, leading to Psum = 9
32

= 0.28125. Similar to the behavior of ρ1, ρ2

and ρ, P1 increases with k while P2 decreases with k. In addition, the sum and difference of

P1 and P2 become larger as flow discrimination increases. This can be observed from the

curve of Psum increasing as k increases and the gap between P1 and P2 widening as well.
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Figure 7.2: Optimized power Values of P1, P2, Psum versus k, when optimizing "individual
power" for both flow 1 and flow 2 in an M/M/1 system with two flows using the delay-
dependent queueing discipline. As k increases, P1, Psum, and the difference (P1 −P2) increase
while P2 decreases.
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Note that the power values of P1 and P2 shown in Figure 7.2 are not the global maximal

power for flow 1 or flow 2. The global maximal individual power value for flow 1 or flow 2 is

0.25, which occurs when their utilization factor for one flow is 0.5 while the other flow has

a utilization factor of zero. This global maximal individual power value is independent of

k because, with no utilization from other flows, the system can be viewed as a single-flow

system, and thus no flow discrimination is needed.

In contrast, the individual power optimization here assumes that the portion of the other

flow cannot be modified. Each flow tries to adjust its amount of utilization factor in the

system in order to maximize its individual power based on the current scenario, where

other flows may also be present with a certain amount of utilization. Such adjustment may

trigger other flows to modify their utilization factors as well. This process continues until an

equilibrium point is reached. The values derived in Figure 7.1 and Figure 7.2 represent the

equilibrium optimal operating points where both flow 1 and flow 2 are optimizing their own

power.

7.1.1.2 Sum of Individual Powers Optimization

Now, we change the optimization goal to the sum of individual powers metric. The sum

of individual powers in a delay-dependent system is given by:

Psum = P1 + P2 =
ρ1(1− ρ)(1− kρ1)

1− kρ
+ ρ2(1− ρ)(1− kρ1)

This can be simplified to:

Psum =
ρ(1− kρ2)(1− ρ)(1− kρ1)

1− kρ
(7.3)
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To find the maximal sum of individual powers, we solve the following equations:
∂
∂ρ1

ρ(1−kρ2)(1−ρ)(1−kρ1)
1−kρ = 0

∂
∂ρ2

ρ(1−kρ2)(1−ρ)(1−kρ1)
1−kρ = 0

(7.4)

and establish the following theorem:

Theorem 7.2.

In an M/M/1 system using delay-dependent queueing disciplines (except for FCFS case

where k = 0), the sum of individual powers is maximized when

ρ1 = ρ2 (7.5)

However, ρ1 = ρ2 does not sufficiently imply that the sum of power is maximal. It is a

necessary but not sufficient condition for optimizing the sum of individual power.

Proof

From the partial differentials of Equation 7.4, we have:


(1− kρ2)

[(1−2ρ)(1−kρ1)−kρ(1−ρ)](1−kρ) + kρ(1−ρ)(1−kρ1)
(1−kρ)2

= 0

(1− kρ1)
[(1−2ρ)(1−kρ2)−kρ(1−ρ)](1−kρ) + kρ(1−ρ)(1−kρ2)

(1−kρ)2
= 0

Since neither 1− kρ2 nor 1− kρ1 can be zero (as ρ1 and ρ2 are assumed to be less than one

to prevent system overloading)2, the other terms in each numerator must be zero:

2 This is because if either 1− kρ2 or 1− kρ1 were to equal zero, it would require either k = 1 and ρ1 = 1
or k = 1 and ρ2 = 1. However, both ρ1 and ρ2 are assumed to be less than 1 to prevent system overloading,
making it impossible for either 1− kρ2 or 1− kρ1 to equal zero.
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
[(1− 2ρ)(1− kρ1)− kρ(1− ρ)](1− kρ) + kρ(1− ρ)(1− kρ1) = 0

[(1− 2ρ)(1− kρ2)− kρ(1− ρ)](1− kρ) + kρ(1− ρ)(1− kρ2) = 0

(7.6)

Rewriting these equations yields:


(1− 2ρ)(1− kρ1)(1− kρ) = kρ(1− ρ)(1− kρ− 1 + kρ1)

(1− 2ρ)(1− kρ2)(1− kρ) = kρ(1− ρ)(1− kρ− 1 + kρ2)

If k = 0, which is the FCFS case, substituting k = 0 into the above equations give 1− 2ρ = 0,

without indicating the exact value of ρ1 and ρ2. This result was discussed in Chapter 5.

For other cases where k ̸= 0, we continue solving the equations and simplifying the right side

of the two equations to obtain:


(1− 2ρ)(1− kρ1)(1− kρ) = −kρ(1− ρ)kρ2

(1− 2ρ)(1− kρ2)(1− kρ) = −kρ(1− ρ)kρ1

We rearrange the terms to express the relationship between ρ1 and ρ2 in a simpler form:

1− kρ1
ρ2

=
1− kρ2

ρ1
=

−k2ρ(1− ρ)

(1− 2ρ)(1− kρ)

From this relationship, we multiply both sides of 1−kρ1
ρ2

= 1−kρ2
ρ1

by ρ1ρ2 to obtain:

(1− kρ1)ρ1 = (1− kρ2)ρ2

Leading to

ρ1 − k(ρ1)
2 = ρ2 − k(ρ2)

2
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and thus

ρ1 − kρ21 − ρ2 + kρ22 = (ρ1 − ρ2)− k(ρ21 − ρ22) = (ρ1 − ρ2)− k(ρ1 − ρ2)(ρ1 + ρ2)

which simplifies to:

(ρ1 − ρ2) [1− k(ρ1 + ρ2)] = 0

Since 1 − k(ρ1 + ρ2) cannot be zero under the assumption that the system’s total utiliza-

tion ρ = ρ1 + ρ2 is less than one, this implies that k(ρ1 + ρ2) is less than one, and thus

1− k(ρ1 + ρ2) > 0. Therefore, for the above equation to be zero, it must be that ρ1 − ρ2 = 0.

Thus, we obtain:

ρ1 = ρ2 for k ̸= 0 (7.7)

Given that ρ1 = ρ2, we further solve the partial differentials to find the values of ρ1 and ρ2

that maximize the sum of individual powers. By substituting ρ2 with ρ1 in the first equation

from Equation 7.6:

[(1− 2ρ)(1− kρ1)− kρ(1− ρ)](1− kρ) + kρ(1− ρ)(1− kρ1) = 0

we obtain:

[(1− 4ρ1)(1− kρ1)− 2kρ1(1− 2ρ1)](1− 2kρ1) + 2kρ1(1− 2ρ1)(1− kρ1) = 0

which simplifies to:

(1− 4ρ1 − kρ1 + 4kρ1
2 − 2kρ1 + 4kρ1

2)(1− kρ1)− 2kρ1(1− 2ρ1) = 0
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This can be written as:

(−12k2)ρ1
3 + (4k2 + 12k)ρ1

2 − (3k + 4)ρ1 + 1 = 0

The root of this equation that falls within the interval [0, 1] is the value of ρ1 we are looking

for. This root, ρ1, and ρ2 (where ρ2 = ρ1), optimizes the sum of individual power for different

values of k. Figure 7.3 illustrates the values of k with their corresponding roots of ρ1 as found

numerically.
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Figure 7.3: Optimum ρ1, ρ2, and ρ (where ρ2 = ρ1) that maximizes the sum of individual
powers versus k in an M/M/1 system with two flows using the delay-dependent queueing
discipline. At k = 0 (FCFS), where ρ1 = ρ2 are not required for optimal P ∗

sum as long as
ρ = 0.5, we explicitly set ρ1 = ρ2 = 0.25 to align with the requirement ρ1 = ρ2 for other
values of k.
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7.1.1.2.1 Optimization Results for Rho - Figure 7.3

In Figure 7.3, the values of k range from [0, 1], corresponding to the two extreme flow

discrimination queueing disciplines: FCFS and HOL. For the HOL case (when k = 1), as

stated in Chapter 5, the sum of power is maximal when ρ1 = ρ2 =
1
3
. For the FCFS case

(when k = 0), the sum of power is maximal as long as ρ = 0.5, without the requirement

that ρ1 equals ρ2. However, to align with other k values that have this requirement, we set

ρ1 = ρ2 = 0.25.

From this figure, we can observe that the optimal ρ1 value increases slowly and remains

almost flat in the first half of the curve. The optimal ρ1 at k = 0.5 is 0.256, which is only

about a 2% increase from the optimal ρ1 of 0.25 at k = 0. Not until k reaches 0.8 does

ρ1 start to show a relatively large increase, reaching a value of approximately 0.275, which

reflects about a 10% increase.

7.1.1.2.2 Optimization Results for Power - Figure 7.4

Figure 7.4 presents the corresponding power values of P1, P2, and Psum, where the sum of

individual power is maximal at the operating points shown in Figure 7.3. At k = 0 (FCFS),

P1 = P2 = 0.125, and Psum = 0.25. At k = 1 (HOL), P1 =
2
9
≈ 0.222, P2 =

2
27

≈ 0.074, and

Psum = 8
27

≈ 0.296.

The trend of these power values is consistent with that observed when optimizing indi-

vidual power for both flows. As the flow discrimination k increases, P1 increases and P2

decreases, leading to a widening difference between them. In addition, since the increase

in P1 is greater than the decrease in P2, the sum of the power values for P1 and P2 also

becomes larger. These two observations are evident in the Figure 7.4, where the black curve

(Psum) increases with k, and the gap between the green curve (P1) and the yellow curve
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(P2) expands. Furthermore, given that ρ1 = ρ2 in this optimization and they both increase

with k, the figure indicates that with the same increase in utilization factor, the individual

power values for each flow can change in opposite directions and at different rates as k

increases. Specifically, while ρ1 and ρ2 both increase with k, P1 increases and P2 decreases,

with the magnitude of the increase in P1 being larger than the magnitude of the decrease in P2.
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Figure 7.4: The maximal sum of power P ∗
sum along with the individual powers P1 and P2

versus k in an M/M/1 system with two flows using the delay-dependent queueing discipline.

Figure 7.5 compares the different performance metrics by presenting the sum and difference

of the individual power values derived from each optimization. Solid lines represent the

results from optimizing "individual power", while dashed lines represent the results from

optimizing the "sum of individual powers". For the sum of individual powers, represented by

black curves, the dashed line is higher than the solid line, indicating higher sum of power

values. This is expected, as the dashed line results from optimizing the sum of powers,
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making it the maximal sum of powers. The difference in individual powers, denoted as Pdiff,

is computed as P1 − P2, represented by brown curves. The dashed brown line is below the

solid brown line, indicating less variation in individual power values and implying better fair-

ness in terms of individual power. We will discuss the topic of fairness more in the next chapter.

To sum up, using the sum of individual power as the optimization criterion not only

achieves the maximal sum of power but also results in better fairness in terms of individual

power compared to using individual power as the optimization criterion.
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Figure 7.5: The sum and difference of P1 and P2 versus k using different performance metrics
as the optimization goal. Black curves represent the sum of powers Psum, while brown curves
represent the power difference Pdiff. Solid lines are the results of optimizing "individual
power", whereas dashed lines are the results of optimizing "sum of individual powers".

116



7.1.2 The Beta-Priority System

7.1.2.1 Individual Power Optimization

In the beta-priority system, the power for flow 1 and flow 2 are given:

P1 =
ρ1
µT1

=
ρ1

β
(1−ρ1)

+ 1−β
(1−ρ)

=
ρ1(1− ρ1)(1− ρ)

β(1− ρ) + (1− β)(1− ρ1)
=

ρ1(1− ρ1)(1− ρ)

1− ρ1 − βρ2

P2 =
ρ2
µT2

=
ρ2

β
(1−ρ1)(1−ρ)

+ 1−β
(1−ρ)

=
ρ2(1− ρ1)(1− ρ)

β + (1− β)(1− ρ1)
=

ρ2(1− ρ1)(1− ρ)

1− (1− β)ρ1

(7.8)

Taking the partial derivative of P2 with respect to ρ2 and setting it to zero, we proceed by

factoring out the term that is independent of ρ2 and continuing the computation:

∂P2

∂ρ2
=

1− ρ1
1− (1− β)ρ1

· ∂ρ2(1− ρ)

∂ρ2
=

1− ρ1
1− (1− β)ρ1

· (1− ρ− ρ2) = 0

Leading to

ρ2 =
1− ρ1

2
(7.9)

This result is the same as in Equation 7.2 in the delay-dependent system. This equation

gives us the following theorem:

Theorem 7.3.

In an M/M/1 system with two flows using a beta-priority system as the queueing discipline,

the individual power of the lower priority flow is maximized when ρ2 is half of the remaining

utilization after accounting for the higher priority flow, that is,

ρ2 =
1− ρ1

2
(7.10)
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Now taking the partial derivative of P1 with respect to ρ1 and setting it to zero, we get:

∂P1

∂ρ1
=

[(1− 2ρ1)(1− ρ)− ρ1(1− ρ1)](1− ρ1 − βρ2) + ρ1(1− ρ1)(1− ρ)

(1− ρ1 − βρ2)2
= 0

Plugging Equation 7.10 into the numerator and solving the equation, we have the equilibrium

point for ρ1 that optimizing individual power:

ρ1 =
2− β

2(3− 2β)
(7.11)

Substitute this back to Equation 7.10, we have the equilibrium point for ρ2:

ρ2 =
4− 3β

4(3− 2β)
(7.12)

and the total utilization:

ρ = ρ1 + ρ2 =
8− 5β

4(3− 2β)
(7.13)

7.1.2.1.1 Discussion of Optimization Results for Rho - Figure 7.6

The plot of β ranging from 0 to 1 versus the corresponding ρ1, ρ2, and ρ is presented

in Figure 7.6. The left bound where β = 0 represents the FCFS case with minimal flow

discrimination, results in equal utilization for flow 1 and flow 2, ρ1 = ρ2 =
1
3
, and thus ρ = 2

3
.

The right bound where β = 1 represents the HOL case with maximal flow discrimination,

resulting in the maximum ρ among all queueing disciplines within the beta-priority system,

with ρ1 = 0.5, ρ2 = 0.25, and ρ = 0.75. The trend of curves in the figure resembles that in

Figure 7.1, where ρ1 increases and ρ2 decreases as the level of flow discrimination increases,

represented by the parameter β. Moreover, both the sum of ρ1 and ρ2 as well as the difference

between ρ1 and ρ2 grow with increase of β, this point is the same as in the delay-dependent
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Figure 7.6: Optimal values of ρ1, ρ2, and ρ versus β, derived from individual power optimiza-
tion in an M/M/1 system with two flows using the beta-priority queueing discipline.
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Figure 7.7: Optimized power values of P1, P2, and Psum versus β, derived from individual
power optimization in an M/M/1 system with two flows using the beta-priority queueing
discipline.
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system. As the value of β increases, it indicates a higher probability that flow 1 can cut in line

ahead of flow 2’s packets, thereby reducing the waiting time for flow 1 and leading to a higher

level of flow discrimination. Greater flow discrimination results in a higher ρ1 for optimiz-

ing individual power and consequently a lower ρ2, but a higher sum and difference of ρ1 and ρ2.

7.1.2.1.2 Discussion of Optimization Results for Power - Figure 7.7

Given that ρ1 and ρ2 are functions of β, we compute the corresponding optimized power

values for each flow as follows:

P1 =
(4− 3β)

4(3− 2β)2

P2 =
(4− 3β)3

16(3− 2β)2(−β2 − β + 4)

(7.14)

and the sum of optimized individual power is:

Psum = P1 + P2 =
(4− 3β)(4− β)(8− 5β)

16(3− 2β)2(−β2 − β + 4)
(7.15)

Substituting β = 0 into the equations (FCFS case), we have (P1, P2) =
(
1
9
, 1
9

)
and Psum = 2

9
.

Substituting β = 1 into the equations (HOL case), we have (P1, P2) =
(
1
4
, 1
32

)
and Psum = 9

32
.

The values derived are expected to be the same as those derived in Chapter 4.

Figure 7.7 shows the plot of power values P1, P2, and Psum versus β, exhibiting the same

trend as observed in Figure 7.2. As β increases, flow 1’s individual power P1, along with

the sum and the difference of P1 and P2, increases, while the individual power for flow 2,

P2, decreases. This trend is consistent with the behavior of ρ1, ρ2, and ρ in Figure 7.6.

It is also consistent with the behavior of P1, P2, and Psum in the delay-dependent system

when optimizing individual power as shown in Figure 7.2, although the rates differ since the
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parameters k and β are both variables ranging from 0 to 1, and except at the endpoints 0

and 1, they represent different levels of flow discrimination.

7.1.2.2 Sum of Individual Power Optimization

The sum of individual power in the beta-priority system is given by:

Psum = P1 + P2 =
ρ1(1− ρ1)(1− ρ)

1− ρ1 − βρ2
+

ρ2(1− ρ1)(1− ρ)

1− (1− β)ρ1

This can be simplified to:

Psum =
ρ (1− ρ) (1− ρ1) [1− (1− β)ρ1 − βρ2]

(1− ρ1 − βρ2) [1− (1− β)ρ1]
(7.16)

Since the coefficients for ρ1 and ρ2 in the simplified form of Psum are different, the equilibrium

optimal values of ρ1 and ρ2 in optimizing individual power may not be the same. This is

different from the observation in the delay-dependent system where ρ1 = ρ2, as specified in

Theorem 7.2.

To find the maximum sum of individual power, we establish the following partial differen-

tials: 
∂
∂ρ1

ρ(1−ρ)(1−ρ1)[1−(1−β)ρ1−βρ2]
(1−ρ1−βρ2)[1−(1−β)ρ1]

= 0

∂
∂ρ2

ρ(1−ρ)(1−ρ1)[1−(1−β)ρ1−βρ2]
(1−ρ1−βρ2)[1−(1−β)ρ1]

= 0

Given that those equations are complex and not easy to solve explicitly, we choose to find

the values of ρ1 and ρ2 that optimize the sum of individual power numerically. The following

section discusses the optimization results.
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7.1.2.2.1 Optimization Results for Rho - Figure 7.8

The β values corresponding to each set of (ρ1, ρ2) optimizing the sum of individual power are

shown in Figure 7.8. There is no data point for (ρ1, ρ2) when β = 0, since the only constraint

in this optimization process is ρ = ρ1+ρ2 = 0.5 without specifying the exact values of (ρ1, ρ2).

We plot the initial point with data at β = 0.01, leading to ρ1 ≈ 0.333, ρ2 ≈ 0.167, and ρ ≈ 0.5.

In Figure 7.8, ρ1 and ρ2 are equal only when β = 1 in the HOL case. For other values of β,

the optimization results show ρ1 ̸= ρ2, which differs from the behavior in the delay-dependent

system when optimizing the same target performance metric, sum of individual power.

In addition, the trend for ρ1 and ρ2 is different from the trend observed when optimizing

individual power, where ρ1 increases and ρ2 decreases as the level of flow discrimination

increases, as shown in Figure 7.6. Here, in contrast, ρ1 shows only slight changes as β increases

from 0 to 1, with the minimum value being about 0.307 and the maximum value being 0.333.

Meanwhile, ρ2 increases with β since flow 2’s power is also included in the optimization target.

Moreover, the difference between ρ1 and ρ2 decreases and becomes zero when β reaches its

maximum value of 1. This can be observed from the curves of ρ1 and ρ2, as the gap between

them narrows and they converge at β = 1. This behavior contrasts with what is observed

when optimizing the individual power of both flows, where the difference between ρ1 and

ρ2 increases, as shown in Figure 7.6. However, a consistent observation when changing the

optimization metric from individual power to the sum of power is that the total utilization ρ

(the sum of ρ1 and ρ2) increases as the level of flow discrimination rises.
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Figure 7.8: Optimum values of ρ1, ρ2, and ρ vs β, derived from the sum of individual power
optimization in an M/M/1 system with 2 flows using the beta-priority queueing discipline.
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Figure 7.9: Optimized power values of P1, P2, and Psum versus β, derived from the sum
of individual power optimization in an M/M/1 system with 2 flows using the beta-priority
queueing discipline.
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7.1.2.2.2 Optimization Results for Power - Figure 7.9

In Figure 7.9, the corresponding maximal sum of individual power, Psum, along with the

individual power values for P1 and P2 versus β, are presented. For the left bound of the

FCFS case where β = 0, only the sum of individual power with a value of 0.25 is shown in

the plot. The exact values for P1 and P2 are not marked since there are several combinations

for P1 and P2 that satisfy the condition ρ = ρ1 + ρ2 = 0.5 with the sum of power being 0.25.

The starting point we use in the curves is when β = 0.01, resulting in P1 ≈ 0.166, P2 ≈ 0.083,

and Psum ≈ 0.25.

In Figure 7.9, the maximum of sum of individual power Psum increases as β increases. The

increase is driven by the rise in flow 1’s power, while P2 shows a slight decrease. As depicted

by the yellow curve in the figure, P2 decreases from 0.0833 to 0.074. Conversely, P1 increases

significantly, from 0.166 to 0.222. Consequently, the sum of the powers increases from 0.25 to

0.296.

Even though ρ1 changes subtly and ρ2 increases, as shown in Figure 7.8, the individual

power for flow 1, P1, still increases with the increase in β. This is because as flows become

more discriminative, the higher priority flow is less affected by the lower priority flow, resulting

in reduced waiting and response times. Therefore, this leads to a higher individual power

value for flow 1 with the same value of ρ1. Subsequently, the increase in P1 also leads to an

increase in the sum of power, implying the positive effect of flow discrimination.
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7.2 Extension to Full Range from FCFS to HOL - Arbi-

trary Number of Flows in the Beta-Priority System

Now we extend the investigation from n = 2 (two flows) to an arbitrary number of flows.

Given the complexity of the response time equations in the delay-dependent system, we focus

on the beta-priority system, as its equation form is relatively straightforward compared to

the recursive form in the delay-dependent system.

7.2.1 Maximizing Individual Power in the Beta-Priority System for

Arbitrary n Flows

In this section, we discuss using individual power as an optimization metric. We first

establish the analytical results that apply to an arbitrary number n of flows in the beta-priority

system. However, given the complexity of the computations, analytical results are limited,

and we cannot derive the equilibrium results for an arbitrary number n. Therefore, we adopt

numerical methods to find the equilibrium results when each flow optimizes individual power

for n greater than 2.

7.2.1.1 Analytical Results

From Theorem 7.2 and Theorem 7.10, we have the result:

ρ∗2 =
1− ρ1

2

for maximizing flow 2’s individual power with only two flows in both the beta-priority system

and the delay-dependent system3. This result indicates that the lowest priority flow takes

3 We will only consider the beta-priority system. Here, we just use the observation from the delay-
dependent system
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half of the remaining utilization left by the higher priority flow.

Given this interesting finding, it raises the question of whether a similar principle can

be applied to systems with more than two flows. Specifically, we are curious if the lowest

priority nth flow in a system with an arbitrary number of flows would also take half of the

remaining utilization left by the higher priority flows.

7.2.1.1.1 The Lowest Priority nth Flow

To address this question, we extend our analysis to systems with an arbitrary number of

flows. By doing so, we aim to determine if the observed pattern holds true in more complex

scenarios. This leads us to the following theorem:

Theorem 7.4.

In an M/M/1 system with arbitrary n flows using beta-priority as queueing system, the lowest

priority flow has its maximal individual power value when it takes half of the remaining

utilization left by the other higher priority flows.

The mathematical expression is:

ρ∗n =
1−

∑n−1
i=1 ρi
2

=
1− σn−1

2
(7.17)

where σi =
∑i

j=1 ρj

Proof

In the beta-priority system, we have the mean response time for each flow i being average of

the mean response time in HOL and FCFS with the weight β. The mean response time is
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represented by:

µTi = β · 1

(1− σi−1)(1− σi)
+ (1− β) · 1

1− ρ

For the lowest priority flow n, the response time can be simplified to the following as ρ = σn:

µTn = β · 1

(1− σn−1)(1− σn)
+ (1− β) · 1

1− ρ

=
[β + (1− β) · (1− σn−1)]

(1− σn−1)(1− σn)

The corresponding individual power is

Pn =
ρn
µTn

=
ρn(1− σn−1)(1− σn)

[β + (1− β) · (1− σn−1)]

Taking the partial derivative of this function with respect to ρn and taking the factor that is

not related to ρn out of the differential equation as constant:

∂Pn

∂ρn
=

∂

∂ρn
(

ρn(1− σn−1)(1− σn)

[β + (1− β) · (1− σn−1)]
)

= (
(1− σn−1)

[β + (1− β) · (1− σn−1)]
) · ∂ρn(1− σn)

∂ρn

Proceeding the differential and setting it to zero, we have:

∂ρn(1− σn)

ρn
= 1− σn − ρn = 1− σn−1 − 2ρn = 0

Leading to

ρ∗n =
1− σn−1

2
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Since σn−1 =
∑n−1

j=1 ρj, this theorem shows that ρ∗n, which optimizes the individual power Pn,

is achieved when ρ∗n takes half of the remaining utilization after accounting for the amount

occupied by all higher priority flows.

Since HOL and FCFS are both members (and in fact, the extremes) of the beta-priority

system, clearly HOL and FCFS yield the same result for the nth flow when maximizing

individual power. Specifically for HOL, substituting i with n into Equation 4.20:

ρ∗i =
1− σi−1

2

yields the same result for the nth flow as in Equation 7.17.

Similarly, for FCFS, substituting i with n into Equation 4.4:

ρ∗i =
1−

∑n
j=1,j ̸=i ρj

2

also results in the same outcome as Equation 7.17. Given this consistency between HOL and

FCFS, it is not surprising that the beta-priority system, where the mean response time is

the average of response times from HOL and FCFS weighted by β, also produce the same

optimization result for the nth flow. To repeat, we have proven from the above theorem

that the optimal ρ∗n for the lowest priority flow to maximize its individual power Pn in any

beta-priority system is half of the remaining utilization left by other flows.

Since the nth flow can utilize the individual power optimization results from HOL and

FCFS, we might wonder if these results can be combined to derive the optimal outcomes

for all other priority groups such as n− 1, . . . , 2, 1 in the beta-priority system, represented

by the value of β. However, this is not the case. To illustrate this point, we now turn our
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attention to the second lowest priority flow n− 1.

7.2.1.1.2 The Second Lowest Priority (n− 1)th Flow

To understand the behavior of the second lowest priority flow, we derive the scenario in

which its individual power maximal is optimal. The following theorem presents the optimal

ρ∗n−1 for the (n− 1)th flow in an M/M/1 system with n flows using a beta-priority queueing

system.

Theorem 7.5.

In an M/M/1 system with n flows using the beta-priority system, when each flow optimizes

its individual power, the second lowest priority flow, i.e., the (n− 1)th flow, achieves optimal

individual power P ∗
n−1 when

ρ∗n−1 =
1− σn−2

2
· β + 2(1− β)(1− σn−2)

β + 3(1− β)(1− σn−2)
(7.18)

Proof

The mean response time for the (n− 1)th flow is given by:

µTn−1 =
β

(1− σn−1)(1− σn − 2)
+

1− β

(1− σn)

=
β · (1− σn) + (1− β) · (1− σn−1)(1− σn−2)

(1− σn−1)(1− σn − 2)(1− σn)
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Thus, the individual power for the (n− 1)th flow is:

Pn−1 =
ρn−1(1− σn−1)(1− σn − 2)(1− σn)

β · (1− σn) + (1− β) · (1− σn−1)(1− σn−2)

Taking the partial derivative with respect to ρn−1 and factoring out the factor not related to

ρn−1:

∂Pn−1

∂ρn−1

= (1− σn−2)
∂

∂ρn−1

(
ρn−1(1− σn−1)(1− σn − 2)

[β · (1− σn) + (1− β) · (1− σn−1)(1− σn−2)]
)

Setting the partial differential equation to zero and solving it:

[β · (1− σn) + (1− β) · (1− σn−1)(1− σn−2)] · [(1− σn−1 − ρn−1)(1− σn)− ρn−1(1− σn−1)]

− ρn−1(1− σn−1)(1− σn) [−β − (1− β)(1− σn−2)] = 0

(7.19)

With Theorem 7.4, we have4:

ρ∗n =
1− σn−1

2

Using this result, we can compute 1− σn as follows:

1− σn = 1− σn−1 − ρn = 1− σn−1 −
1− σn−1

2
= (1− σn−1)(1−

1

2
)

Therefore,

1− σn =
1− σn−1

2
(7.20)

4 Note that the scenario we consider is one in which each flow optimizes its own individual power.
Therefore, we apply the individual power optimization result for flow n from Theorem 7.4
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Substituting Equation 7.20 into Equation 7.19:

[β · 1− σn−1

2
+ (1− β) · (1− σn−1)(1− σn−2)] · [(1− σn−1 − ρn−1)(

1− σn−1

2
)− ρn−1(1− σn−1)]

− ρn−1(1− σn−1)(
1− σn−1

2
) [−β − (1− β)(1− σn−2)] = 0

Factoring out the 1− σn−1 and moving the second line part to the right side of the equation,

we get:

(1− σn−1)[
β

2
+ (1− β)(1− σn−2)] · (1− σn−1)[

1− σn−1 − ρn−1

2
− ρn−1]

= (1− σn−1)
2 · (ρn−1

2
) [−β − (1− β)(1− σn−2)]

Canceling the (1− σn−1)
2 term, we have :

[
β

2
+ (1− β)(1− σn−2)] · [

1− σn−1 − ρn−1

2
− ρn−1] = (

ρn−1

2
) [−β − (1− β)(1− σn−2)]

Isolating ρn−1 from σn−1 with σn−1 = σn−2 + ρn−1, we have:

[
β

2
+ (1− β)(1− σn−2)] · [

1− σn−2 − ρn−1 − ρn−1

2
− ρn−1] = (

ρn−1

2
) [−β − (1− β)(1− σn−2)]

This can be rewritten as:

[β + 2(1− β)(1− σn−2)] · [(1− σn−2)− 4ρn−1] = 2ρn−1 [−β − (1− β)(1− σn−2)]

131



Moving the ρn−1 term to the right side of the equation:

[β + 2(1− β)(1− σn−2)] · [(1− σn−2)] = 2ρn−1 [−β − (1− β)(1− σn−2)]

+4ρn−1 [β + 2(1− β)(1− σn−2)]

This can be expressed as

[β + 2(1− β)(1− σn−2)] · (1− σn−2) = 2ρn−1 [β + 3(1− β)(1− σn−2)]

Thus, we have:

ρn−1 =
1− σn−2

2
· β + 2(1− β)(1− σn−2)

β + 3(1− β)(1− σn−2)

This completes the proof of the theorem.

Equation 7.18 agrees with the optimal results for maximizing individual power derived

in Chapter 4. Substituting β = 1 in Equation 7.18, we obtain:

ρ∗n−1 =
1− σn−2

2

This result matches the HOL outcome when substituting i = n− 1 into Equation 4.20.

Additionally, substituting β = 0 in Equation 7.18, we derive:

ρ∗n−1 =
1− σn−2

3

This is consistent with the optimal individual power result of FCFS. By using Equation 4.11,
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we have:

1− σn−2 = 1− (n− 2) · 1

n+ 1
=

3

n+ 1

Thus,

ρ∗n−1 =
1− σn−2

3
=

3
n+1

3
=

1

n+ 1

Based on the above derivations and results, we can state the following corollary:

Corollary 7.5.1.

The optimal ρ∗n−1 will be bounded by the optimal result of FCFS, namely, 1−σn−2

3
and the

optimal result of HOL, namely, 1−σn−2

2
. Mathematically, this is expressed as:

1− σn−2

3
≤ ρ∗n−1 ≤

1− σn−2

2
(7.21)

Proof

From Theorem 7.5, we have the optimal ρ∗n−1 expressed as in Equation 7.18:

ρ∗n−1 =
1− σn−2

2
· β + 2(1− β)(1− σn−2)

β + 3(1− β)(1− σn−2)

Substituting β = 1 to get the HOL result:

ρ∗n−1 =
1− σn−2

2

Substituting β = 0 to get the FCFS result:

ρ∗n−1 =
1− σn−2

3
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To show the optimal ρ∗n−1 is bounded by the FCFS and HOL results, that is:

1− σn−2

3
≤ ρ∗n−1 =

1− σn−2

2
· β + 2(1− β)(1− σn−2)

β + 3(1− β)(1− σn−2)
≤ 1− σn−2

2

we only need to show the following, given that 1− σn−2 > 0:

2

3
≤ β + 2(1− β)(1− σn−2)

β + 3(1− β)(1− σn−2)
≤ 1

For the right part, it is proved since clearly

β + 2(1− β)(1− σn−2) ≤ β + 3(1− β)(1− σn−2)

For the left part, it is also true since clearly:

2 · (β + 3(1− β)(1− σn−2)) ≤ 3 · (β + 2(1− β)(1− σn−2))

as 2β ≤ 3β for 0 ≤ β ≤ 1 .

Therefore, we have shown that:

2

3
≤ β + 2(1− β)(1− σn−2)

β + 3(1− β)(1− σn−2)
≤ 1

Thus,
1− σn−2

3
≤ ρ∗n−1 ≤

1− σn−2

2

This completes the proof.

In conclusion, Equation 7.18 effectively encapsulates the optimal ρ∗n−1 results, confirming

that they are bounded by the values derived for FCFS and HOL, thereby validating the

consistency of our approach.
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For subsequent flows, such as the (n − 2)th flow, given the complexity of the form of

Equation 7.18, solving for the (n− 2)th optimal condition is not trivial. Therefore, we resort

to numerical methods to find the equilibrium point where each flow optimizes its individual

power.

7.2.1.2 Numerical Results

The numerical results are based on the following algorithm. For each iteration, we

update each flow’s utilization based on their priority order. Specifically, we proceed from

i = 1, 2, . . . , n and optimize the individual power of the ith flow in this sequence within

a single iteration. When optimizing the individual power of the ith flow, we assume the

utilizations of the other flows are fixed and update the value of ρi to maximize the individual

power of the ith flow within the feasible region where 0 ≤ ρi < 1 and 0 ≤ ρ =
∑n

j=1 ρj < 1.

We repeat the iteration up to a maximum of 300 times. After each iteration, we check if

each value in the set (ρ1, ρ2, . . . , ρn) has converged. Convergence is considered achieved if

the difference between each ρi value in the current set (ρ1, ρ2, . . . , ρn) and the corresponding

ρi value in the set from the previous iteration is smaller than epsilon, which is set to 10−8.

If this condition is met, we stop the iteration. We test for n = 1, 2, . . . , 40 with various β

values from 0 to 1 with a step size of 0.05. Additionally, we use a finer resolution for β in the

range of 0.95 to 1, with a step size of 0.01.

Figure 7.10 presents the numerical results5. FCFS and HOL serve as the upper and lower

bounds, respectively, for the optimized ρ∗ and the sum of optimized individual power. For

other queueing disciplines with flow discrimination falling between these two, their results lie

between those of HOL and FCFS. (In Figure 7.10b, the results for β = 0.99 at n = 3, 4, 5 are

insignificantly larger than HOL at n=3-5, which may be due to numerical error.)

5 The results for 0 < β < 0.5 are omitted from the figure, as they fall within a small region, making them
difficult to annotate.
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(a) Optimized ρ∗ at Equilibrium vs n

(b) Sum of Optimized Individual Power at Equilibrium vs n

Figure 7.10: Equilibrium Point in Maximizing Individual Power for Various β in the Beta-
Priority System.
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7.2.2 Maximizing Sum of Individual Power in the Beta-Priority

System for Arbitrary n Flows

Given the complexity of computing the sum of individual powers in the beta system,

even for two flows, solving the n differential equations becomes infeasible when n is arbitrary

or greater than 2. Therefore, we resort to numerical methods to explore the sum of power

optimization for n greater than 2.

We first compute the response time and power value from Equation 3.10 with the given n

and β. Then, we form the objective function to numerically find the set of ρi that maximizes

the sum of power. Our goal is to determine how the maximal sum of individual power changes

with n and to identify its limiting value. To achieve this, we test different values of n from

1 to 40 to see if it converges. To better understand the beta system as a whole, we also

examine various values of β from 0 to 1 with a step size of 0.05. Additionally, we use a finer

resolution for β in the range of 0.95 to 1, with a step size of 0.01.

The optimization results for maximizing the sum of individual power are presented in

Figure 7.11, with each curve representing a queueing discipline characterized by β. Within

each curve, n ranges from 1 to 40, and the corresponding optimization results for each value

of n are shown. Figure 7.11a shows the optimization result of system utilization, which is

the sum of the utilizations of each flow that achieves the maximal sum of individual power.

Figure 7.11b shows the maximal sum of individual power for different values of n.

In Figures 7.11a and 7.11b, the curves are bounded by the upper bound (HOL) and the

lower bound (FCFS). As stated in Chapter 5, the optimization results for other queueing

disciplines, as long as they are work-conservative, fall within the region bounded by HOL and
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(a) ρ∗ vs n at the maximal sum of individual power

(b) P ∗
sum vs n

Figure 7.11: Maximizing sum of individual power for various β in the beta-priority system.
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FCFS. Here, we use beta-priority as an example to verify this point, further demonstrating

that various queueing disciplines characterized by the β value have results that fall within

this region, as shown in Figure 7.11. The curves are ordered by the value of β. As we move

from the lower bound curve (corresponding to β = 0, FCFS) to the upper bound curve

(corresponding to β = 1, HOL), we observe that the β value corresponding to each curve

increases. This is no surprise. As β increases, the level of flow discrimination increases,

leading higher priority flows to be less affected by lower priority flows. Thus, the individual

power contributions add up, resulting in an overall growing trend.

In Figure 7.11a, there is a noticeable gap between the curve for β = 0.95 and the upper

bound curve of β = 1. When β = 1, the optimal system utilization approaches 1, while for

the slightly smaller β value of 0.95, the optimal system utilization remains around 0.7. To

better understand the behavior in this range, we added a finer resolution from 0.95 to 1 with

a step size of 0.01. However, even with this finer resolution, the gap between β = 0.99 and

β = 1 becomes smaller but remains noticeable, with the optimal ρ∗ at β = 0.99 being 0.79.

Despite this, the maximal sum of individual power at β = 0.99 is not far from the HOL’s

optimal point. β = 0.99 represents a system where 1% of the time behaves like HOL and

99% behaves like FCFS. This suggests that a slightly head-of-line system can prevent system

overloading while maintaining near-optimal performance. In other words, a slight head-of-line

system, where β ≈ 1, allows us to sacrifice a little performance in exchange for preserving

system utilization for other uses.

Convergence

Given that each curve, except for the HOL curve (β = 1), nearly converges when n reaches 40,

we take the value at n = 40 as the convergent value for each queueing discipline represented

by βand create a plot against β, as presented in Figure 7.12.
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(a) β vs ρ at maximal sum of power (b) β vs maximal sum of power

Figure 7.12: β vs maximal sum of power and ρ in maximizing sum of power for n=40. The
data are marked at β values ranging from 0 to 1 with a step size of 0.05, with a finer resolution
of 0.01 close to 1.

Figure 7.12a shows the convergent ρ∗ value at the maximal sum of individual power,

and Figure 7.12b shows the corresponding optimal power, P ∗
sum, for each β. These figures

illustrate how the optimal sum of power transitions from FCFS to HOL in the limit. Both

curves exhibit exponential growth with β, starting with a small increase and then accelerating

rapidly as β surpasses a certain point.

In Figure 7.12a, ρ∗ begins to accelerate rapidly at around β = 0.95. At the midpoint

of β, the corresponding ρ∗ is about 0.53, indicating only about a 6% increase whereas the

maximum growth to HOL is 95%
((

0.975
0.5

− 1
)
× 100

)
. For the midpoint of ρ∗ between FCFS

and HOL, where ρ∗ is (1 + 0.5)/2 = 0.75, the corresponding β is approximately 0.98, which

is close to 1 (HOL).

In Figure 7.12b, the curve also exhibits exponential growth but at a slower rate compared

to the curve in Figure 7.12a. At the midpoint of β, the corresponding P ∗
sum is 0.26, represent-
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ing about a 4% increase
((

0.53
0.5

− 1
)
× 100

)
, whereas the maximum growth to HOL is 32%((

0.33
0.25

− 1
)
× 100

)
. The β that reaches the midpoint of the maximal sum of individual power

between FCFS and HOL, which is P ∗
sum = 0.29, occurs at β = 0.85.

7.3 Constraint on (ρ1, ρ2) in a two-flow system

In the previous sections, we focused on determining the optimal utilization factors ρi for

each flow i = 1, . . . , n that maximize various power performance metrics, including "individual

power" and the "sum of individual power" of all flows. However, if the utilization factor

values (ρi for i = 1, . . . , n) are fixed, a different question arises: what queueing discipline

leads to the highest power performance?

In the following discussion, we use a M/M/1 system with two flows as an example and

adopt the "sum of individual power" Psum as our performance metric. Our goal is to find the

optimal queueing parameter k (where k = 1 − b2
b1

) in the delay-dependent system and the

optimal priority parameter β in the beta-priority system that maximizes Psum.

7.3.1 The Delay-Dependent System

The sum of individual power in the delay-dependent system is given by Equation 7.3:

Psum =
ρ (1− kρ2) (1− ρ) (1− kρ1)

1− kρ

where k = 1− b2
b1

For this system, we have the following:
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Theorem 7.6.

In an M/M/1 system with two flows employing the delay-dependent queueing discipline,

given specific utilization factors (ρ1, ρ2) for the two flows where 0 < ρ1 < 1 and 0 < ρ2 < 1,

the sum of individual powers Psum monotonically increases as the priority parameter k

increases. Moreover, this sum of powers is maximized when k = 1 (i.e., the HOL case).

Proof

To demonstrate that Psum increases as k increases for k ∈ [0, 1] and is maximal at k = 1 with

fixed (ρ1, ρ2) in the delay-dependent system, we show that Psum is monotonically increasing

within this interval. We establish this by demonstrating the following two points:

1. Positive Derivative for k ∈ (0, 1]: The derivative of Psum with respect to k is

positive for all k ∈ (0, 1]. This indicates that the function is increasing within this open

interval.

2. Comparison with Endpoints at k = 0: Psum(k) is larger than Psum(0) for any

k ∈ (0, 1]. In other words, Psum for any k ∈ (0, 1] is larger than Psum for k = 0.

Together, these two points prove that Psum is monotonically increasing for k ∈ [0, 1] and

therefore attains its maximum at k = 1.

We now show the first point: Positive Derivative for k ∈ (0, 1].

142



The derivative of Psum with respect to k is:

dPsum

dk
= ρ (1− ρ)

d (1−kρ1)(1−kρ2)
1−kρ

dk

= ρ (1− ρ)
(1− kρ) [−ρ1(1− kρ2)− ρ2(1− kρ1)] + ρ (1− kρ1) (1− kρ2)

(1− kρ)2

= ρ (1− ρ)
(1− kρ) (2kρ1ρ2 − ρ) + ρ (1− kρ+ k2ρ1ρ2)

(1− kρ)2

= ρ (1− ρ)
(1− kρ) (2kρ1ρ2) + ρ (k2ρ1ρ2)

(1− kρ)2

= ρ (1− ρ)
kρ1ρ2 (2− 2kρ+ kρ)

(1− kρ)2

Simplifying further:
dPsum

dk
= ρ (1− ρ)

k ρ1 ρ2 (2− kρ)

(1− kρ)2
(7.22)

Given that 0 < ρ1 + ρ2 = ρ < 1, we have (2− kρ) > 1 and 0 < (1− ρ) < 1 for k ∈ (0, 1].

In addition, ρ1, ρ2, ρ are all within the interval (0, 1). The term k and the square term

(1− kρ)2 are positive. Since all terms in the numerator and denominator of the derivative

expression are positive for k ∈ (0, 1], we can conclude that:

dPsum

dk
> 0 for k ∈ (0, 1]

This shows that Psum is monotonically increasing for k ∈ (0, 1].

We now show the second point: Comparison with Endpoints at k = 0.

Psum at k = 0 is:

Psum

∣∣∣∣
k=0

=
ρ (1− kρ2) (1− ρ) (1− kρ1)

1− kρ

∣∣∣∣
k=0

= ρ(1− ρ)
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To show Psum for k ∈ (0, 1] is larger than Psum at k = 0, consider:

ρ (1− kρ2) (1− ρ) (1− kρ1)

1− kρ

∣∣∣∣
k∈(0,1]

>
ρ (1− kρ2) (1− ρ) (1− kρ1)

1− kρ

∣∣∣∣
k=0

= ρ(1− ρ)

We cancel the common positive term ρ(1− ρ), yielding:

(1− kρ2) · (1− kρ1)

1− kρ

∣∣∣∣
k∈(0,1]

> 1

This simplifies to:

(1− kρ2) · (1− kρ1) > 1− kρ

Expanding the left-hand side:

(1− kρ1 − kρ2 + k2ρ1ρ2) = 1− kρ+ k2ρ1ρ2 > 1− kρ

This simplifies to:

k2ρ1ρ2 > 0

Since k, ρ1, ρ2 are all positive, the term k2ρ1ρ2 is positive, confirming that this inequality

holds. Therefore, we have proven that Psum for k ∈ (0, 1] is indeed larger than Psum at k = 0.

Combining these two points, we conclude that Psum is monotonically increasing in k ∈ [0, 1].

Hence, the maximum is at the upper boundary of the interval, which is k = 1. Therefore, we

have proved that Psum increases as k increases and is maximal when k = 1 for a given (ρ1, ρ2).
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7.3.2 The Beta-Priority System

The sum of individual power in the beta-priority system is given by Equation 7.16:

Psum =
ρ (1− ρ) (1− ρ1) [1− (1− β)ρ1 − βρ2]

(1− ρ1 − βρ2) [1− (1− β)ρ1]

where β represent the probability that a packet from flow 1 can cut in line before flow 2

packets. For this system, a result similar to Theorem 7.6 is presented as follows:

Theorem 7.7.

In an M/M/1 system with two flows using the beta-priority as queueing discipline, given

fixed utilization factors (ρ1, ρ2) for the two flows where 0 < ρ1 < 1 and 0 < ρ2 < 1, the sum of

individual powers Psum is monotonically increasing for the queueing parameter β ∈ [0, 1].

This sum of powers Psum is maximized at β = 1, i.e. the HOL case.

Proof

The proof follows a similar approach to that used for the delay-dependent system. We

demonstrate that Psum increases as β increases and is maximal when β = 1 for fixed (ρ1, ρ2)

in the beta-priority system. First, we show that the derivative with respect to β is positive

for β ∈ (0, 1]. Then, we show that Psum ∈ (0, 1] is larger than Psum at β = 0.

The derivative of Psum with respect to β is:

dPsum

dβ
= ρ (1− ρ) (1− ρ1)

d
[

1−(1−β)ρ1−βρ2
(1−ρ1−βρ2)[1−(1−β)ρ1]

]
dβ

=
ρ (1− ρ)(1− ρ1)

(1− ρ1 − βρ2)2 [1− (1− β)ρ1]2
·
{
(ρ1 − ρ2) (1− ρ1 − βρ2) [1− (1− β)ρ1]

− [1− (1− β)ρ1 − βρ2] [−ρ2 (1− (1− β)ρ1) + ρ1 (1− ρ1 − βρ2)]
}
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The derivative can be rewritten as:

dPsum

dβ
=

ρ (1− ρ)(1− ρ1)

(1− ρ1 − βρ2)2 [1− (1− β)ρ1]2
·
[
β2(ρ1 − ρ2) ρ1 ρ2 + 2ρ1ρ2β(1− ρ1)

]

Simplifying further:

dPsum

dβ
=

ρ (1− ρ)(1− ρ1) β ρ1 ρ2 [ β(ρ1 − ρ2) + 2(1− ρ1)]

(1− ρ1 − βρ2)2 [1− (1− β)ρ1]2
(7.23)

The term β(ρ1 − ρ2) + 2(1− ρ1) in the numerator can be rewritten as:

β ρ1 + 2(1− ρ1 −
β ρ2
2

)

This term is positive since (βρ1) > 0 and (1− ρ1 − βρ2
2
) > 0. Given that 1− ρ1 − ρ2 > 0 and

0 ≤ β
2
< 1, it follows that (1− ρ1 − βρ2

2
) ≥ (1− ρ1 − ρ2) > 0.

The remaining terms in the numerator — ρ, (1 − ρ), (1 − ρ1), β, ρ1, ρ2 — as well as

the squared terms in the denominators, are also positive.

Thus, we conclude:

dPsum

dβ
> 0 for β ∈ (0, 1]

Next, we show that Psum for β ∈ (0, 1] is larger than Psum at β = 0.
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Psum at β = 0 is ρ(1− ρ). Thus, we need to show the following inequality holds for β ∈ (0, 1]

ρ (1− ρ) (1− ρ1) [1− (1− β)ρ1 − βρ2]

(1− ρ1 − βρ2) [1− (1− β)ρ1]

∣∣∣∣
β∈(0,1]

> ρ(1− ρ)

Cancelling the positive common term ρ(1− ρ), we have:

(1− ρ1) [1− (1− β)ρ1 − βρ2]

(1− ρ1 − βρ2) [1− (1− β)ρ1]
> 1

Since the denominator is positive as 1−ρ1−βρ2 > 1−ρ1 > 0 and [1− (1−β)ρ1] > 1−ρ1 > 0,

multiplying both sides by the denominator yields:

(1− ρ1) [1− (1− β)ρ1 − βρ2] > (1− ρ1 − βρ2) [1− (1− β)ρ1]

Expanding both the left and right sides:

(1− ρ1) · [1− (1− β)ρ1]− (1− ρ1)βρ2 > (1− ρ1) · [1− (1− β)ρ1]− [1− (1− β)ρ1]βρ2

Removing the common term (1− ρ1) · [1− (1− β)ρ1] from both sides yields:

−(1− ρ1)βρ2 > −[1− (1− β)ρ1]βρ2

Since β and ρ2 are positive, we cancel the negative term −βρ2 and reverse the inequality,

giving:

(1− ρ1) < [1− (1− β)ρ1]

This can be rewritten as:

ρ1 > (1− β)ρ1
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Dividing both sides by ρ1 (which is positive) gives:

1 > (1− β)

This inequality is true for all β ∈ (0, 1]. Therefore, Psum is larger for all β ∈ (0, 1] compared

to Psum at β = 0.

Since Psum is monotonically increasing for β ∈ (0, 1] and Psum values for β ∈ (0, 1] are all

larger than its value at β = 0, we can conclude that Psum is monotonically increasing for

β ∈ [0, 1]. Consequently, it reaches its maximum at the upper boundary of the interval, which

is β = 1. This confirms that Psum increases as β increases and is maximized when β = 1 for

a given (ρ1, ρ2). Therefore, the theorem is proved.

148



Chapter 8: Fairness

So far, we have examined various performance measures in the context of different power

forms, namely, individual power, sum of powers, and average power. We now introduce

fairness as another critical dimension of analysis. This chapter explores several metrics

commonly used to evaluate fairness in network systems. Beyond traditional metrics like

throughput and delay1, we propose individual power as an additional fairness measure.

We then conduct an analysis of equal power fairness in an M/M/1 system with two flows,

considering both the beta-priority and delay-dependent queueing disciplines. Our analysis

includes:

• Defining the feasible regions where equal power fairness is achievable.

• Identifying the optimal values of β (for the beta-priority system) and k (for the delay-

dependent system) that achieve equal power fairness for given values of ρ1 and ρ2.

In the next chapter, we will explore how to integrate performance optimization with these

fairness considerations, combining both performance and fairness measures into a unified

framework.

1 When mentioning throughput and delay here, we are considering them as fairness metrics, not perfor-
mance measures.
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8.1 Fairness Metrics

8.1.1 Throughput

Throughput is a commonly used fairness measure in network analysis [52–54]. Here are

some key concepts in throughput fairness :

• Equal Throughput Fairness: This aims for an equal distribution of throughput

across all flows. Often, Jain’s index [55] is used to evaluate how close the actual

throughput distribution is to an equal distribution.

• Max-Min Fairness [56]: This aims to maximize the minimum throughput for each

flow. It ensures that resources are allocated to the flow with the least throughput

requirement first, similar to filling buckets with water where the smallest bucket is

filled first. This prevents any flow from being starved and promotes equitable resource

distribution.

• Proportional Fairness [57,58]: It aims to allocate resources, such as network band-

width, in proportion to the demand of each user or flow. This method ensures that each

user receives a resource share corresponding to their demand. It accomplishes this by

maximizing the product of users’ utilities, such that any small adjustment in allocation

that benefits one user at the expense of another would proportionally decrease the

overall system utility.

Note that, in our model, equal throughput is equivalent to equal utilization factors:

ρ1 = ρ2 = . . . = ρi = . . . = ρn
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This is because we assume a no-loss system, where the throughput equals the arrival

rate. Therefore, achieving equal throughput for multiple flows implies equal arrival rates.

Additionally, we assume that each flow has the same average service rate (as discussed in

Chapter 3). Therefore, equal throughput is equivalent to equal utilization factors, given that

each λi is divided by the same µ, as in ρi =
λi

µ
.

8.1.2 Delay (Response Time)

Delay (response time) is another crucial metric for network performance evaluation. One

approach to defining fairness in the context of delay is to ensure equal delay (response time)

for all flows, where each flow experiences the same average response time:

T1 = T2 = . . . = Ti = . . . = Tn

If the system is an M/M/1 system, achieving equal delay (response time) for all flows, where

T1 = T2 = . . . = Ti = . . . = Tn, under the constraint of a fixed ρ, is only possible with work-

conserving priority queueing disciplines that do not discriminate between flows, such as FCFS.

For other priority queueing disciplines that involve flow discrimination, some flows must

be prioritized for lower response time, while others will experience longer response times. In

these cases, equal delay is not achievable.

Therefore, only non-discriminatory queueing disciplines will result in delay fairness across

all flows. Additionally, this equal delay time for each flow can be derived through the

conservation law.

This can be formally stated as follows:
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Theorem 8.1.

In an M/M/1 system with n flows, achieving equal delay (response time) for all flows under a

fixed total utilization ρ is only possible with work-conserving queueing disciplines that have no

flow discrimination, such as FCFS. Furthermore, in this case, each flow’s delay is given by:

T1 = T2 = . . . = Ti = . . . = Tn =
1

µ (1− ρ)
(8.1)

Proof

In an M/M/1 system, the squared coefficient of variation of service time C2
b = 1. Substituting

C2
b = 1 into the equation for the average residual service time, Equation 6.8, we have:

W0 =
ρ(1 + C2

b )

2µ
=

ρ

µ

Substituting this into the conservation law, Equation 6.4, we obtain:

n∑
i=1

ρiWi =
ρW0

1− ρ
=

ρ2

µ(1− ρ)

Using the relationship between response time Ti, waiting time Wi, and service time 1
µ

from

Equation 6.3, we derive:

n∑
i=1

ρiTi =
n∑

i=1

ρi(Wi +
1

µ
) = (

n∑
i=1

ρiWi) + (
n∑

i=1

ρi
µ
)

=
ρ2

µ(1− ρ)
+

ρ

µ
=

ρ

µ
· ( ρ

1− ρ
+ 1)

This leads to:
n∑

i=1

ρiTi =
ρ

µ(1− ρ)
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Now, assuming that each flow has the same response time:

T1 = T2 = . . . = Ti = . . . = Tn

we have,
n∑

i=1

ρiTi =
n∑

i=1

ρiT1 = ρ · T1 =
ρ

µ(1− ρ)

This implies that:

T1 =
1

µ(1− ρ)

Since all flows share the same response time, we have:

T1 = T2 = . . . = Ti = . . . = Tn =
1

µ(1− ρ)

This result, derived from the conservation law, precisely matches the response time formula

for the FCFS case in an M/M/1 system.

8.1.3 Individual Power

Here, we define another metric to evaluate fairness: equal individual power2. Mathemati-

cally, this is expressed as:

P1 = P2 = . . . = Pi = . . . = Pn

2 We may also simply use "equal power". Whenever we refer to "equal power", we mean equal individual
power.
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Using power as a fairness measure offers several benefits, particularly in scenarios where

resource allocation and user experience are crucial. Power, often expressed as a ratio of

throughput to response time, directly reflects a user’s perceived quality of service. A higher

power value indicates that a user is receiving more data per unit of time, resulting in a

smoother and more enjoyable experience.

Power uniquely captures the inherent trade-off between throughput and delay. As we said

in the beginning, while high throughput might seem desirable, it can often lead to increased

response times. This interrelationship between throughput and delay is not reflected when

using only throughput or only delay as fairness metrics. However, power provides a more

holistic view, balancing the desire for high throughput with the need for low response times.

In the following sections, we provide a detailed analysis of the concept of power fairness in

an M/M/1 system with two flows. One section will focus on the beta-priority system, while

another will examine the delay-dependent system.

8.2 Power Fairness in the Beta-Priority System: Two-

Flows Analysis

8.2.1 Analyzing the Equal Power Condition

The beta-priority system prioritizes one flow over another, with the degree of prioritization

determined by a parameter β. Equal power fairness in this system occurs when both flows

achieve the same individual power. The individual power for flow 1 and flow 2 in the
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beta-priority system is given by Equation 7.16. Setting them equal leads to:

P1 =
ρ1

β
1−ρ1

+ 1−β
1−ρ1−ρ2

=
ρ2

β
(1−ρ1)(1−ρ1−ρ2)

+ 1−β
1−ρ1−ρ2

= P2

This can be rewritten as:

ρ1(1− ρ1)(1− ρ1 − ρ2)

β · (1− ρ1 − ρ2) + (1− β) · (1− ρ1)
=

ρ2(1− ρ1)(1− ρ1 − ρ2)

β + (1− β) · (1− ρ1)

By canceling the common terms and multiplying by the denominators of both sides, we get:

ρ1 · [β + (1− β) · (1− ρ1)] = ρ2 · [β · (1− ρ1 − ρ2) + (1− β) · (1− ρ1)]

Simplifying this equation yields the condition on the parameters ρ1, ρ2 and β to achieve equal

power:

ρ1 · [1− (1− β) · ρ1] = ρ2 · (1− ρ1 − β · ρ2) (8.2)

Equation 8.2 defines the condition for ρ1 and ρ2 to achieve equal individual power fairness

in the beta-priority system. Figure 8.1 visualizes this condition by plotting Equation 8.2

for different β values ranging from 0 to 1. Each green curve in the figure represents the

condition for equal individual power fairness for a specific value of β in the beta-priority system.

Importantly, these curves exist only for ρ1 ≤ ρ2. This constraint arises because the

beta-priority system prioritizes flow 1 when β > 0, leading to a shorter response time for

flow 1 and a longer response time for flow 2. To achieve equal power, flow 2 needs a higher

utilization factor ρ2 to compensate for its longer response time, while flow 1 needs a lower

utilization factor ρ1. This explains why the curves for equal power fairness in the beta-priority

system always lie to the left of the line ρ1 = ρ2 (the FCFS case), where ρ1 ≤ ρ2.
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Figure 8.1: Equal power fairness for ρ2 vs ρ1 in an M/M/1 system with 2 flows using the
beta-priority system. The green shaded region is the feasible region for equal power.

8.2.1.1 Feasible Region for Equal Power Fairness

Figure 8.1 depicts the feasible region for equal power fairness, which is shaded green. This

region is bounded by three curves. The first curve, the black dashed curve ρ1 + ρ2 = 1,

represents the system stability constraint ρ = ρ1 + ρ2 < 1, which restricts the feasible region

to lie below this line.

The other two curves, shown in red, represent the extreme cases of the beta-priority

queueing system. The left curve corresponds to HOL scheduling (β = 1), while the right

curve corresponds to FCFS scheduling (β = 0). Substituting these values into Equation 8.2

results in the following equations for the red curves:
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• HOL Case (β = 1): ρ2 =
1−ρ1±

√
ρ12−6ρ1+1

2
, which is equivalent to ρ1 =

ρ2(1−ρ2)
1+ρ2

• FCFS Case (β = 0): ρ2 = ρ1 (This also corresponds to equal throughput.)

In Figure 8.1, any pair of (ρ1, ρ2) within the feasible region can achieve equal individual

power. This means that for a given pair of (ρ1, ρ2) within the boundary, there exists a β

value that can be used to adjust the response time of the two flows to make their individual

power values equal. Conversely, points outside this boundary represent (ρ1, ρ2) combinations

where equal power is not attainable.

8.2.1.2 Determining the Optimal β

This observation about the boundary of achievable equal power leads to the following

theorem:

Theorem 8.2.

Given a beta-priority system with two flows, each with a utilization factor (ρ1, ρ2), and under

the constraints 0 < ρ1 < 1 and 0 < ρ2 < 1, there exists a β value that achieves equal individual

power fairness for a specific pair of (ρ1, ρ2) if the following conditions hold:

• ρ2 < 1− ρ1

• ρ2 ≥ ρ1

• ρ2 ≥
1−ρ1+

√
ρ12−6ρ1+1

2
and ρ2 ≤

1−ρ1−
√

ρ12−6ρ1+1

2
.

(The union of these two conditions is equivalent to ρ1 ≥ (1−ρ2)ρ2
1+ρ2

.)

The corresponding value of β that achieves equal individual power fairness is given by:

β =
(1− ρ1) (ρ1 − ρ2)

(ρ12 + ρ22)
(8.3)
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Proof

These conditions correspond to the feasible equal power solution region in Figure 8.1.

• ρ2 < 1 − ρ1:

Rewriting this gives ρ1 + ρ2 < 1, which ensures that the system is not overloaded. This

corresponds to the left side of the curve ρ1 + ρ2 = 1.

• ρ2 ≥ ρ1:

it ensures that the corresponding β value is non-negative. This arises from the FCFS

case where ρ2 = ρ1. Since the FCFS case represents the lower bound with β = 0, all

cases with β ≥ 0 fall on the left side of the curve ρ2 = ρ1, leading to ρ2 ≥ ρ1.

• ρ2 ≥ 1−ρ1+
√

ρ1
2−6ρ1+1

2
and ρ2 ≤ 1−ρ1−

√
ρ1

2−6ρ1+1

2
:

These two conditions correspond to ρ1 ≥ (1−ρ2)ρ2

1+ρ2
, indicating the region to the right

of the parabolic curve ρ1 = (1−ρ2)ρ2
1+ρ2

, which is derived from the HOL case. Since the

HOL case represents the upper bound with β = 1, all cases with β ≤ 1 fall to the

right of this parabolic curve, leading to ρ1 ≥ (1−ρ2)ρ2
1+ρ2

and therefore corresponding to

ρ2 ≥
1−ρ1+

√
ρ12−6ρ1+1

2
and ρ2 ≤

1−ρ1−
√

ρ12−6ρ1+1

2
.

For the corresponding β values, we start with the condition for equal individual power fairness,

Equation 8.2. This equation is given by:

ρ1 · [1− (1− β) · ρ1] = ρ2 · (1− ρ1 − β · ρ2)

Rewriting it, we get:

ρ1 · (1− ρ1 + βρ1) = ρ2 · (1− ρ1 − β · ρ2)
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Rearranging the equation by grouping terms with β and terms without β, we get:

βρ1
2 + βρ2

2 = (1− ρ1) · (ρ2 − ρ1)

Isolating β and factoring out β on the left-hand side, we have:

β(ρ1
2 + ρ2

2) = (1− ρ1) · (ρ2 − ρ1)

Solving for β by dividing both sides by (ρ1
2 + ρ2

2) yields:

β =
(1− ρ1) (ρ1 − ρ2)

(ρ12 + ρ22)

Therefore, given a specific pair of utilization factor parameters (ρ1, ρ2) that fall within the

feasible region, Equation 8.3 provides the corresponding β value that achieves equal individual

power fairness in the beta-priority system. This completes the proof.

8.2.2 Analyzing the Maximum Achievable ρ1

Let us back to Figure 8.1, which depicts the relationship between ρ1, ρ2, and β within

the beta-priority system. For power fairness, dots on each curve mark the upper bound for

achievable ρ1 values at each value of β while maintaining equal power allocation. These dots

represent the maximum value for ρ1 and the corresponding ρ2 values for each of these equal

power curves.

As β increases, the maximum achievable ρ1 for equal power decreases. This indicates a

tighter constraint on ρ1 when higher flow discrimination is applied to maintain individual
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flow power fairness. Such power fairness prevents the higher priority flow from transmitting

excessive traffic, thereby protecting the lower priority flow by imposing reasonable limits on

the value of ρ1.

For 0.5 < β ≤ 1, the dots align with the vertical tangents to the respective green curves.

These tangents are determined by differentiating Equation 8.2 with respect to ρ2, resulting in

ρ1 = 1− 2 · β · ρ2

Substituting this expression into the equation of the green curve yields the maximum

achievable ρ1 values for each β and the corresponding ρ2:

ρ1 =
(2− 2

√
2)β + 1

−4β2 + 4β + 1

ρ2 =
−2β + (1 +

√
2)

−4β2 + 4β + 1

These points are feasible for 0.5 < β ≤ 1. However, for 0 ≤ β ≤ 0.5, they become

infeasible because they coincide with the boundary curve where ρ1 + ρ2 = 1, a constraint

imposed to prevent system overload. Since the sum of the calculated ρ1 and ρ2 exceeds

1 when 0 ≤ β ≤ 0.5, the upper bound for achievable ρ1 in this range is dictated by the

ρ1 + ρ2 = 1 boundary curve.

To find the intersection points of the green curves and the boundary curve, we substitute
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ρ1 + ρ2 = 1 into Equation 8.2, resulting in:

ρ1 =
3− 2β −

√
4β − 4β2 + 1

4(1− β)

ρ2 =
1− 2β +

√
4β − 4β2 + 1

4(1− β)

In addition, when 0.5 < β ≤ 1, a vertical line intersecting the green curve can have two

equal power intersection points within a specific region of ρ1. This region is limited by the

line ρ1 + ρ2 = 1 and the vertical tangent to the curve, defined by:

3− 2β −
√

4β − 4β2 + 1

4(1− β)
≤ ρ1 ≤

(2− 2
√
2)β + 1

−4β2 + 4β + 1
for 0.5 < β ≤ 1

These two intersection points correspond to different ρ2 values, each of which achieves equal

power, but offering distinct performance characteristics. A higher ρ2 prioritizes throughput,

while a lower ρ2 favors lower response time.

8.2.3 Summary and Applications

The behavior of the system varies based on the value of β. For 0.5 < β ≤ 1, the system

offers multiple performance profiles, with the maximum achievable ρ1 for a given β determined

by the tangent to the green curve at that value of β. For 0 ≤ β ≤ 0.5, the system is constrained

by the boundary curve ρ1 + ρ2 = 1, and there is only a single corresponding ρ2 value for each

ρ1. This analysis reveals that as the priority disparity between flows increases (larger β),

the system imposes stricter limitations on the lower priority flow to maintain power fairness,

offering fewer options.
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Figure 8.1 delineates the parameter space for achieving power fairness in terms of ρ1 and

ρ2. It is a versatile tool for various optimization tasks. For instance, given ρ1 and ρ2, the

figure can determine the appropriate β with Theorem 8.2.

Conversely, when the total system utilization is constrained to a fixed value, say c (i.e.,

ρ1+ρ2 = c), power fairness for ρ1, ρ2, and β can be determined. For example, when targeting

maximal average power with ρ = 0.5, we draw the line ρ1 + ρ2 = 0.5 and find the intersection

with feasible power fairness regions. At this intersection, the set of ρ1, ρ2, and β that achieves

both optimal average power and power fairness can be identified.

Moreover, for points outside the feasible fairness region, the figure quantifies the proximity

to the optimal fairness curve for a specific β, revealing the performance gap to ideal power

fairness.

8.3 Power Fairness in the Delay-Dependent System: Two-

Flows Analysis

To determine the condition when the power of flow 1 equals the power of flow 2 for the

delay-dependent system, we set P1 equal to P2 and proceed with the analysis. The power for

flow 1 and flow 2 are given by Equation 7.1:

P1 =
ρ1(1− ρ)(1− kρ1)

1− kρ

P2 = ρ2(1− ρ)(1− kρ1)

Setting P1 = P2 gives:

ρ1(1− ρ)(1− kρ1)

1− kρ
= ρ2(1− ρ)(1− kρ1)
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Cancelling the common factor (1− ρ)(1− kρ1) on both sides:

ρ1
1− kρ

= ρ2

Rewriting this and substituting ρ = ρ1 + ρ2, we get:

ρ1 = ρ2[1− k(ρ1 + ρ2)]

Solving for ρ1, we have the relationship equation for ρ1 and ρ2 under which the powers of

flow 1 and flow 2 are equal:

ρ1 =
ρ2(1− kρ2)

1 + kρ2
(8.4)

Equation 8.4 defines the condition for the delay-dependent system with n = 2 to achieve

equal power fairness. This condition is illustrated in Figure 8.2 by plotting Equation 8.4 for

different values of k.

8.3.1 Analyzing the Equal Power Condition

In Figure 8.2, each blue curve in the figure represents the condition for equal power fairness

for a specific value of k in the delay-dependent system. The two red curves in the figure

represent the same extreme cases: HOL with k = 1 and FCFS with k = 0, which align with

the beta-priority system.

8.3.1.1 Feasible Region for Equal Power Fairness

The feasible region for achieving equal power fairness in the delay-dependent system is

the same as that in the beta-priority system. This region is constrained by the following

inequalities:
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1. System Stability: ρ2 < 1− ρ1 (given that ρ1 + ρ2 < 1)

2. FCFS Boundary: ρ2 ≥ ρ2

3. HOL Boundary: ρ2 ≥
1−ρ1+

√
ρ12−6ρ1+1

2
and ρ2 ≤

1−ρ1−
√

ρ12−6ρ1+1

2
(This is equivalent

to ρ1 ≥ (1−ρ2)ρ2
1+ρ2

)

Figure 8.2: Equal power fairness for ρ2 vs ρ1 in an M/M/1 system with 2 flows using the
delay-dependent system. The blue shaded region is the feasible region for equal power.
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8.3.1.2 Determining the Optimal k

Within this feasible region, we derive a theorem similar to the one for the beta-priority

system:

Theorem 8.3.

Given any pair of (ρ1, ρ2) inside the feasible region bounded by the three curves above, there

exists a k value that can arrange the queueing discipline in the delay-dependent system to

result in equal power for flow 1 and flow 2. The k value is given by:

k =
ρ2 − ρ1

ρ2 (ρ2 + ρ1)
(8.5)

Proof

The following derivation of the k value in Equation 8.5 follows from the power fairness

condition (Equation 8.4):

ρ1 =
ρ2(1− kρ2)

1 + kρ2

Rearranging the terms to group terms with k and without k:

k ρ2 (ρ1 + ρ2) = ρ2 − ρ1

Solving for k leads to Equation 8.5:

k =
ρ2 − ρ1

ρ2 (ρ2 + ρ1)
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8.3.2 Analyzing the Maximum Achievable ρ1

Similar to the beta-priority case, the dots in Figure 8.2 represent the maximum achievable

ρ1 value for each k while maintaining equal power fairness. These dots correspond to the

vertical tangents to the blue curves, which represent the equal power condition for different

k values. Importantly, this applies specifically for k > 2−
√
2, with the green curve in the

figure representing the case where k = 2−
√
2 ≈ 0.5857. When k ≤ 2−

√
2, these dots fall on

the boundary curve ρ1 + ρ2 = 1, indicating that the maximum achievable ρ1 is constrained

by the system stability condition.

To find the equation of the points where these tangents occur, we differentiate Equation

8.4 with respect to ρ2, which gives us:

ρ1 =
1

k
− 2ρ2

Substituting this expression into the equation of each blue curve yields:

ρ1 =
3− 2

√
2

k

ρ2 =

√
2− 1

k

These points correspond to the vertical tangent curves for each equal power fairness curve at

different values of k. The sum of these ρ1 + ρ2 is equal to 1 when k = 2−
√
2, showing that

the point of the vertical tangent line that hits the boundary curve of ρ1 + ρ2 = 1. Therefore,

when k <= 2−
√
2, the maximum achievable ρ1 is bounded by ρ1 + ρ2 = 1.

The equal power condition curve at this k = 2−
√
2 is represented by the green curve in

the figure. It marks the dividing line:
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• For k ≤ 2−
√
2, the maximum achievable ρ1 is bounded by the ρ1 + ρ2 = 1 curve.

• For 2−
√
2 < k, the maximum achievable ρ1 is determined by the tangent point of the

vertical line to the blue curve.

The intersection point of the boundary line ρ1 + ρ2 = 1 with each equal power condition

blue curve is at:
ρ1 =

1− k

2− k

ρ2 =
1

2− k

For 2 −
√
2 < k ≤ 1, the points of vertical tangency remain within the feasible equal

power region, indicating that the equal power curves at these k values can produce a vertical

line with two intersection points. This means that for each ρ1, it is possible to have two

corresponding ρ2 values that achieve equal power with flow 1. The range of ρ1 that can have

two ρ2 intersection points is:

1− k

2− k
≤ ρ1 ≤

2− 2
√
2

k
for 2−

√
2 < k ≤ 1

For each k, a vertical line within the corresponding ρ1 region results in two intersection points

of ρ2 with the equal power curve at this k. These two ρ2 values offer different performance

characteristics: one provides higher throughput, while the other results in lower throughput

and thus shorter response time.

167



Chapter 9: Performance, Fairness, and

Priority Flow Discrimination

In previous chapters (Chapters 4 through 7), we defined three performance optimization

metrics: individual power of the ith flow for i = 1, .., n (Pi), sum of powers (Psum), and average

power (Pavg). We then applied these metrics to different queueing disciplines to perform

optimization. In Chapter 8, we explored common fairness metrics, namely, throughput and

delay, and proposed an additional fairness metric, namely, individual power.

This chapter investigate the relationship between performance and fairness. We look

into this in various scheduling disciplines and explore the full spectrum of priority flow

discrimination from the least to the most discriminatory. We investigate the fundamental

question: Can we optimize performance without compromising fairness for a variety of

priority disciplines that create different levels of flow discrimination?

To systematically analyze this relationship, we first introduce a three-dimensional frame-

work that encompasses various performance metrics, various fairness metrics, and various

priority disciplines (flow discrimination). We begin by investigating the interplay between

performance and fairness in a simple case with only two flows. Subsequently, we extend the

analysis to scenarios with an arbitrary number of flows.
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9.1 A Three-Dimensional Framework

The conservation law principle, as articulated by Kleinrock [33], states that the sum of

the products of each flow’s utilization factor and average waiting time remains constant over

all conservative queueing disciplines:

n∑
i=1

ρi ·Wi = constant value (9.1)

This mathematical relationship implies that prioritizing certain flows – leading to reduced

response times for some – inevitably results in increased response times for others. This

inherent trade-off raises a critical question: Can we optimize performance without compro-

mising fairness, especially when different flows receive differential priority treatment?

The answer to this question depends heavily on the specific metrics used to evaluate

performance and fairness. In this dissertation, we adopt the performance metrics defined

and examined in Chapters 4 to 7 and the fairness metrics introduced in Chapter 8. For the

performance metrics, we aim for the optimal value of each separately: optimal individual

power P ∗
i

1, optimal sum of (individual) powers P ∗
sum, and optimal average power

P ∗
avg. For the fairness metric, we target equal values across flows2, namely, equal through-

put fairness, equal delay fairness, and equal power fairness.

Our goal is to shed light on the complex interplay between performance and fairness in

scheduling systems with flow discrimination. The following introduces a three-dimensional

framework that encompasses performance, fairness, and the degree of flow discrimination:

1 Note that optimal individual power refers to the situation where each flow optimizes its individual
power and reaches an equilibrium point.

2 From this point on, whenever we talk about fairness, we refer to equal value of the metric for each flow.
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• Performance Metrics: We consider three types of power as previously discussed:

individual power Pi, sum of individual powers Psum, and average power Pavg.

• Fairness Metrics: We select throughput ρi3, delay Ti, and individual power Pi as our

fairness metrics.

• Degree of Priority Discipline Flow Discrimination: We evaluate a range of work-

conserving priority queueing disciplines that vary in their level of flow discrimination,

from first-come-first-serve (FCFS), which is the least discriminatory, to preemptive

head-of-line (HOL) priority queueing, which is the most discriminatory. To span the

range of disciplines from FCFS to HOL, we consider the delay-dependent system as

well as the beta-priority system as introduced in Chapter 3. The parameter k in the

delay-dependent system and β in the beta-priority system represent the parameter that

determines the degree of flow discrimination.

This framework allows us to compare the performance and fairness characteristics of

different priority scheduling disciplines in a comprehensive way. For visualization, we represent

the framework as a three-dimensional space:

• x-axis: discrete space for performance metrics — individual power P ∗
i (x = 1), sum of

powers P ∗
sum (x = 2), average power P ∗

avg (x = 3)

• y-axis: discrete space for fairness metrics — delay Ti (y = 1), throughput ρi (y = 2),

individual power Pi (y = 3)

• z-axis: continuous space for degree of flow discrimination ranging from FCFS (no flow

discrimination at z = 0) to HOL (maximum flow discrimination at z = 1)4.

3 We use the utilization factor to represent throughput. As explained in Chapter 8, assuming a no-loss
system and that the average service rate for each flow is the same, equal throughput for each flow is equivalent
to an equal utilization factor for each flow.

4 Note that minimum or maximum flow discrimination can be achieved through methods other than
FCFS and HOL. For example, last-come-first-serve (LCFS) can also result in the same response time as
FCFS and also represents minimum flow discrimination.
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An example is shown in Figure 9.1 (the details of this figure will be discussed in the

subsequent section). At each layer of queueing discipline, there is a surface, and each surface

has 9 intersection points, composed of 3 performance metrics multiplied by 3 fairness metrics.

At each intersection point in a given surface layer, we have a performance metric and a

fairness metric corresponding to that queueing discipline.

For all figures in this chapter, values are only entered when the performance metric

is maximal and the fairness metrics have equal values for each flow under that queueing

discipline. Entries are made only at the intersection point where optimal performance and

optimal fairness coincide.

The value is represented by a circle at each z-layer, with the radius corresponding to

the optimal value of the performance metric for the associated queueing discipline. If the

performance metric is average power, the circle represents the average power value. For

the other two performance metrics, the circles both represent the sum of individual powers

values. Given that individual power may differ even when equal throughput or equal delay

is achieved, we choose to use the sum of individual powers (which is the sum of maximal

individual powers) to represent the optimal operating point status.

9.2 Analysis in a Two-Flow System

Figure 9.1 exemplifies the three-dimensional framework we introduced for analyzing both

optimal performance and optimal fairness in systems with two flows. This figure demonstrates

how different queueing disciplines are assessed based on maximum performance and maximum

fairness metrics, emphasizing the intersection points where both criteria are met. In other

words, only regions of simultaneous optimum performance with fairness are shown in this

figure.
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The lowest layer (i.e., z = 0) in the figure represents zero discriminatory case (i.e.,

First-Come-First-Serve, FCFS), while the upper layer (i.e., z = 1) represents the most

discriminatory case, (Head-of-Line Priority, HOL) case. We will illustrate this framework by

first examining various performance metrics and then evaluating whether the corresponding

fairness metrics can be satisfied5.

x

y

z

1

Figure 9.1: A three-dimensional framework for simultaneous performance optimization and
fairness in an M/M/1 system with two flows using work-conserving queueing disciplines.

5 Note that we only discuss scenarios where full fairness is achieved, based on equal values of the metric for
each flow. Fairness can be assessed with unequal values and quantified using approaches like Jain’s index [55],
but we do not cover these cases.
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9.2.1 Fairness for Individual Power P ∗
i Optimization

Along the plane of individual power (i.e., x = 1) in Figure 9.1 represents the individual

power metric, with three orange circles located at the FCFS layer. These circles have an

identical radius size of 2
9
. They represent the same operating point in the FCFS case, where

each flow has the same throughput (utilization factor ρi) (at y = 2), the same delay Ti (at

y = 1), and thus the same individual power Pi (at y = 3). Since all three fairness metrics are

satisfied at this optimal performance metric, i.e., individual power, there are three circles

corresponding to these fairness metrics. Only at the layer of FCFS where z = 0, are all three

fairness metrics satisfied. It could have been that not all three fairness metrics are satisfied

like in other layers where 0 < z ≤ 1. In the following, we provide a detailed explanation of

why only FCFS achieves this result and how this value is derived.

Using individual power as a performance optimization metric for FCFS and HOL was

discussed in Chapter 4, and the optimization results are summarized in Table 4.1. We

utilize the delay-dependent system and the beta-priority system to explore the full range

of flow discrimination spanning from FCFS to HOL. The individual power optimization for

both systems is analyzed in Chapter 7. The delay-dependent results can be found in Figure

7.1 and Figure 7.2. The beta-priority system results can be found in Figure 7.6 and Figure 7.7.

The following examines the fairness using different fairness metrics after maximizing

individual power:

9.2.1.1 Throughput Fairness

In Figure 9.1, when examining the intersection of maximum individual power performance

(x = 1) and throughput fairness (y = 2) along the z-axis (from z = 0 FCFS layer to z = 1 HOL

layer), only the bottom plane z = 0 (FCFS) contains a solution represented by a circle. This
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indicates that no other queueing disciplines in the full spectrum of disciplines except FCFS

can achieve both optimal individual power performance and throughput fairness simultaneously.

To better understand this, let’s look at the specifics of each case:

• FCFS Case: From Table 4.1, the optimal ρ∗i is n
n+1

for all flows in FCFS, demonstrating

equal throughput. The individual power in the FCFS case with two flows is P1 = P2 =
1
9
,

and thus the sum of maximal individual powers is 2
9
, which is the radius of the orange

circle in Figure 9.1.

• HOL Case: From Table 4.1, HOL has the result ρ∗i = (1
2
)i for optimal individual

power, showing that ρ1 and ρ2 are not identical. This confirms that throughput fairness

is not achievable with HOL.

• Other Queueing Disciplines: For other queueing disciplines between FCFS and

HOL, we refer to the results in Chapter 7. Figures 7.1 and 7.6 demonstrate the ρ1 and

ρ2 that optimize individual power simultaneously for the delay-dependent system and

the beta-priority system, respectively. These figures show that throughput fairness is

achieved only when k = 0 or when β = 0, both of which correspond to the FCFS case.

For other queueing disciplines with any flow discrimination, the optimal ρ1 and ρ2 are

different and therefore cannot achieve throughput fairness.

Note: Although the delay-dependent system and the beta-priority system both represent

a full range from FCFS to HOL, there may be other families of queueing disciplines that

also span the full spectrum. We believe that no other queueing disciplines except FCFS can

simultaneously result in optimal individual power and throughput fairness. However, we

cannot definitively prove this. We can only show that the solution doesn’t exist for HOL.

For other disciplines, we haven’t provided proof. We have only studied these two families of

queueing disciplines and conjecture that that the solution does not exist for any family.
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9.2.1.2 Power Fairness

In the intersection of performance being individual power (x = 1) and fairness being

equal power (y = 3) in Figure 9.1, only one circle appears at the FCFS layer, paralleling

the situation in the equal throughput case. This indicates that, similar to throughput, no

other queueing disciplines except FCFS can achieve both optimal individual power and equal

individual power simultaneously.

To better understand this, let’s look at the specifics:

• FCFS Case: From Table 4.1, FCFS achieves equal individual power with P ∗
i =

(
1

n+1

)2
for i = 1, . . . , n. In our two-flow case, this is P ∗

1 = P ∗
2 = 1

9
, and the sum of maximal

individual powers is 2
9
. Thus, the radius of the circle at this intersection point on the

FCFS layer is 2
9
. Thus, the radius of the circle at this intersection point on the FCFS

layer is 2
9
. Note that this optimal operating point is the same as in the equal throughput

case, and it also leads to the same delay.

• HOL Case: Table 4.1 shows that for HOL, P ∗
i = 2

(
1
8

)i, indicating P ∗
1 ̸= P ∗

2 . This

confirms that power fairness is not achievable with HOL when maximizing individual

power.

• Other Queueing Disciplines: Figures 7.2 and 7.7 illustrate the optimal individual

powers P ∗
1 and P ∗

2 for the delay-dependent system and the beta-priority system, respec-

tively. These figures show that power fairness, P ∗
1 = P ∗

2 , is achieved only when k = 0

or β = 0, both of which correspond to the FCFS case. For other queueing disciplines

with any flow discrimination, the optimal P ∗
1 and P ∗

2 are different.

In summary, both throughput fairness and power fairness demonstrate that only the FCFS

discipline can achieve both optimal individual power and fairness in terms of throughput or
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power simultaneously. When each flow is optimizing individual power under FCFS, all flows

experience the same response time, leading them to select the same ρi and consequently the

same P ∗
i . However, in queueing disciplines where flows are discriminated against, some flows

are prioritized and experience shorter response times, resulting in higher ρi and higher P ∗
i .

Conversely, flows that are not prioritized encounter longer response times, leading to lower

ρi and lower P ∗
i . Therefore, only when all flows observe the same response time, as in the

FCFS case, do they select the same ρi and achieve equal P ∗
i .

It’s important to note that while the sum of the product of utilization factor and response

time,
∑n

i=1 ρi · Ti, is a constant term based on conservation law [33], the sum of optimal

individual powers, which is calculated as the division of utilization factor over response time,∑n
i=1 P

∗
i , is not a constant term. This can be observed from Figures 7.2 and 7.7, where the

sum of optimal individual powers increases as the degree of flow discrimination increases.

Note: Similar to the equal throughput case, we only formally prove that the HOL case

cannot achieve equal power. We did not formally prove this for other queueing disciplines.

However, we infer that no other queueing disciplines except FCFS can result in optimal

individual power and equal power, based on the optimization results observed in both the

delay-dependent system and the beta-priority system.

9.2.1.3 Delay Fairness

From Chapter 8, we know that delay fairness occurs when each flow has the same response

time: T1 = T2 =
1

µ(1−ρ)
. This implies that delay fairness occurs only in the absence of flow

discrimination. With flow discrimination, even if the degree of discrimination is subtle, we

cannot find a pair (ρ1, ρ2) where 0 < ρ1 < 1 and 0 < ρ2 < 1 as well as (0 < ρ1 + ρ2 < 1) that

leads to equal average response time. The response time with flow discrimination is not in
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the form T1 = T2 =
1

µ(1−ρ)
. Therefore, when maximizing individual power for a system using

a queueing discipline with flow discrimination (excluding FCFS), equal delay does not exist.

This is because even without optimization, we cannot find a feasible pair (ρ1, ρ2) within the

region where 0 < ρ1 < 1 and 0 < ρ2 < 1 as well as (0 < ρ1 + ρ2 < 1). Not to mention, in-

dividual power optimization falls within this region, the region where equal power doesn’t exist.

As a result, only FCFS has a data point in the three-dimensional framework for the

intersection of individual power metric and equal delay. This is represented in Figure 9.1 by

a single circle at the bottom layer (FCFS). The radius of this circle represents the sum of

optimal individual powers, which is the same as in the equal throughput and equal power

cases, with the circle radius being 2
9
.

9.2.2 Fairness for Sum of Power P ∗
sum Optimization

The sum of power plane at x = 2 in Figure 9.1 shows the results for using the sum of

power as the performance optimization goal. For power fairness (y = 3) and delay fairness

(y = 1), only the FCFS can achieve both optimal Psum and fairness simultaneously when

evaluated by these two metrics as shown by the two circles at the FCFS plane. However, for

throughput fairness (y = 2), there is a green column6 extending from the bottom to the top,

indicating that optimized sum of power and throughput fairness is achievable across the full

range of queueing disciplines. The radius of the green column increases with the degree of

flow discrimination, showing that the corresponding maximal sum of power increases as one

moves up from FCFS to HOL.

Next, we examine each fairness criterion in detail.

6 The column is green because the sum of power increases as the degree of flow discrimination increases.
This is to differentiate it from a column where the radius size does not change.
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9.2.2.1 Throughput Fairness

When maximizing the sum of individual power, Psum, it was shown in Chapter 7, specifi-

cally in Theorem 7.2, that Psum is maximal when ρ1 = ρ2
7 8. These results demonstrate that

both optimal sum of power P ∗
sum and throughput fairness can be achieved across a full

range of queueing discrimination, from FCFS to HOL, in an M/M/1 system with two flows.

While the beta-priority system does not exhibit this result, the fact that the delay-dependent

system achieves it indicates the existence of this intersection point of optimal sum of powers

and throughput fairness across the entire range of discrimination.

In the three-dimensional framework, the intersection of maximum sum of powers (x = 2)

and throughput fairness (y = 2) is represented by a green column extending from the z = 0

layer (FCFS) to the z = 1 layer (HOL) in Figure 9.1. The radius size of the column, which

corresponds to the optimal sum of power, increases as the degree of flow discrimination

increases. The value at the bottom is 0.25, and the value at the top is 8
27

≈ 0.296. The values

in between can be found in Figure 7.4.

9.2.2.2 Power Fairness

While maximizing the sum of individual power, Psum, we observe that power fairness

cannot be maintained across all queueing disciplines, unlike throughput fairness. As stated

in Theorem 7.2, equal throughput is necessary to maximize the sum of power in the delay-

dependent system. However, when flow discrimination is applied, each flow experiences a

different response time, leading to unequal individual power when Psum is maximized since

7 Note that equal throughput (utilization factor) is a necessary but not sufficient condition for maximal
sum of power. While maximal sum of power results in equal utilization factors, the converse is not always
true. Equal utilization factors do not guarantee maximal sum of power.

8 Note that for FCFS, there is no restriction on having equal throughput to maximize the sum of power
in the theorem, but the throughput (utilization) of each flow can be set identically while still maintaining the
maximal sum of power.
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equal throughput is required.

Only in the FCFS case, where each flow has the same response time, can power fairness

be achieved. Other queueing disciplines with flow discrimination cannot satisfy both optimal

sum of power, P ∗
sum, and power fairness simultaneously. This confirms that only FCFS can

achieve both optimal performance in the context of maximizing the sum of power and power

fairness, shown as an blue dot at (x, y, z) = (2, 3, 0).

Figure 7.4 again demonstrates the full range of individual power values at the maximal

sum of power, showing that only when k = 0, with no flow discrimination, will P1 be identical

to P2. Therefore, in Figure 9.1, the intersection of the sum of power and power fairness

(x, y) = (2, 3) is represented by a single circle with a radius of 0.25 at the bottom layer

(z = 0). This radius corresponds to the optimal sum of power for FCFS, which is 0.25.

9.2.2.3 Delay Fairness

Similar to using individual power as the performance optimization goal, only flow without

discrimination, i.e., FCFS, can achieve delay fairness. Other queueing disciplines with flow

discrimination can only have delay fairness when ρ1 = ρ2 = 0, which falls outside the region

of power optimization as that leads to minimal power, which is zero. Therefore, queueing

disciplines with any flow discrimination cannot reach the maximal sum of individual power

(x = 2) and delay fairness (y = 1) simultaneously.

For the FCFS case, the sum of power is maximal when ρ = 0.5. Given that each flow sees

the same delay, ensuring the system’s total utilization is 0.5 can result in delay fairness at

maximal sum of power, P ∗
sum. The maximal power value for FCFS in this case is 0.25, which

is the radius of the circle at (x, y, z) = (2, 1, 0), the intersection of P ∗
sum and delay fairness
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at the bottom layer, where the degree of flow discrimination is zero. We see that no other

queueing disciplines besides FCFS can achieve this.

9.2.3 Fairness for Average Power P ∗
avg Optimization

The average power, Pavg, was examined in Chapter 6. It was shown in Corollary 6.3.1

that when the total utilization ρ is 0.5, the average power is optimized in an M/M/1 system

for all work-conserving queueing disciplines. Given this condition, we further explore if it is

possible to allocate the utilization factor for each flow in a way that ensures fairness in terms

of throughput, delay, and power.

The results are presented in the plane of x = 3 in Figure 9.1. We show that both power

fairness (y = 3) and throughput fairness (y = 2) can be satisfied while maximizing average

power. Importantly, the maximal average power value remains unchanged across all degrees

of flow discrimination. However, for delay fairness (along y = 1), only the FCFS queueing dis-

cipline (z = 0) can achieve this while maintaining maximal average power (x = 3); this result

is similar to the cases for maximal individual power (x = 1) and maximal sum of power (x = 2).

The following sections discuss the details of each fairness measure under the condition of

maximal average power:

9.2.3.1 Throughput Fairness

It is straightforward to achieve throughput fairness as long as each flow equally shares the

system utilization, resulting in each flow having a utilization of

ρ1 = ρ2 = 0.25
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This holds true across all work-conserving queueing disciplines from HOL to FCFS. Regardless

of the queueing discipline, the optimal average power and throughput fairness both yield an

average power value of 0.25 (average power = ρ ·(1−ρ) = 0.5 ·0.5 = 0.25). Consequently, there

is a column shown in blue with a uniform radius of 0.25 at (x, y) = (3, 2), the intersection of

P ∗
avg and throughput fairness.

Note that the individual power under this condition where ρ1 = ρ2 = 0.25 results in

different individual power values with different degrees of flow discrimination. In the delay-

dependent system, where the degree of flow discrimination is represented by k, substituting

(ρ1, ρ2) = (0.25, 0.25) into Equation 7.1 yields the corresponding individual powers for flow 1

and flow 2 as a function of k, as follows:

P1 =
(4− k)

8 (1− 1
2
k)

P2 =
1

8
(4− k)

In summary, throughput fairness can be maintained across all work-conserving queueing

disciplines while achieving optimal average power P ∗
avg in an M/M/1 system with two flows.

However, the individual power values vary depending on the degree of flow discrimination.

9.2.3.2 Power Fairness

Figure 9.1 shows a column with a constant radius size of 0.25 at (x, y) = (3, 3), the

intersection of maximal average power and power fairness across the full range of flow discrim-

ination. This visually suggests that optimal average power P ∗
avg and power fairness can

be achieved for all work-conserving queueing disciplines in an M/M/1 system with two flows.

To demonstrate that this is indeed the case, we utilize the delay-dependent system to
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derive the utilization factor allocations for ρ1 and ρ2 that maximize average power while also

ensuring power fairness for flow 1 and flow 2. We start with the power fairness condition

given by Equation 8.4, where ρ1 = ρ2(1−kρ2)
1+kρ2

. Substituting this into the maximal average

power condition, ρ1 + ρ2 = 0.5, we have:

ρ1 + ρ2 =
ρ2(1− kρ2)

1 + kρ2
+ ρ2 = 0.5

Solving this gives:

ρ1 =
2− k

2 (4− k)

ρ2 =
1

4− k

(9.2)

The corresponding individual powers for flow 1 and flow 2 are:

P1 = P2 =
k2 − 4k + 8

4(4− k)2
(9.3)

For the maximal flow discrimination where k = 1, we have ρ1 =
1
6

and ρ2 =
1
3
. The corre-

sponding P1 = P2 =
5
36

. For the minimal flow discrimination where k = 0, it is the same as

in the equal throughput case where ρ1 = ρ2 = 0.25 and P1 = P2 = 0.125.

Therefore, Equation 9.2 provides the utilization factor allocation for ρ1 and ρ2 that leads

to maximal average power and power fairness, where the power of flow 1 and flow 2 is equal to

Equation 9.3 in the delay-dependent system. This serves as proof of the existence of maximal

average power and power fairness at the same time.

Note that the average power value remains constant at 0.25 for all queueing disciplines for

this case of power fairness, which is the same as in the case of throughput fairness. Given
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that the maximal average power depends only on total utilization, throughput fairness and

power fairness differ in their utilization factor allocations for each flow, but their sums are

identical.

9.2.3.3 Delay Fairness

As stated in the case of individual power, no pair (ρ1, ρ2) that is larger than 0 can achieve

delay fairness unless it is FCFS. Therefore, at the intersection of average power and delay

fairness where (x, y) = (3, 1), only the bottom layer has a circle with a radius equal to the

maximal average power of 0.25 at (x, y, z) = (3, 1, 0).

9.2.4 Summary

Figure 9.1 illustrates all we need to know about the 9 possible combinations of optimal

performance and optimum fairness criteria for all work-conserving queueing disciplines in

an M/M/1 system with two flows. The figure represents the intersection points of different

performance objectives (optimal individual power P ∗
i at x = 1, optimal sum of power P ∗

sum at

x = 2, and optimal average power P ∗
avg at x = 3) with various fairness metrics (throughput

fairness at y = 2, delay fairness at y = 1, and power fairness at y = 3).

Among these 9 intersection points, three cases allow simultaneous achievement of optimal

performance and optimum fairness for all work-conserving priority queueing schemes in an

M/M/1 system with two flows. These three cases are marked by a column in the figure,

which are:

• P ∗
sum with throughput fairness at (x, y) = (2, 2)

• P ∗
avg with throughput fairness at (x, y) = (3, 2)

• P ∗
avg with power fairness at (x, y) = (3, 3)
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For the FCFS queueing discipline (z = 0), all 9 intersection points are marked with a

circle, indicating that under any of the optimal performance metrics (optimal individual

power P ∗
i , optimal sum of power P ∗

sum, or optimal average power P ∗
avg), throughput fairness,

delay fairness, and power fairness can all be maintained simultaneously.

9.3 Extending the Analysis to an Arbitrary Number of

Flows

Extending the analysis to an arbitrary number of flows adds a new dimension, namely,

the number of flows (n), to the interplay between queueing disciplines with various flow

discrimination and both optimal performance and fairness. As the number of flows increases,

the optimal performance value itself may change, making it dependent on the number of

flows (n) and this introduces an additional factor to consider alongside fairness. Additionally,

we must consider whether the fairness achievable in a two-flow system (for example, op-

timal sum of power and throughput fairness in HOL) can still be achieved in an n-flow system.

To facilitate our analysis, we divide our study into three distinct subsections based on the

level of flow discrimination exhibited by different queueing disciplines:

• No Flow Discrimination (FCFS)

• Max Flow Discrimination (HOL)

• Intermediate Flow Discrimination (All Other Disciplines)

This approach simplifies our investigation by reducing the number of dimensions considered

within each subsection. This categorization is essential because different queueing disciplines

introduce varying complexities and analytical scenarios. By isolating and focusing on the

key characteristics and trade-offs specific to each case, we can effectively analyze each
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before integrating the findings for a broader understanding of the interplay between optimal

performance and fairness.

9.3.1 FCFS

9.3.1.1 Fairness for Individual Power P ∗
i Optimization

The individual power optimization results for an arbitrary number of flows, summarized

in Table 4.1, show that the optimal resource allocation for each flow, ρi∗ = 1
n+1

, results in an

optimal individual power of Pi
∗ = ( 1

n+1
)2, leading to throughput fairness and power fairness

simultaneously. In addition, delay fairness is also achievable in this scenario because each

flow experiences the same response time under FCFS, regardless of power optimization. This

means that even after optimizing power, delay fairness is still maintained. These findings

lead to the following theorem:

Theorem 9.1.

In an M/M/1 system with n flows using FCFS, maximizing each flow’s individual power

achieves throughput fairness, power fairness, and delay fairness simultaneously. The resource

utilization allocation that achieves these fairness metrics and maximizes individual power is

ρi
∗ =

1

n+ 1
for i = 1, 2, . . . , n (9.4)

This behavior is visualized in Figure 9.2 as three cones, each located at the intersection

of the "individual power" at x = 1 with throughput (y = 2), delay (y = 1), and power

fairness (y = 3). Each cone’s radius, which represents the achieved performance level (sum of

optimized individual power in this case), varies with the number of flows n along the z-axis,

becoming smaller as n increases. This consistency is because those states are from the same

operating points with resource allocation, ρi∗ = 1
n+1

. The variation in size with the value

of n occurs because the sum of maximal individual power,
∑n

i=1 Pi
∗ = n

(n+1)2
, depends on
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the number of flows, n. Figure 9.2 closely resembles Figure 9.1, but with the z-axis now

representing the additional dimension of n. Here, we range n from 2 to 100, resulting in

a radius of 2
9

at z = 0 (n = 2) and a radius of approximately 0.0098 at z = 1 (n = 100).

Therefore, as depicted in the figure, the radius of the circle in each column decreases as the

sum of maximal individual power decreases with increasing n.

This analysis highlights the unique characteristics of FCFS in achieving multiple fairness

metrics (delay at y = 1, throughput at y = 2, power at y = 3) under individual power

optimization, i.e., x = 1. However, as we move to more complex queueing disciplines, the

relationship between performance, fairness, and the number of flows becomes more intricate,

and some fairness properties may disappear.

9.3.1.2 Fairness for Sum of Power P ∗
sum Optimization

When considering the sum of individual power as the performance optimization metric

(x = 2), Table 5.1 reveals that the optimal resource allocation is ρ∗ = 1
2
, resulting in an

optimal sum of power of P ∗
sum = 1

4
. Notably, this result remains constant regardless of the

number of flows (n) and does not impose any specific restrictions on the individual utilization

factors, ρi.

To achieve throughput fairness (y = 2) in this context, we can simply distribute the

total utilization, ρ = 1
2
, evenly across the n flows. This leads to a uniform allocation of

ρi =
1
2n

for each flow i = 1, .., n. Therefore, this demonstrates that throughput fairness

is achievable under FCFS when maximizing the sum of power, using this allocation. The

resulting optimal sum of power value is P ∗
sum = 1

4
. This behavior is visualized in Figure 9.2

at (x, y) = (2, 2), the intersection point of maximal sum of power and throughput fairness,

represented by a cylinder with a uniform radius of 1
4
, regardless of the value of n.
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z
1

Figure 9.2: A three-dimensional graph of performance (x-axis), fairness (y-axis), and the
number of flows n (z-axis), in an M/M/1 systems using FCFS (no flow discrimination). The
blue columns are all cylinders with a radius of 0.25. The orange columns have a radius of
2
9
≈ 0.2222 at z = 0, which gradually decreases to approximately 0.0098 at z = 1.

Given that delay is equal across all flows under FCFS, even without power optimization, the

allocation ρi =
1
2n

for each flow i = 1, ..n also maintains delay fairness (y = 1). Furthermore,

under this condition, power fairness (y = 3) is achieved because both throughput and
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delay are the same for each flow, and individual power is calculated as the ratio of each

flow’s utilization factor to its mean normalized delay. The optimal sum of power value in this

case, P ∗
sum = 1

4
, is identical to the value achieved with throughput fairness, as both scenarios

originate from the same utilization factor allocation, ρi = 1
2n

for each flow i = 1, .., n. This

behavior is visualized in Figure 9.2, where three cylinders along the "sum of power" plane

at x = 2 are located at the intersection points with each fairness metric (i.e., (x, y) = (2, 1),

(x, y) = (2, 2), and (x, y) = (2, 3)), each with a uniform radius of 1
4
, regardless of the value of

n. These lead to the following theorem:

Theorem 9.2.

In an M/M/1 system with n flows using FCFS, maximizing the sum of power P ∗
sum simulta-

neously achieves throughput, delay, and power fairness. This occurs at:

ρ∗i =
1

2n
for i = 1, 2, . . . , n (9.5)

and thus

ρ∗ =
1

2
(9.6)

The individual power values are:

Pi =
1

4n
for i = 1, 2, . . . , n (9.7)

and optimized sum of powers:

P ∗
sum =

1

4
(9.8)

9.3.1.3 Fairness for Average Power P ∗
avg Optimization

The results of average power optimization for an M/M/1 system with n flows are sum-

marized in Corollary 6.3.1 in Chapter 6. The maximal average power P ∗
avg =

1
4

is achieved
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with a total utilization of ρ = 1
2
. Interestingly, this condition is identical to the condition for

optimal sum of power, P ∗
sum.

Therefore, to achieve throughput fairness, we can apply the same strategy as in the sum

of power case: distribute the system utilization ρ = 1
2

uniformly across the n flows, resulting

in ρi =
1
2n

for each flow i = 1, .., n. This allocation leads to simultaneous throughput, delay,

and power fairness, as demonstrated in the earlier discussion of sum of power and fairness.

This outcome is visualized in Figure 9.2, where three cylinders are located at the intersection

points on the "average power" plane at x = 3 with each fairness metric (i.e., (x, y) = (3, 1),

(x, y) = (3, 2), and (x, y) = (3, 3)), each with a uniform radius of 1
4
, regardless of the value of

n. This behavior exhibits the same pattern as seen with the sum of power on the plane at

x = 2. Thus, we have the following theorem:

Theorem 9.3.

In an M/M/1 system with n flows using FCFS, the optimized utilization factor allocation

ρ∗i =
1

2n
for i = 1, . . . , n (9.9)

results in both optimal sum of power and optimal average power, while simultaneously

achieving throughput, delay, and power fairness. The optimal values for both sum of

power and average power are

P ∗
sum = P ∗

avg =
1

4
(9.10)
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9.3.2 HOL

9.3.2.1 Fairness for Individual Power P ∗
i Optimization

Given that maximizing individual power in HOL fails to achieve fairness in either through-

put, delay, or power in the two-flow case, we can infer that this remains unachievable when

extended to n flows. Table 4.1 serves as proof of this: the optimal utilization factor is

ρi
∗ = (1

2
)i and the optimal individual power is Pi

∗ = 2(1
8
)i. Consequently, the normalized

mean delay, µTi =
ρi
Pi

, becomes 2(2i−1).

Since these values for ρi, Pi, and µTi all differ for each flow i, it’s clear that achieving

throughput fairness, delay fairness, and power fairness is impossible when maximizing indi-

vidual power in HOL with n flows.

Therefore, along the "individual power" plane of x = 1 in Figure 9.3, there is nothing

at the intersection points with the fairness metrics — throughput fairness at (x, y) = (1, 2),

delay fairness at (x, y) = (1, 1), and power fairness at (x, y) = (1, 3) — indicating that none

of these fairness metrics can be achieved when maximizing individual power.

9.3.2.2 Fairness for Sum of Power P ∗
sum Optimization

Theorem 5.4 in Chapter 5 states that the optimal sum of power, P ∗
sum, is achieved when

each flow’s utilization factor is ρ∗i = 1
n+1

for i = 1, .., n. This theorem demonstrates that

maximizing the sum of individual power can be achieved simultaneously with

throughput fairness in an M/M/1 system using HOL with n flows. The maxi-

mal sum of power is P ∗
sum = n(n+2)

3(n+1)2
. This outcome is represented by a tapered cylindrical

shape at the intersection of "sum of power" at x = 2 and throughput fairness at y = 2,

i.e., (x, y) = (2, 2) in Figure 9.3, with the radius gradually increasing along the z-axis. At
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the bottom (z = 0), where n = 2, the radius is approximately 0.296, and it increases to

approximately 0.3333 at the top (z = 1), where n = 100.

z
1

Figure 9.3: A three-dimensional graph of performance, fairness, and the number of flows, n, in
an M/M/1 system using HOL (max flow discrimination). The green column at (x, y) = (2, 2)
has a radius of approximately 0.296 at z = 0, which gradually increases to approximately
0.3333 at z = 1. Two blue columns along x = 3 (average power) are cylinders with a radius
of 0.25. One column is opaque at (x, y) = (3, 2), indicating certainty of its existence, while
the other is semi-transparent at (x, y) = (3, 3), representing uncertainty about its existence.
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However, Theorem 5.5 reveals that when the sum of power is maximized, individual power,

Pi =
(n+1−i)(n+2−i)

(n+1)3
for i = 1, 2, ..., n, is not uniform across flows, varying with the flow index, i.

This indicates that power fairness is not achievable when optimizing the sum of power, P ∗
sum.

Furthermore, as previously discussed, delay fairness is only achievable under FCFS. Therefore,

at those two intersection points in Figure 9.3—one at (x, y) = (2, 3), the intersection of

optimal sum of power with power fairness, and the other at (x, y) = (2, 1), the intersection of

optimal sum of power with delay fairness—there is no solution. This indicates that achieving

both optimal performance (maximal sum of power P ∗
sum) and fairness for either delay or power

is not possible in HOL.

9.3.2.3 Fairness for Average Power P ∗
avg Optimization

Corollary 6.3.1 shows that for an M/M/1 system with any work-conserving queueing

discipline, maximizing average power occurs when the total utilization ρ is 0.5. Under this con-

dition, throughput fairness is achievable by uniformly distributing the system utilization,

ρ = 0.5, across the n flows, resulting in ρi =
1
2n

for each flow (i = 1, .., n). This outcome ex-

hibits the same pattern as observed for average power and equal throughput in the FCFS case.

In Figure 9.3, the cylinder at (x, y) = (3, 2), the intersection of optimal average power and

throughput fairness has a uniform radius corresponding to the maximal average power value

of P ∗
avg =

1
4
. This demonstrates that maximal average power and throughput fairness can be

achieved at the same time for an arbitrary number of flow using HOL in an M/M/1 system.

This cylinder is also identical to the one at the same intersection point, i.e., (x, y) = (3, 2), in

Figure 9.2 for the FCFS case.

Since HOL is not FCFS, delay fairness is not achievable under optimal average power.

Therefore, there is no solution at (x, y) = (3, 1), the intersection of the optimal average power
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and delay fairness in Figure 9.3.

The achievability of power fairness under the constraint of ρ = 0.5 for maximizing

average power remains unclear. While it has been shown that equal power can be achieved in

the two-flow case, the situation becomes more complex with additional flows. As more flows

compete for the system utilization factor, each flow’s impact on the overall system balance

becomes significant if power fairness is enforced. For n = 3, we can find a set of solutions for

ρ1, ρ2, and ρ3 that lead to power fairness while maintaining maximal average power. The

solution is (ρ1, ρ2, ρ3) ≈ (0.106, 0.141, 0.252). However, these values do not follow a clear

pattern that can be easily extended to an arbitrary number of flows. Therefore, it remains

uncertain whether a set of ρi for i = 1, . . . , n exists for equal power and ρ = 0.5 when n > 3.

To represent this uncertainty, we use a semi-transparent blue cylinder with a question

mark inside at (x, y) = (3, 3), the intersection of optimal average power and power fairness in

Figure 9.3. If such a solution exists, the maximal average power value would be 0.25. Since

the solution exists for n = 2, at the bottom of the intersection, i.e., (x, y, z) = (3, 3, 0), the

blue color is opaque, not semi-transparent.

9.3.3 Intermediate Queueing Disciplines

All other queueing disciplines exhibit flow discrimination, which falls somewhere between

the extremes of minimum (FCFS) and maximum (HOL) discrimination. These disciplines,

which we will refer to as "intermediate queueing disciplines," do not include the minimum

and maximum points of this range.

The performance and fairness results for a system using intermediate queueing disciplines

are presented in Figure 9.4. Based on our current understanding, the existence of some results
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remains uncertain. In this figure, we observe that among the 9 intersection points, 6 do not

exist in their corresponding performance and fairness metrics, and nothing is depicted at

those points. We assume non-existence at these locations because they do not exist in the

HOL case in Figure 9.3 for the same locations. One intersection point features a opaque blue

cylinder at (x, y) = (3, 2), the intersection of optimal average power and throughput fairness,

representing the only result we are certain of.

The other two cylinders with semi-transparent colors, located at (x, y) = (2, 2), the

intersection of optimal sum of power with throughput fairness, and at (x, y) = (3, 3), the

intersection of average power with power fairness, include a question mark to indicate

uncertainty regarding their existence9. Only at n = 2 (where z = 0) are we certain of the

existence of a solution, and for those two intersection points at the bottom layer, the circles

are in an opaque color.

9.3.3.1 Fairness for Individual Power P ∗
i Optimization

When maximizing individual power for intermediate queueing disciplines, fairness in terms

of throughput, power, and delay are all unattainable. Even with just two flows, fairness

cannot be achieved at the equilibrium point of optimizing individual power. This difficulty is

exacerbated in systems with more flows, as each additional flow adds another constraint by

optimizing its own power, making it even harder to achieve fairness. Therefore, along the

individual power plane of x = 1 in Figure 9.4, there are no solutions.

9 Note that for the semi-transparent green column at (x, y) = (2, 2), we set the radius to P ∗
sum in HOL as

an upper bound. Yet, the actual value of P ∗
sum depends on the specific queueing discipline used and will be

smaller than that in HOL.
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z

1

Figure 9.4: A three-dimensional graph of performance, fairness, and the number of flows, n,
in an M/M/1 system using intermediate queueing disciplines with flow discrimination
ranging between FCFS and HOL, but not including the two extremes. One opaque blue
column at (x, y) = (3, 2) is a cylinder with radius = 0.25. Two semi-transparent columns
indicate uncertainty about their existence. One is a semi-transparent blue cylinder with
a radius of 0.25 at (x, y) = (3, 3), and the other is a semi-transparent green cylinder at
(x, y) = (2, 2) with a radius set to the upper bound of P ∗

sum in HOL.

9.3.3.2 Fairness for Sum of Power P ∗
sum Optimization

Along the sum of power line where x = 2, the intersections with delay fairness (y = 1) and

power fairness (y = 3) both have no solution. The non-existence of delay fairness is evident
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because the queueing disciplines here involve flow discrimination, leading to different response

times for each flow. The non-existence of power fairness is inferred from the non-existence of

power fairness in the HOL case, suggesting that power fairness cannot be achieved under the

optimal sum of power for intermediate queueing disciplines.

For throughput fairness of y = 2, we are uncertain, so we used a lightly colored cylinder

with a question mark inside at the intersection of sum of power and throughput fairness,

i.e., (x, y) = (2, 2) in Figure 9.4. We reserve the possibility of existence because it is shown

that throughput fairness can be maintained while maximizing the sum of power in HOL and

FCFS. Additionally, using a delay-dependent queueing discipline in a system with two flows,

throughput fairness can be satisfied. Therefore, the green color is darker at the bottom layer

of (x, y) = (2, 2), corresponding to (x, y, z) = (2, 2, 0).

Attempt to Find a solution at (x, y) = (2, 2) in Three-Flow Systems Using the

delay-dependent

Given solutions exist for (x, y) = (2, 2) (maximal sum of power and throughput fainess)

when n = 2 in the delay-dependent system for all queueing disciplines between FCFS to

HOL (where any feasible combination of (b1, b2) has a solution), we attempt to extend the

analysis to n = 3 in the same system. We test various combinations of (b1, b2, b3) and apply a

numerical approach to find the maximal sum of power for each set. Among the combinations

tested, the resulting optimized utilization factors for ρ1, ρ2, and ρ3 are all different.

For example, in a delay-dependent system with three flows using the parameters (b1, b2, b3) =

(1, 2, 4), the maximal sum of power occurs at the operating point of (ρ1, ρ2, ρ3) ≈ (0.27, 0, 0.27).

Another example where the optimal (ρ1, ρ2, ρ3) are different is under (b1, b2, b3) = (0, 1, 1).

This results in the maximal sum of power at the operating point of (ρ1, ρ2, ρ3) =
(
1
3
, 1
6
, 1
6

)
.
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These examples show that throughput fairness cannot be achieved for delay-dependent

systems with arbitrary feasible combinations of b1, b2, and b3 where 0 ≤ b1 ≤ b2 ≤ b3 in

a system with three flows, let alone for an arbitrary number of flows. Extending this to

an arbitrary number of flows further complicates the analysis. Throughput fairness exists

when b1 = b2 = . . . = bn, which is equivalent to the FCFS queueing discipline, and when

b1 ≪ b2 ≪ . . . ≪ bn, which corresponds to the HOL case. Aside from these two, we have not

identified any other combination of b1, b2, .., bn that achieves throughput fairness.

Although we were unable to find a solution in the set tested for the delay-dependent

systems with three flows, we also could not demonstrate non-existence. Given that throughput

fairness is achievable for the maximum discrimination queueing discipline (HOL), there is

potential for a family of queueing disciplines representing flow discrimination between FCFS

and HOL to exist. The possibility of achieving throughput fairness while maximizing the sum

of power for other such families of queueing disciplines remains an open question, requiring

further investigation in future work.

Observations from Counter-Examples in Three-Flow Systems

Note that the counter-examples used earlier to demonstrate the existence of throughput

fairness in a three-flow delay-dependent system do not hold when maximizing the sum of

power. Yet, these examples lead to interesting observations.

In the first example where (b1, b2, b3) = (1, 2, 4), the optimal allocation results in ρ1 ≈ ρ3,

while ρ2 ≈ 0. This suggests that flow 2 may be experiencing starvation, although the reasons

for this behavior are not immediately clear.
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Furthermore, in the second example where (b1, b2, b3) = (0, 1, 1), we find that ρ2 = ρ3 and

ρ2 + ρ3 = ρ1. This configuration exhibits a hierarchical equal throughput scenario, where

flows 2 and 3 are treated as a single group, sharing the same utilization factor. Importantly,

this combined utilization for flows 2 and 3 is equal to the utilization factor for flow 1. This

hierarchical structure implies that while individual flows within a group might not experience

throughput fairness, the combined throughput of each group is equal.

9.3.3.3 Fairness for Average Power P ∗
avg Optimization

The existence of throughput fairness and non-existence of delay fairness under maximal

average power P ∗
avg using intermediate queueing disciplines are straightforward. Achieving

throughput fairness is simple by uniformly distributing the system utilization ρ = 1
2

across n

flows. Thus, there is a cylinder with a radius of 0.25 at the intersection of average power and

throughput fairness at (x, y) = (3, 2) in Figure 9.4. For delay fairness, it has been previously

stated that each flow will have different response times due to flow discrimination. Thus, no

solution is provided at (x, y) = (3, 1), the intersection of optimal average power and delay

fairness in Figure 9.4.

The existence of power fairness and optimal average power for an arbitrary number of

flows using intermediate queueing disciplines in a system remains unclear. This uncertainty is

inherited from the HOL case, where the form of the response time for each flow is relatively

simple but has the maximum degree of flow discrimination. Given that power fairness exists

for a two-flow system using delay-dependent queueing disciplines, we believe there is potential

for the existence of this power fairness and optimal average power for a system with n flows,

but we are unsure. To represent this uncertainty, we use a lightly colored cylinder with a

radius of 0.25, indicating the maximal average power value if such existence is confirmed, and

a question mark inside at the intersection of average power and power fairness at (x, y) = (3, 3)
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in Figure 9.4.

9.3.4 Summary

Figures 9.2, 9.3, and 9.4 show all possible and impossible results for optimal

performance and optimum fairness in a system with an arbitrary number of flows under

different queueing disciplines. They highlight the values that are known and those that

remain uncertain. Specifically, while we have determined the values for some columns, the

realizability of certain columns marked with a "?" is still unknown.

In the FCFS case, where there is no flow discrimination, fairness can be maintained in the

context of throughput, delay, and power while optimizing the performance metrics in terms

of individual power, sum of power, and average power. Thus, at the nine intersection points

in 9.2, each intersection point has a cylinder or a cone. Among these performance metrics,

the individual power case indicates diminishing performance value as n increases, leading

to a decrease in radius at the corresponding intersection points, thereby forming cone-like

shapes. On the other hand, the performance values of the other two metrics remain invariant

to n, which is represented by a cylinder.

In the HOL case, which is the case of maximal flow discrimination, the number of points

where optimal performance and optimum fairness can both be achieved reduces to three, with

one point uncertain regarding the existence of a solution, as shown in Figure 9.3. This reduc-

tion is in contrast to the FCFS case, where are all nine intersection points are achievable. The

other six points, out of a total of nine intersection points, are confirmed to have no solution.

The remaining two points, which are certain to have a solution, are located (x, y) = (2, 2)

and (x, y) = (3, 2), corresponding to the sum of powers with throughput fairness and average

power with throughput fairness, respectively. A notable property is that the optimal sum of
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power values increases with n, while throughput fairness is still maintained, as represented

by a cylinder with a radius increasing along z-axis at (x, y) = (2, 2) in Figure 9.3. This

behavior is not observed in the FCFS case, where the performance metric values, represented

by the radius of the circle in each z-axis layer, either decrease or remain unchanged along the

z-axis. This distinct characteristic of the HOL case highlights its unique advantage in main-

taining throughput fairness while improving the sum of power as the number of flows increases.

For other intermediate disciplines with flow discrimination ranging between the maximum

and minimum (but not including the two extremes), Figure 9.4 reveals a similar pattern to

the HOL case in Figure 9.3, but with a second uncertainty. An interesting characteristic

in HOL is that the optimal sum of power P ∗
sum and throughput fairness can be achieved

simultaneously. However, this property does not necessarily extend to intermediate queueing

disciplines. The complexity of the power function formulas (stemming from the complicated

response time formula) for these disciplines currently prevents us from proving the existence

or non-existence of such a solution. Even though there are two uncertainties and six points

confirmed for non-existence in other intermediate disciplines, one column remains certain:

the intersection of maximal average power and throughput fairness, marked by an opaque

blue column at (x, y) = (3, 2) in our analysis. This intersection point demonstrates the

simultaneous achievement of optimal average power P ∗
avg and throughput fairness.
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Chapter 10: Generalized Power Analysis

In the previous chapters, we defined three power metrics for a system with multiple flows.

These metrics follow the pattern of normalized throughput over mean normalized delay, but

in different variations. The power metric can be further extended to a generalized form to

account for the preference of throughput versus delay. In this chapter, we introduce the

concept of generalized power, summarize previous work on it, and extend this analysis to a

system with multiple flows.

10.1 Generalized Power

Different applications may have varying tradeoffs between throughput and delay, which

may not align with the power definition in Equation 2.1 that treats them equally. For example,

interactive data may tolerate some loss of throughput, but the delay should be kept minimal.

Conversely, for data transfer, throughput might be the primary concern, while delay is less

critical. In [59], it is shown that voice, video, and data have different characteristics in terms

of data rate and delay. To account for these diverse requirements, it is useful to adopt a

generalized power definition. This extension allows the analyst to prioritize either throughput

or delay, depending on the application’s needs.
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10.1.1 Definition

In [5], Kleinrock introduced a generalized definition of Power, PG, by placing non-negative

real variable r into the formula:

PG =
ρr

µT
(10.1)

The value of r determines the preference between throughput and delay:

• For r > 1, it represents a preference for throughput over delay.

• For r < 1, it indicates a favoring of delay over throughput.

• For r = 1, throughput and delay have equal importance, corresponding to the definition

used in our earlier chapters.

Note that we use the superscript G in PG to indicate the form of generalized power, as

the subscript is reserved for Pi (individual power for flow i), Psum (sum of power), and Pavg

(average power).

Using this definition, the optimal operating point that maximizes generalized power can

be discovered through the following condition [7]:

dµT (ρ)

dρ

∣∣∣∣
ρ=ρ∗

= r · µT (ρ)
ρ

∣∣∣∣
ρ=ρ∗

(10.2)

where at the optimal operating point ρ∗, the slope of the normalized mean response time

function at that point is r times the slope of a line from the origin to the point [ρ∗, µT (ρ∗)].
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In an M/M/1 system, the generalized power is given by:

PG = ρr · (1− ρ) (10.3)

Kleinrock derived the optimal operating point that maximizes this generalized power [5, 7]:

ρ∗ =
r

r + 1
(10.4)

and under this operating point, the optimized average number in the system is:

N∗ = r (10.5)

For r = 1, this corresponds to the definition in Equation 2.1, leading to ρ∗ = 1
2

and N = 1,

as presented in Chapter 2.
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Figure 10.1: The generalized power function, PG = ρr(1− ρ) for different values of r (r = 1,
r = 4, r = 1

4
). The maximal value of power occurs at ρ∗ = r

r+1
for each corresponding value

of r.
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Figure 10.1 illustrates the generalized power function, given by Equation 10.3, for different

values of r: r = 1, r = 4, and r = 1/4. The figure shows that the maximal power for each

power function occurs at ρ∗ = r
r+1

. With larger r, the optimal ρ∗ will be larger, indicating

a preference for throughput, while smaller r results in a smaller ρ∗ and thus aslo a smaller

response time.

By incorporating this generalized power definition, analysts can better tailor system

performance to meet specific application requirements, balancing throughput and delay

according to the needs of different data types.

10.2 Generalized Power in Systems with Multiple Flows

We now extend the generalized power into our analysis of multiple flows. We first look at

individual power optimization.

10.2.1 Individual Power Optimization

Suppose each flow i has its own preference variable ri. Then individual generalized power

for flow i is:

PG
i =

ρi
ri

µTi

(10.6)

10.2.1.1 FCFS

In FCFS, each flow’s normalized mean response time is µTi =
1

1−ρ
. Thus, generalized

individual power in FCFS is:

PG
i = ρi

ri · (1− ρ) = ρi
ri · (1− ρi −

n∑
j=1,j ̸=i

ρj) (10.7)
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Taking the partial derivative of this function with respect to ρi and setting it to zero:

∂PG
i

∂ρi
= ri · ρiri−1 · (1− ρi −

n∑
j=1,j ̸=i

ρj)− ρi
ri = 0

Leading to:

ri · (1− ρi −
n∑

j=1,j ̸=i

ρj)− ρi = 0 (10.8)

This can be expressed as:

ρi = ri · (1− ρi −
n∑

j=1,j ̸=i

ρj) (10.9)

This gives us:

ρi =
ri

ri + 1
· (1−

n∑
j=1,j ̸=i

ρj) (10.10)

This applies to all flows for i = 1, .., n. Equation 10.10 implies that each flow takes the

ri
ri+1

fraction of the available utilization left over by other flows in optimizing its generalized

individual power. This is similar to the idea discussed in Chapter 4, but with a different

fraction to take for this generalized power definition. When each ri = 1 for i = 1, . . . , n, the

fraction is 1
2
, as mentioned in Chapter 4, where the optimal individual power is achieved by

taking half of the remaining utilization.

To find the equilibrium point when each flow optimizes its own generalized power, we

solve the n partial derivatives and form the sum ρ =
∑n

i=1 ρi.

From Equation 10.9, we can rewrite ρi as:

ρi = ri · (1− ρ) (10.11)
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Summing Equation 10.11 over all flows i = 1, .., n, we obtain:

ρ =
n∑

i=1

ρi =
n∑

i=1

ri · (1− ρ) = (
n∑

i=1

ri)− (
n∑

i=1

ri) · ρ

Solving for ρ, we get optimized total utilizations ρ∗:1

ρ∗ =

∑n
j=1 rj

1 +
∑n

j=1 rj
(10.12)

Each individual optimized utilization factor is:

ρ∗i =
ri

1 +
∑n

j=1 rj
for i = 1, . . . , n (10.13)

This shows that the optimal results in terms of each flow’s utilization factor are proportional

to their ri. The ratios of ρ∗i depend on the ratio of ri.

Optimized individual generalized power of each flow i is derived using Equation 10.12 and

10.13:

Pi
G∗

= ρi
ri(1− ρ) =

ri
1 +

∑n
j=1 rj

· (1−
∑n

j=1 rj

1 +
∑n

j=1 rj
) =

ri
1 +

∑n
j=1 rj

· 1

1 +
∑n

j=1 rj

This leads to:

Pi
G∗

=
ri

(1 +
∑n

j=1 rj)
2

for i = 1, . . . , n

This also shows that optimized individual generalized power of each flow is proportional to ri

as the denominator for each flow i is the same.

1 To avoid confusion with the index of the specific flow, i, we use the index j for both the numerator and
denominator in the summation.
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The sum of optimized individual generalized power is thus:

Psum
G∗

=
n∑

i=1

Pi
G∗

=

∑n
i=1 ri

(1 +
∑n

j=1 rj)
2

These results can be summarized into the following theorem:

Theorem 10.1.

In an M/M/1 system with n flows using FCFS, where each flow i has a preference variable ri

reflecting its relative preference for throughput versus delay, the equilibrium point that results

when each flow individually optimizes its generalized power is characterized by:

ρ∗i =
ri

1 +
∑n

j=1 rj
for i = 1, . . . , n (10.14)

This leads to a optimized total system utilization of:

ρ∗ =
n∑

i=1

ρi =

∑n
j=1 rj

1 +
∑n

j=1 rj
(10.15)

The optimized individual generalized power for each flow is:

Pi
G∗

=
ri

(1 +
∑n

j=1 rj)
2

for i = 1, . . . , n (10.16)

The sum of these optimized individual generalized powers is:

Psum
G =

n∑
i=1

Pi
G∗

=

∑n
i=1 ri

(1 +
∑n

j=1 rj)
2

(10.17)
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When ri = 1 for i = 1, . . . , n, this case was addressed in earlier analysis, and the

optimization results for ρ∗i , ρ∗, Pi
G∗, and Psum

G =
∑n

i=1 Pi
G∗ correspond to those derived in

Chapter 4 and are summarized in the FCFS column of Table 4.1.

10.2.1.2 HOL

For HOL, each flow’s normalized mean response time is given by µTi =
1

(1−σi)(1−σi−1)
from

Equation 3.5, where σi =
∑i

j=1 ρj. This leads to the following expression for the individual

generalized power in HOL:

PG
i = ρi

ri · (1− σi)(1− σi−1) = ρi
ri · (1− ρi −

i−1∑
j=1

ρj)(1−
i−1∑
j=1

ρj) (10.18)

To find the optimal ρi, we take the partial derivative of this function with respect to ρi

and set it to zero:

∂PG
i

∂ρi
= (1−

i−1∑
j=1

ρj) ·
∂

∂ρi
ρi

ri · (1− ρi −
i−1∑
j=1

ρj) = 0

Leading to:

ri · ρiri−1 · (1− ρi −
i−1∑
j=1

ρj)− ρi
ri = ρi

ri−1 · [ri · (1− ρi −
i−1∑
j=1

ρj)− ρi] = 0

Solving for the optimized ρi, we obtain:

ρ∗i =
ri

ri + 1
· (1−

i−1∑
j=1

ρj)
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This can be expressed more compactly as:

ρ∗i =
ri

ri + 1
· (1− σi−1) (10.19)

This result implies that the optimal individual utilization factor, ρ∗i , takes a fraction of ri
ri+1

from the remaining utilization after higher-priority flows have taken their shares. While this

is similar to the results derived in Chapter 4, the fraction is now variable and depends on the

set of ri values for i = 1, .., n, as opposed to the fixed value of 1
2

derived in Chapter 4, which

corresponds to the case of ri = 1 for i = 1, .., n.

Substituting i = 1 into Equation 10.19, we obtain:

ρ∗1 =
r1

r1 + 1
(10.20)

and for i = 2, we have:

ρ∗2 =
r2

(r2 + 1)
· (1− σ1) =

r2
(r2 + 1) · (r1 + 1)

To find a general expression for ρi in terms of the ri values, we use induction to first prove

the following:

1− σi =
1

Πi
j=1(rj + 1)

(10.21)

Proof :
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For the base case of i = 1, we have:

1− σ1 = 1− ρ1 = 1− r1
r1 + 1

=
1

r1 + 1

This result is consistent with Equation 10.21 with i = 1.

Assuming the equation holds for i = k, we have:

1− σk =
1

Πk
j=1(rj + 1)

Now, for i = k + 1, we need to show:

1− σk+1 =
1

Πk+1
j=1(rj + 1)

We prove this as follows:

1− σk+1 = 1− σk − ρk+1

= 1− σk −
rk+1

rk+1 + 1
· (1− σk)

= (1− σk) · (1−
rk+1

rk+1 + 1
)

= (1− σk) · (
1

rk+1 + 1
)

=
1

Πk
j=1(rj + 1)

· ( 1

rk+1 + 1
)

=
1

Πk+1
j=1(rj + 1)

Therefore, the formula holds for i = k + 1. By induction, Equation 10.21 is true for all

i = 1, .., n.
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Substituting Equation 10.21 into Equation 10.19, we have:

ρi =
ri

ri + 1
· 1

Πi−1
j=1(rj + 1)

This leads to:

ρ∗i =
ri

Πi
j=1(rj + 1)

for i = 1, 2, . . . , n (10.22)

This result shows that the optimal individual ρ∗i , is solely determined by the ri values of

equal or higher-priority flows.

The optimum system utilization ρ∗ is then:

ρ∗ =
n∑

i=1

ρ∗i =
n∑

i=1

ri
Πi

j=1(rj + 1)
(10.23)

For the optimized individual generalized power in HOL, we compute with Equation 10.21

and 10.22:

Pi
G∗

= ρi
ri · (1− σi)(1− σi−1) =

ri
Πi

j=1(rj + 1)
· 1

Πi
j=1(rj + 1)

· 1

Πi−1
j=1(rj + 1)

Leading to:

Pi
G∗

=
ri

(Πi
j=1(rj + 1))

2 · Πi−1
j=1(rj + 1)
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and the sum of optimized individual generalized power:

Psum
G =

n∑
i=1

Pi
G∗

=
n∑

i=1

ri

(Πi
j=1(rj + 1))

2 · Πi−1
j=1(rj + 1)

(10.24)

Summarizing these results, we have the following theorem:

Theorem 10.2.

Consider an M/M/1 system with n flows using HOL, where each flow i has a preference

variable ri representing its relative preference for throughput over delay. At the equilibrium

point where each flow individually maximizes its generalized power, the following holds:

Optimized Individual Utilization Factor:

ρ∗i =
ri

Πi
j=1(rj + 1)

for i = 1, 2, . . . , n (10.25)

Optimized Total System Utilization:

ρ∗ =
n∑

i=1

ρ∗i =
n∑

i=1

ri
Πi

j=1(rj + 1)
(10.26)

Optimized Individual Generalized Power:

Pi
G∗

=
ri

(Πi
j=1(rj + 1))

2 · Πi−1
j=1(rj + 1)

for i = 1, 2, . . . , n (10.27)

Sum of Optimized Individual Generalized Power:

Psum
G =

n∑
i=1

Pi
G∗

=
ri

(Πi
j=1(rj + 1))

2 · Πi−1
j=1(rj + 1)

(10.28)
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As previously noted, the case where ri = 1 for i = 1, . . . , n was analyzed earlier, and the

optimization results for ρ∗i , ρ∗, Pi
G∗, and Psum

G =
∑n

i=1 Pi
G∗ align with those derived in

Chapter 4 and are summarized in the HOL column of Table 4.1.

10.2.1.3 Limitations

Using the variable ri for each flow provides the benefit of allowing each flow to represent

its own importance of throughput relative to delay. However, without proper queueing

disciplines, the individual power optimization result with each flow specifying a different ri

may not be effectively realized. For example, in the FCFS discipline, if flow 1 chooses r1 = 2

and flow 2 chooses r2 =
1
2
, both flows experience the same delay. Flow 2 does not experience

a shorter response time simply because flow 1 values throughput more and sends more traffic

based on its individual power optimization result. A better approach to handling different

flow requirements should adjust the flow discrimination of queueing disciplines rather than

relying on a fixed queueing discipline and simply adjusting each flow’s utilization factor.

The situation in which some flow’s requirements may not be met, especially when em-

phasizing the importance of delay over throughput with ri smaller than 1, is also possible

to occur in the HOL case. With the same (r1, r2) = (2, 1
2
), if flow 1 has a higher priority

and flow 2 has a lower priority, flow 2 still experiences longer response times as it is affected

by other flows that prefer throughput. It is unfair to flow 2 unless flow 1 pays more for its

strictly higher priority. Therefore, these examples suggest a mechanism to adjust the degree

of flow discrimination based on the values of each ri. This necessitates further investigation

as future work.
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Chapter 11: Future Research Directions

11.1 Multiple Hops

In this dissertation, we have focused on single-hop systems, assuming that each flow

has the same round-trip time (RTT). However, in real-world networks, flows often traverse

different numbers of hops, leading to varying RTTs. This variation in RTT is a crucial

factor that affects network performance. There is extensive research on the issue of RTT

unfairness [60–63]. Flows with longer RTTs have a larger bandwidth-delay product, allowing

them to send more traffic compared to flows with shorter RTTs. This disparity not only results

in unfair bandwidth allocation but also leads to unexpected standing queues at bottleneck

links.

In addition, multiple hops may cause bottlenecks to occur at different locations in the

network, adding another dimension of complexity. Therefore, extending our power opti-

mization analysis to multi-hop systems to investigate the impact of multiple hops on power

optimization is necessary and will be an important direction for future work.

11.2 M/G/1

Most of the results in this dissertation are based on the M/M/1 model, which assumes

exponential service times. Only a few analyses, such as the average power discussion in

Chapter 6, have been extended to the more general M/G/1 model, where the service time

distribution can be arbitrary. While the M/M/1 model provides valuable insights, it is

limited by the assumption of exponentially distributed service times, which may not always
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reflect real-world scenarios. Extending the analysis to the M/G/1 model across other metrics

would allow for a more comprehensive examination of systems with general service time

distributions, enhancing the applicability and robustness of the findings. This represents a

significant opportunity for future work, as it would enable the development of more generalized

and versatile optimization strategies.

11.3 Quantitative Fairness Measures

In Chapter 8 and Chapter 9, we define fairness as the equal value of the corresponding

fairness metric. However, quantitative approaches, such as Jain’s index [55], can provide

deeper insights into the relationship between fairness and performance. Additionally, the

trade-off between performance and fairness can be explored more thoroughly when fairness

is measured quantitatively. In our analysis, we have only considered fairness as a binary

measure—1 indicating fairness and 0 indicating the absence of fairness. If the fairness metric

were expanded to an integer scale, a more comprehensive optimization framework could be

developed. Our current approach is limited by the binary fairness measure, which restricts

us to investigating only cases where a specific performance metric and fairness metric can

simultaneously achieve optimal performance and fairness. If the fairness measure could be

quantified more precisely and integrated with the performance power metric, this would

allow for a more nuanced understanding of the interplay between performance and fairness,

enabling the development of more sophisticated optimization strategies.

11.4 Dynamic Behavior of Networks

While our results are based on steady-state analysis, real networks are inherently dynamic.

A critical challenge lies in designing network control mechanisms that can effectively guide

the system toward the optimal steady state. Furthermore, the optimal operating point itself
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may constantly shift due to fluctuations in real-world traffic patterns. Therefore, developing

iterative algorithms that can adapt rapidly to these dynamic changes is crucial. One promising

approach might involve leveraging the property that the maximal power point corresponds

to the tangent line on the performance curve. However, further exploration is needed to

determine how best to implement this property in practical algorithms.

11.5 Applications

Our work, primarily theoretical in nature, requires further development to address the

dynamic complexities of real-world systems before it can be applied. Potential applications

include areas such as TCP congestion control, router buffer sizing, and queue management

within networks. Additionally, the scheduling components within data center networks, such

as Borg in Google [64], represent promising targets for applying these concepts. Data center

networks require scheduling systems that can efficiently and fairly balance resources such as

CPU, memory, and GPU for a multitude of jobs and users. Designing the scheduling logic

and determining the optimal resource allocation for each user presents a challenge analogous

to our three-dimensional framework that encompasses performance, fairness, and priority

flow discrimination.
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