
UC Berkeley
UC Berkeley Electronic Theses and Dissertations

Title
Investigating Ion Solvation in Electrolyte Solutions via X-ray Absorption Spectroscopy

Permalink
https://escholarship.org/uc/item/84c0k8k2

Author
Smith, Jacob W.

Publication Date
2016
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/84c0k8k2
https://escholarship.org
http://www.cdlib.org/


 

 

 

 

Investigating Ion Solvation in Electrolyte Solutions 

via X-ray Absorption Spectroscopy 

 

 

By 

 

Jacob W. Smith 

 

 

 

A dissertation submitted in partial satisfaction of the 

 

requirements for the degree of 

 

Doctor of Philosophy 

 

in 

 

Chemistry 

 

in the 

 

Graduate Division 

 

of the 

 

University of California, Berkeley 

 

 

 

 

Committee in charge: 

 

Professor Richard J. Saykally, Chair 

Professor Daniel M. Neumark 

Professor David B. Graves 

 

Fall 2016 

  



 

 



1 

Abstract 

 

Investigating Ion Solvation in Electrolyte Solutions via X-ray Absorption Spectroscopy 

 

By 

 

Jacob W. Smith 

 

Doctor of Philosophy in Chemistry 

 

University of California, Berkeley 

 

Professor Richard J. Saykally, Chair 

 

 

 X-ray Absorption Spectroscopy (XAS) is a powerful atom-selective probe of the local 

chemical environment of a target atom. Streaming liquid microjets, created by forcing liquid at 

high pressures (ca. 20-100 atm.) through a capillary tube of inner diameter 30-100 µm, allow for 

liquids to be introduced into a vacuum chamber and interrogated with soft X-rays generated by 

synchrotron light sources. This technique has enabled the study of many liquids and solutions. In 

this dissertation, the use of soft X-ray XAS for the study of the solvation of ions in electrolyte 

solutions is discussed. The majority of chemical reactions occur in the solution phase. The 

thermodynamics and kinetics of these reactions are explicitly dependent upon the local chemical 

environments of the reactants. Consequently, knowledge of the solvation of ions in solution is 

critical to understanding their chemistry in this phase. By interpreting XAS measurements with 

ab initio Density Functional Theory (DFT)-based electronic structure calculations, it is possible 

to acquire valuable knowledge about the local chemical environment of ions and molecules in 

solution, such as the solvation number and geometry and propensity to form ion pairs.  

 

 Commercial lithium ion batteries typically contain a liquid electrolyte comprising a 

lithium salt dissolved in a mixture of alkyl carbonates such as propylene carbonate, dimethyl 

carbonate, and ethylene carbonate. The solvation environment of the lithium ion in these 

solutions is thought to direct the formation of the Solid Electrolyte Interphase (SEI), which in 

turn is believed to play a critical role in determining essential cell properties including power 

output, recharging rate, and cycle life. Consequently, understanding this solvation environment is 

of critical importance. Here I report the a study of the solvation of Li
+
 in solutions of LiBF4 in 

alkyl carbonates via XAS on the carbon and oxygen K-edges. In collaboration with Dr. David 

Prendergast, we have performed electronic structure calculations within the eXcited electron and 

Core Hole (XCH) approximation and extracted a solvation number for Li
+
 in propylene 

carbonate.  

 

 I also report the study of aqueous solutions sodium nitrate and nitrite on the nitrogen K-

edge utilizing similar experimental and theoretical methods. Aqueous nitrate and nitrite salts are 

important commercial reagents and play a critical role in the global nitrogen cycle. A detailed 

understanding of their chemical environment of solution would be beneficial in understanding 

and modeling reactivity. Unfortunately, the nitrogen K-edge XAS spectra of these species are 
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found to be largely insensitive to ion pairing and solvation geometry around the anion, such that 

limited chemical information was extracted from this study. 
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Chapter 1: Introduction to X-Ray Absorption of Electrolyte Solutions 

 

I. Narrative 

 

 X-ray absorption spectroscopy (XAS) is an electronic absorption spectroscopy for which 

the initial state is a deeply-buried core level and the final state is an unoccupied excited orbital. 

The photon energies corresponding to such transitions are governed primarily by the binding 

energies of the initial state. Because the binding energies of core electrons vary between atomic 

species, this makes XAS an atom-selective spectroscopy. The fine structure of XAS spectra is 

governed by the energy levels of the accessible unoccupied orbitals, which are typically quite 

spatially delocalized. This makes XAS a sensitive, atom-selective probe of the local chemical 

environment of a target atom. XA spectra often lack some of the complexity and ambiguity 

present in valence-valence electronic spectra, arising from the presence of multiple initial states 

of similar energy. Proper interpretation of the spectra, utilizing computational spectroscopy 

typically leveraging Density Functional Theory (DFT)-based electronic structure calculations, 

can provide detailed information on both intra- and intermolecular interactions.
1
 

 Our group introduced liquid microjet technology into the field of XAS in 2001, enabling 

the general study of liquids and solutions via this powerful spectroscopy.
2
 Chapter 2 of this 

dissertation provides a summary review of the XAS studies that have been performed on liquid 

samples in the intervening years. As will be discussed in greater detail in Chapter 2, XAS has 

provided new insights into the intermolecular interactions in many liquids, including water, 

glacial acetic acid, short-change alcohols, and longer-chain alkanes. It has also proven to be a 

useful probe of the local environment of solutes, providing information on solvation structure, 

solute aggregation, and the formation of both contact and solvent-separated ion pairs in salt 

solutions. Given the critical role played by solvent molecules in much of solution-phase chemical 

reactivity, developing a clear picture of the solvation environment of solutes is of critical 

importance in developing an understanding of chemical reactions in solution.
3,4

 Qualitative and 

quantitative insights from XAS studies have proven useful in developing such pictures for many 

solutions with chemical or biological relevance, as discussed in Chapter 2. 

 In recent years, greater emphasis has been placed on XAS investigations of energy 

storage materials, including those for solar conversion devices, hydrogen generation, and battery 

components. This research has been recently reviewed.
5,6

 Chapter 3 of this dissertation discusses 

the study of Li
+
 solvation in solutions of LiBF4 in alkyl carbonates. These solutions provide a 

model for the liquid electrolyte present in commercial lithium ion batteries. The solvation 

structure of the lithium ion is believed to have a directing effect on the structure of the Solid 

Electrolyte Interphase (SEI) formed by oxidation and reduction of the liquid electrolyte at the 

electrodes during initial battery cycling.
7,8

 The structure of the SEI is thought to play a 

significant role in the rate of Li
+
 transfer through the cell, thus playing a key role in determining 

the maximum power output and recharging rate of the battery. Furthermore, degradation of the 

SEI has been implicated as a major cause of battery degradation and failure.
9
 Consequently, 

controlling SEI formation is critical to the improvement of lithium ion batteries. Furthermore, 

solvation and desolvation processes at the liquid interface are thought to play a significant role in 

Li
+
 transport kinetics independent of the impact on SEI structure.

10
 These factors make 

understanding of the Li
+
 solvation environment a critical factor in optimizing battery design. We 

have studied the solvation of LiBF4 in propylene carbonate and mixtures of ethylene carbonate 

and dimethyl carbonate. Quantitative analysis of the solvation environment of Li
+
 in propylene 
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carbonate has been performed. This system is of particular interest because the solvation number 

in ethylene carbonate has been determined experimentally by vibrational Raman spectroscopy, 

but the mixture of isomers in propylene carbonate has made quantitative analysis of the solvation 

shell impossible via the same methodology.
11

 

 Chapter 4 of this dissertation comprises a study of the solvation of the sodium salts of 

nitrate and nitrite in aqueous solution. While the results of this study reveal a significant 

difference in the core binding energies of the nitrogen 1s electrons in nitrate and nitrite, 

simulated spectroscopy within the eXcited electron and Core Hole (XCH) approximation 

indicates that the XAS spectra of nitrate and nitrite are insensitive to ion pairing and solvation 

structure, thus limiting the chemical insight gained from this work. 
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Chapter 2: Summary Review of Soft X-Ray Absorption Spectroscopy 

Experiments on Liquids and Solutions 

 

I. Introduction 

 

 Modern 2
nd

- and 3
rd

-generation synchrotron light sources, utilizing wiggler and undulator 

radiation sources, are capable of producing X-ray beams with high flux (ca. 10
10

 to 10
16

 

photons/s), excellent resolving power (typical E/ΔE = 1,000-10,000), small spot sizes (ca. a few 

hundred microns), and broad tunability (e.g. a single beamline may be able to produce photons 

with energies spanning 2 orders of magnitude, and a single facility may simultaneously produce 

beams in energy regimes ranging from the far infrared to hard X-ray). Access to such bright, 

tunable, and monochromatic sources has enabled a new suite of X-ray spectroscopies. Perhaps 

the most straightforward and widespread approach is soft X-ray Absorption Spectroscopy 

(XAS). 

 Soft X-rays are loosely defined as those having short attenuation lengths in most media, 

including air. While a variety of figures have been suggested for the upper energy bound of this 

region, 5 kEV (~0.25 nm, 4×10
7
 cm

-1
, 1.2 kHz) can be considered a reasonable cutoff between 

the soft and hard X-ray regimes. Studies involving X-rays below this energy have typically been 

carried out in high vacuum (HV) or ultra-high vacuum (UHV) chambers as a result of the short 

attenuation length of such photons in air. This requirement has historically limited the 

applicability of soft X-ray spectroscopies for the study of liquids – while XAS experiments 

became widespread beginning in the 1970s,
1,2

 they did not become commonplace for liquid 

samples until the introduction of liquid microjet technology into the field by Wilson et al. in 

2001.
3
 Hence, this review covers primarily ~15 years of experiments in this area. A summary 

review of XAS and other X-ray techniques for the study of liquid samples has recently been 

published by Lange and Aziz.
4
 In addition, Nilsson and coworkers have published several multi-

technique reviews of X-ray spectroscopy of water.
5–7

 

 

II. Experimental Techniques 

 

 The soft X-ray energy regime corresponds to the typical range of binding energies of 

core-shell electrons. Consequently, the dominant interaction between soft X-rays and matter is 

photon absorption and excitation of core electrons into unoccupied energy levels or unbound 

continuum states as photoelectrons. In the soft X-ray regime, this process is orders of magnitude 

stronger than scattering processes.
8
 As core-level binding energies vary substantially from atom 

to atom, XAS techniques are highly atom-specific. The sensitivity of the unoccupied valence 

electronic structure to the local environment make XAS sensitive to the local intra- and inter-

molecular chemical environment of the target atom. The majority of studies discussed in this 

review involve experiments on the absorption K-edges of low-z atoms; viz. absorptions with an 

initial state of n=1. Absorptions from higher energy levels advance through the alphabet (e.g. 

excitations from n=2 are termed L-edge, etc.). XAS experiments can be broadly categorized into 

two classes. Studies probing the region from the absorption onset to several tens of eV above the 

edge are typically referred to as Near-Edge X-ray Absorption Fine Structure (NEXAFS) or X-ray 

Absorption Near Edge Structure (XANES) and probe the unoccupied bound states accessible to 

the target atom.
9
 Within the dipole approximation, it may be said that K-edge NEXAFS spectra 

reflect the p-projection of the local unoccupied density of states. Experiments probing above this 
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energy, sometimes to as much as 1000 eV above the absorption edge, are termed Extended X-ray 

Absorption Fine Structure (EXAFS) and probe the local structural environment of the target 

atom. 

 

a. NEXAFS/XANES 

 

 Near-edge XAS experiments probe excitations from core levels to the unoccupied energy 

levels accessible to the target atom, producing both an excited electron and a core hole. 

Relaxation of the core-excited atom can take place radiatively, through the emission of a 

fluorescent photon, or non-radiatively via the emission of an Auger electron. The processes 

involved in excitation and de-excitation are illustrated in Figure 1. 

 
 

Figure 1: NEXAFS-relevant electronic transitions: a) Absorption of an X-ray photon results in 

excitation of a core electron into an unoccupied valence state. b) Non-radiative relaxation occurs 

via the Auger process. c)  Radiative relaxation occurs via emission of a fluorescent X-ray 

photon. As depicted in these energy-level diagrams, relaxation of the excited electron is slow 

relative to relaxation of the core hole. 

 

 A variety of detection schemes can be employed for measurement of NEXAFS spectra, 

exploiting both emission pathways. The first fluorescence detection of a NEXAFS spectrum was 

reported by Fischer et al. in 1986 and utilized a gas proportional counter to detect the fluorescent 

signal.
10

 In the years that followed, fluorescence was often measured by the larger, liquid 

nitrogen-cooled solid-state detectors that had been utilized for some decades for detection of X 

and γ radiation from radioactive isotopes (e.g. Si(Li), Ge(Li), drifted silicon, etc.), which offered 

the advantage of excellent energy resolution when properly maintained. All of these detection 

apparati typically employ windows of varying chemical composition to filter out low-energy 

photons that may have reached the detector as a result of scattering processes or from external 

sources.
9
 Modern studies measuring fluorescence yield, however, tend to utilize semiconductor 

photodiodes. These simple detectors are small and do not require cryogenic cooling, making 

them much easier to incorporate into experimental designs. However, they do not energy-resolve 
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the incident photons and are also sensitive to photons with energies in the visible and UV ranges. 

While the quantum efficiency of such devices increases with photon energy, and substantially 

larger currents are observed at X-ray energies relative to the visible and UV,
11

 photodiodes 

generally produce XA spectra with larger but generally constant backgrounds relative to energy-

resolved detection devices. Because photodiodes do not discriminate photon energies, data 

collected with such detectors are typically referred to as total fluorescence yield (TFY) spectra. 

 While energy-resolved fluorescence yield XA spectra tend to have very low background 

and therefore offer an excellent signal/background ratio, they often do not exhibit high 

signal/noise as a result of low total signal strength. For core-excited low-z elements, the Auger 

relaxation pathway dominates, as shown in Figure 2; for example, the average fluorescence 

quantum yield of carbon following K-edge excitation has been measured to be 2.8×10
-3

.
12

 An 

additional complication for fluorescence yield spectroscopy arises in part because of this low 

quantum yield: state-dependent variation in the relative yield of fluorescent photons is large 

relative to the average quantum yield, potentially distorting fluorescence-yield spectra in favor of 

spectral features resulting from transitions into states with high fluorescence quantum yield.
13,14

 

Furthermore, as the fluorescent X-ray photons have energy only slightly below that of the 

incident beam, they have a similar attenuation length. Consequently, any resonant absorption 

events occurring within the sample may, in principle, result in fluorescent emissions that may 

reach the detector and be recorded. For samples with a path length enabling near-complete 

absorption of the incoming beam – only hundreds of nanometers around edge resonances
15

 – this 

results in substantial saturation effects in the TFY spectrum. Self-absorption errors have also 

been observed. 

 

 
Figure 2: Quantum yields of Auger electrons and fluorescent X-rays per core-excited atom. For 

second-row elements Auger yield represents > 99% of relaxation events. 

 

 In recent years, a technique known as inverse partial fluorescence yield (iPFY) has been 

developed to enable fluorescence detection without the interference of saturation and self-

absorption effects and state-dependent spectral intensity fluctuations.
16,17

 In this technique, 

partial fluorescence yield is measured at a non-resonant wavelength, typically several 10s of eV 

below the resonant edge fluorescence energy. As absorption events attenuate the beam and 
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reduce the potential for non-resonant scattering, resonant absorption results in a reduction in the 

iPFY signal. It has been shown that the iPFY signal is inversely related to the absorption 

coefficient, and that the inverse iPFY spectrum matches well with electron detection 

experiments.
16

 The sensitivity of iPFY detection closely matches that of PFY detection while 

minimizing the effects of saturation and state-dependent effects; however, both techniques 

exhibit reduced sensitivity relative to TFY. 

 While electron escape depths of 10s of Angstroms represent a substantially shallower 

probe depth than that measured via fluorescence yield, TEY still constitutes primarily a bulk 

measurement. It is possible to increase surface sensitivity by energy-filtering the detected 

electrons. With each subsequent scattering event, the Auger and secondary electrons become 

greater in number and lower in energy; the TEY signal is largely dominated by the numerous 

low-energy electrons generated by Auger emission events initiated deep within the sample.
9
 By 

collecting only the higher-energy electrons, a detection approach referred to as partial electron 

yield (PEY), it is possible to isolate signal from electrons having undergone a small number of 

scattering events; such electrons will generally have originated near the sample surface. PEY 

spectra have most commonly been measured by placing a screening grid with a negative bias 

between a sample and a simple electron multiplier. The negative bias of the grid, often referred 

to as the retarding bias, blocks electrons with kinetic energies below the grid potential from 

reaching the detector; thus, a retarding bias of 200 V would allow passage and subsequent 

detection of electrons leaving the sample with KE > 200 eV. Typical retarding biases are 30-80 

eV below the characteristic Auger electron energy of the atom being probed. A comparison of a 

PEY spectrum obtained using this type of detector, with a retarding bias ~40 V below the Auger 

energy, with a fluorescence yield spectrum of ethylene chemisorbed on a Cu(100) crystal is 

exhibited in Figure 3. This comparison makes it clear why PEY has generally been preferred to 

fluorescence yield for the study of low-z species adsorbed to solid substrates: while the 

signal/background ratio is vastly superior for fluorescence yield, the signal/noise is substantially 

better in the PEY spectrum. PEY spectra can also be measured using a standard electron energy 

analyzer such as a channeltron or hemispherical energy analyzer and integrating only the desired 

range of electron energies.
23,24

 

 An additional class of electron detection, also illustrated in Figure 3, is Auger electron 

yield (AEY). Unsurprisingly, AEY XA spectra measure electrons with a very narrow energy 

range around an Auger emission energy of the target atom. Typically, such spectra are collected 

via a cylindrical mirror analyzer (CMA) with its acceptance window centered on the desired 

Auger energy. The poor signal/noise evidenced in Figure 3 for this detection method is largely a 

result of a shorter count time – given equal counting time, AEY spectra of adsorbed species 

generally exhibit superior signal/noise relative to fluorescence yield detection due to the greater 

quantum yield of Auger electrons.
10

 The probe depth for such experiments is determined by the 

mean free path of the Auger electron, ~1 nm in condensed phase media, providing greatly 

enhanced surface sensitivity relative to other methods. However, due to the fixed and typically 

short focal length and high vacuum requirements for the operation of CMAs, this detection 

mechanism has generally been perceived to be incompatible with liquid samples. 
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Figure 3: NEXAFS spectrum of ~2 monolayers of ethylene adsorbed on the (100) surface of a 

copper substrate as measured by a) fluorescence yield collected in a gas proportional counter b) 

Auger electron yield collected in a cylindrical mirror analyzer and c) partial electron yield 

collected with a 220 V retarding bias. All spectra are normalized to the spectrum of clean 

Cu(100) measured via the corresponding method. The listed JR values correspond to the 

signal/background ratios (measured at 320 eV). Reproduced from D. Fischer et al., “Carbon K-

Edge Structure of Chemisorbed Molecules by Means of Fluorescence Detection.” Surf. Sci. 

1986, 177 (1), 114–120. 

 

 Two additional classes of NEXAFS detection merit discussion. The first is ion yield 

detection. Auger electron emission and the subsequent cascade of secondary electrons produce 

local pockets of positive charge. This results in the expulsion of ionized species, which can be 

detected as an ion yield. Ion yield NEXAFS spectra have been recorded for gases,
25

 adsorbed 

molecules on solids,
26

 and liquids.
3,27

 It is suggested in these works that ion yield detection may 

be the most surface sensitive NEXAFS detection technique as a result of the very short mean free 
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path of ionic species in condensed phase. However, it has been demonstrated that ion yield 

spectra of adsorbed species do not produce a spectrum linearly proportional to the absorption 

coefficients of the target atom in the spectral range.
28,29

 Moreover, while ions must be generated 

near the vacuum interface to escape and be detected, contributions of ions produced by 

secondary ionization events following initial excitation and Auger emission within the bulk have 

been found to dominate the spectrum of solid ice,
30

 and further experimentation has shown the 

ion yield and electron yield spectra of liquids to be generally indistinguishable.
31

 

 The final detection scheme for NEXAFS spectroscopy, which has become increasingly 

relevant to the study of liquids in recent years, is transmission mode detection. This is the most 

straightforward detection method for any absorption spectroscopy. However, as a result of the 

small mean free path of soft X-rays in sample media, it is primarily useful in the study of thin 

films,
32

 or more recently in the study of very thin liquid samples, which will be discussed in 

greater detail in this work. 

 

b. EXAFS 

 

 Whereas NEXAFS probes the unoccupied bound states of a target atom, thereby 

providing information on the local electronic environment, EXAFS produces excitations into the 

continuum, producing photoelectrons and probing the local structural environment. As 

production of an X-ray photoelectron generates a core hole which may relax via the same Auger 

or fluorescence pathways accessible to core-excited atoms following excitation into bound states, 

EXAFS spectra can be collected using the same suite of measurement techniques employed for 

NEXAFS. When displayed on signal vs. energy coordinates, as is typical for NEXAFS spectra 

(e.g. Figure 3), EXAFS spectra appear as low-amplitude oscillations in the signal intensity in the 

slowly-decaying baseline typically observed at energies above an absorption edge (Figure 4). 

The origin of these oscillations is interference between the wavefunctions of photoelectrons and 

backscatter from nearby atoms.  

 Extraction of structural information from EXAFS spectra requires conversion from 

energy coordinates to momentum coordinates, typically expressed in terms of the photoelectron 

wave vector k 

 

  𝑘 = √
2𝑚

ħ2
(𝐸 − 𝐸0)       (1) 

 

where E0 is the ionization threshold. The signal intensity is background-subtracted, typically by 

removal of a constant background measured from the pre-edge region. The oscillation intensity 

χ(k) is then obtained by normalization to an isolated atomic background µ0: 

 

  𝜒(𝑘) =
𝜇−𝜇0

𝜇0
        (2) 

 

This atomic background can be obtained from experimental measurements or from a simple 

long-range fitting of the EXAFS spectrum over many oscillations. Plots in k-space are often 

displayed with χ(k) multiplied by a power of k (typically k
2
 or k

3
) to visually amplify the lower-

amplitude oscillations at higher values of k. 

 The “EXAFS Equation” can be derived from Fermi’s Golden Rule with consideration of 

perturbations resulting from the backscatter interference. While exact statements of the EXAFS 
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Equation vary slightly with the formalism used (e.g. plane wave vs. curved wave, single-

scattering vs. multiple scattering, etc.), the common form of the equation is: 

 

  𝜒(𝑘) = ∑
𝑁𝑗𝑓𝑗(𝑘)

𝑘𝑅𝑗
2 𝑒−2𝑘

2𝜎𝑗
2

sin{2𝑘𝑅𝑗 + 𝜑𝑗(𝑘)}𝑗   (3) 

 

Here Nj is the number of nearest neighbors, fj(k) is a decreasing amplitude function, Rj is the 

interatomic separation, φj a phase shift function arising from the atomic potential, and σj is the 

Debye-Waller factor. This final term is a measure of the structural disorder in the sample, 

proportional to the mean-squared fluctuation of symmetry-equivalent values of Rj. Consequently, 

the exponential term of the EXAFS equation describes a function reducing in amplitude at higher 

momentum at a rate proportional to the disorder in the local structure resulting from increasingly 

destructive interference patterns arising from neighbors at differing radial separation. 

Consequently, the rates at which the magnitude of EXAFS oscillations decay indicate the degree 

of disorder in the local structure. 

 

 
Figure 4: Raw EXAFS spectrum (µ) at the copper K edge of a single copper crystal showing the 

smooth atomic-like absorption background µ0 and χ, in this case shown in energy coordinates as 

χ(E). The zero of the energy axis has been set to the ionization onset energy. Reproduced from J. 

J. Rehr & R. C. Albers, “Theoretical Approaches to X-Ray Absorption Fine Structure.” Rev. 

Mod. Phys. 2000, 72 (3), 621–654. 

 

 While reasonable values for some of the unknowns in Equation 3 can be extracted from 

the experimental data, fitting of raw χ(k) data is challenging due to the typical complexity of the 

spectra. The basis of the modern solution to this problem was developed in 1971 by Sayers et al: 

by computing the Fourier transform of χ(k), they demonstrated that it is possible to extract a plot 

in terms of radial distance to scattering atoms.
33

 Back-transforming a single peak from this 

spectrum produces a simpler EXAFS spectrum in k-space, for which Equation 3 can be solved to 

find the number of atoms and Debye-Waller factor for neighbors at the distance from the target 

atom of the back-transformed peak. 

 More detailed discussion of the derivation and solution of the EXAFS Equation for 

various formalisms can be found in the literature.
19,34–39

 At present, most EXAFS data processing 

and interpretation is performed in a generally straightforward – albeit not trivial in many cases – 
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manner, utilizing one of several pre-programmed packages that are readily available with 

varying user inputs. A list of common programs for EXAFS processing, including short 

descriptions and links, can be found at http://www.ixasportal.net/wiki/Software. 

 

c. Scattering Techniques 

 

 While they do not truly fit into the category of XAS techniques, it is necessary to briefly 

mention X-ray and electron scattering techniques because of their modern applications to similar 

problems. Experiments utilizing inelastic X-ray scattering, often referred to as X-ray Raman 

spectroscopy (XRS), typically measure the inelastic scattering energy loss at energies around an 

X-ray absorption edge – producing data analogous to those measured in NEXAFS experiments – 

or above it – producing data analogous to those measured in EXAFS experiments. It has been 

shown mathematically that for cases in which the momentum transfer is small relative to the 

inverse radial distribution of the ground state electrons (e.g. 1s electrons for K-shell scattering) – 

that is, cases in which the dipole approximation can be considered valid – XRS provides the 

same chemical and structural information available from XAS.
40

 Studies of crystalline 

substances by XRS have shown that it reproduces spectra measured by traditional NEXAFS
41

 

(Figure 5) and EXAFS
42

 techniques for low-z atom types. Such experiments have the substantial 

benefit of offering an essentially free choice of input photon energies. As scattering cross-

sections increase at higher photon energy, XRS studies are typically performed with hard X-rays, 

and consequently are not subject to the substantial difficulties associated with vapor background 

from liquid samples and limited penetration depth that make soft X-ray spectroscopy of liquids 

particularly challenging.
43

 However, XRS experiments in the hard X-ray require collection and 

quantitative energy resolution of the scattered hard X-rays, often at E > 10 keV, and 

consequently tend to require substantially longer collection times and exhibit inferior spectral 

resolution compared to equivalent soft X-ray techniques. A thorough overview of the 

development and utility of the XRS technique through its early years has been published by 

Krisch and Sette.
44 

 Inelastic electron scattering experiments at soft X-ray energies, typically referred to as 

inner shell electron energy loss spectroscopy (ISEELS) or simply EELS (which may also refer to 

the equivalent technique in the vibrational energy regime), can also probe information equivalent 

to that obtained from XAS and XRS experiments.
45

 Experimental designs for ISEELS typically 

combine an “electron gun” with a high-resolution electron energy analyzer to map electron 

energy loss. However, while ISEELS has been utilized to study, for example, the water content 

of mineral species,
46

 the requirement for HV or UHV pressures at the detector, typically short 

detector focal lengths, and poor electron penetration through window materials render bulk 

liquid samples incompatible with this technique. 
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Figure 5: Comparison of XRS (empty points at several momentum transfer values) and 

NEXAFS (dashed line) spectra in the area of the lithium K-edge of solid lithium metal. In this 

figure, qa represents the product of the scattering momentum transfer q and the Li 1s inverse 

orbital radius a. It is clear that for low qa – that is, cases in which the dipole approximation is 

valid – the XRS spectrum reproduces the NEXAFS spectrum quite well, while for larger qa the 

breakdown of the dipole approximation results in greater discrepancies. Reproduced from H. 

Nagasawaet al., “X-Ray Raman Spectrum of Li, Be and Graphite in a High-Resolution Inelastic 

Synchrotron X-Ray Scattering Experiment.” J. Phys. Soc. Japan 1989, 58 (2), 710–717. 

 

III. Theoretical Interpretation of NEXAFS Spectra 

 

 XA spectra in the NEXAFS/EXAFS energy regimes contain a great deal of information 

on the electronic and structural properties of numerous chemical species. However, this 

information can only be extracted through comparison with appropriate theoretical calculations. 

While interpretation of EXAFS can be achieved by the straightforward solution of the EXAFS 

Equation for a given set of spectral data, interpretation of NEXAFS spectra is less 

straightforward and typically requires individual first-principles calculations on a system-by-

system basis. For example, a study in our group of the TEY nitrogen K-edge NEXAFS spectrum 

of guanidinium
 
ions in aqueous solution found that the LUMO and LUMO+1 states exchange 

upon core-excitation of a target nitrogen atom.
47

 Such effects are not captured by a purely 

analytical computational approach. Instead, the standard approach to analysis of NEXAFS 

spectra combines molecular dynamics (MD) simulations of appropriately chosen model systems 

with electronic structure calculations – most commonly ab initio density functional theory 

(DFT)-based calculations
48,49

 – to compute core excitation energies and intensities. A thorough 

and detailed overview of MD and electronic structure techniques utilized in such calculations has 

been recently published.
50

 Here we will discuss briefly the specific challenges associated with 
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simulation of NEXAFS spectra of liquid systems and provide relevant details of the most 

commonly-utilized computational methods for such systems. 

 The first challenge in simulating liquid-phase NEXAFS spectra is the selection of 

appropriate molecular coordinates from which to compute the theoretical core-excitation 

spectrum. Because of the inherent disorder in liquid systems, it is necessary to representatively 

sample a large region of configuration space while modeling generally transient intermolecular 

interactions as accurately as is reasonably possible. Many calculations utilize molecular 

coordinates sampled from MD simulations of clusters, typically modeling transitions arising 

from ground states of atom(s) near the center of the cluster. Alternatively, a bulk liquid 

environment can be simulated in some cases by utilizing periodic boundary conditions. Many 

liquid studies have utilized fully classical MD simulations or quantum mechanics/molecular 

mechanics (QM/MM) simulations in which the central molecule to be excited, and in many cases 

its interactions with nearby solvent molecules, are treated quantum mechanically while the bulk 

liquid is treated classically. In addition, a number of simulated NEXAFS studies have utilized 

full ab initio molecular dynamics, particularly in the simulation of water,
51–54

 including Car-

Parrinello MD simulations
55

 and path-integral ab initio MD simulations.
56

 

 Calculation of the simulated core-excitation spectrum from coordinates sampled from 

MD simulations has been performed within numerous methodologies. The simplest and least 

computationally expensive standard DFT method for simulating NEXAFS spectra is the so-

called “muffin-tin approach,” a single-electron multiple-scattering approach in which the excited 

states are modeled as dispersed within a potential field consisting of a spherical potential around 

nuclei and a constant interstitial potential. This method is analogous to the analysis of EXAFS 

spectra; indeed, muffin-tin calculations for the interpretation of NEXAFS spectra can be 

performed semi-quantitatively with the FEFF software package for EXAFS analysis.
37

 This 

simple approach neglects the local electron density and core hole interactions; however, it has 

been found to be sufficient to reproduce the K-edge NEXAFS spectra of systems with highly 

delocalized excited states for which individual electronic interactions are less significant.
57,58

 

Note that newer versions of FEFF have been updated to include packages for NEXAFS analysis 

that combine multiple scattering with, e.g., core hole interaction estimates as described 

below.
59,60

 A methodology utilizing a similar multiple scattering approach but employing an 

unconstrained potential field (i.e. free from the muffin tin approximation) has been published by 

Joly.
61

 

 The exponential growth in computational resources has enabled DFT-based methods of 

NEXAFS spectral analysis for realistic systems employing detailed approximations of the core-

hole interaction and the local electronic structure of the final states. One such method which has 

been utilized substantially for liquid systems is Transition Potential DFT (TP-DFT).
62

 This 

method is a philosophical descendant of the Slater Transition Potential Method of calculating 

electronic transition energies
63

 in that it leverages an electronic configuration averaged between 

the ground and excited states. However, unlike the Slater method, which computes transitions on 

a state-by-state basis, TP-DFT typically removes half of a core electron from the atom of interest 

(for which reason it is often referred to as the Half Core Hole {HCH} Method), relaxes the 

generated molecular ion, freezes the resulting density and computes the full spectrum of excited 

states in a single calculation from the resulting potential. Consequently, this methodology is able 

to model directly the interactions of the core-excited structure and the excited electron. 

 Analogous methodology to the HCH TP-DFT method utilizing a full core hole (FCH) has 

also been explored.
51,64

 Most commonly, the FCH is modeled using the z+1 approximation, in 
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which, rather than explicitly generating a core hole, the nucleus of the excited atom is replaced 

by the z+1 nucleus (i.e. a carbon target atom would be modeled as a nitrogen with 4 valence 

electron, effectively generating the same core charge as a carbon nucleus with a core hole). It has 

been suggested that this method is problematic for atom pairs wherein a substantial 

electronegativity gap between the two species exists, in which case enhanced local valence 

occupation due to the electronegative attraction for bonding electron pairs may substantially 

impact the relative weights of peaks in the observed spectrum.
65

 Furthermore, it has been 

suggested that TP-DFT calculations may in general not be quantitatively accurate in reproducing 

the experimental NEXAFS spectra of liquids based on a random selection of coordinates,
66,67

 

although this claim has been contested.
5,6,68,69

 The fact that the excited half-electron is ignored 

may also be problematic for systems in which the excited electron is fairly localized and/or 

interacts strongly with the unoccupied orbitals of the excited atom.
68

 

 The other analytical method which has been used effectively in the analysis of liquid-

phase NEXAFS spectra is the Prendergast-Galli eXcited electron and Core Hole (XCH) 

methodology.
70

 In this approach the excited atom is modeled with a modified pseudopotential to 

represent the presence of the core hole, and the excited electron is included explicitly in the first 

available valence orbital. The electron density of the first excited state is then calculated self-

consistently. The remaining states are generated non-self-consistently from the unoccupied 

Kohn-Sham orbitals of the self-consistently generated field. Transition matrix elements to the 

computed states are calculated with in Fermi’s Golden Rule within the dipole approximation. 

Whereas TP-DFT calculations are typically performed with an orbital basis set utilizing cluster-

based sample systems, the XCH calculation utilizes a plane-wave basis. Consequently, 

calculations on clusters produce substantial non-physical edge effects; instead, coordinates must 

be generated under periodic boundary conditions. For small box sizes, this may result in non-

physical boundary interactions.
7
 Critics of the methodology have also pointed out that it may 

break down in cases for which the first excited state and higher-energy excited states differ 

substantially, and have also suggested that the non-self-consistent portion of the calculation – the 

orbitals for which are computed in the presence of the core-excited electron in the LUMO and 

thus with a net neutral charge rather than a positive charge – may be a poor model for insulating 

materials in which metallic charge-screening mimicking this effect would not be expected.
68

 

 NEXAFS spectra can also be computed via time-dependent DFT (TDDFT).
71

 The 

accuracy of such methods has been found to vary substantially with system and choice of 

functional.
71,72

 Only 2 thorough TDDFT studies of the NEXAFS spectra of liquids have been 

performed, both studying pure liquid water.
73,74

 Brancato et al. calculated a spectrum with 

relative peak heights in poor agreement with experiment; however, Fransson et al. found that by 

utilizing larger clusters and multi-molecule averaging TDDFT produced a more quantitatively 

accurate reproduction of the experimental data than TP-DFT calculations on the same molecular 

coordinates, as exhibited in Figure 6. 

 All of the above computational methods simplify the two-body electron-core hole system 

into a single-body problem, typically by modeling the core hole via an appropriate 

pseudopotential for the core-excited atomic center. However, in recent years it has become 

possible to solve the two-body Bethe-Saltpeter equation (BSE) in conjunction with a plane-wave 

DFT treatment of the excited state and GW quasiparticle corrections to the self-energy to 

computationally address spectral broadening.
60,75–77

 This methodology has been applied to 

water;
78

 however, the system size was constrained to 17 water molecules by the computational 

costs of the theoretical methodology, and the calculated spectrum was not consistent with 
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experiment at high energies.
7
 The computational method has recently been further streamlined 

for application to larger systems, but this more-efficient adaptation of the calculation has not yet 

been applied to liquid systems.
79

 

 

 
 

Figure 6: Comparison of simulated liquid water NEXAFS spectra obtained from TP-DFT and 

TDDFT to the experimental spectrum. Each theoretical spectrum is averaged over 100 sets of 

molecular coordinates; each set of coordinates consists of a cluster of 32 water molecules 

computed using PIMD. Here, the TDDFT calculated spectrum shows a better agreement with 

experiment, particularly in terms of the main edge (~537 eV) to post edge (~541.5 eV) peak 

ratio. This concept will be discussed in greater detail in the discussion of the water NEXAFS 

spectrum. Reproduced from T. Fransson et al., “Requirements of First-Principles Calculations of 

X-Ray Absorption Spectra of Liquid Water.” Phys. Chem. Chem. Phys. 2016, 18 (1), 566–583. 

 

IV. XAS of Water 

 

 The hydrogen bond structure of water has been the subject of extensive study as it 

underlies the remarkable properties of water in its condensed phases. The unique liquid 

properties of water are critical to its role in biological solvation and reaction dynamics, e.g. in the 

stabilization of native protein structure.
80

 It has long been believed that liquid water at ambient 

temperature has a locally ordered tetrahedral structure with a small number of broken hydrogen 

bonds, allowing for tighter packing than that found in ice Ih.
81,82

 Indeed, this picture has become 

“textbook knowledge” and has been supported by several experimental techniques. For example, 

Fourier Transform Infrared Spectroscopy (FTIR) studies have indicated a small number of 
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dangling hydrogen bonds at room temperature,
83,84

 supporting a picture of liquid water in which 

most water molecules are donating and accepting two hydrogen bonds. Neutron
85

 and x-ray 

scattering
86,87

 results have been interpreted such that the extracted O-O radial distribution 

functions (RDFs) have a reasonably sharp second peak indicating an ordered and periodic 

structure relative to that of most liquids and with a separation between peak positions consistent 

with tetrahedral bond angles. First principles simulations of liquid water have also nearly 

universally supported the tetrahedral structure of water, with exceptions generally being ascribed 

to an incomplete basis set.
88

 The tetrahedral picture of liquid water was nearly universally 

accepted until the development of techniques for NEXAFS spectroscopy of liquid water 

introduced new controversy into this old discussion, inciting passionate disagreements regarding 

the nature of liquid water at ambient conditions. 

 

a. Liquid Microjet Experiments 

 

 The first XA spectrum of a liquid sample was an EXAFS spectrum of water published by 

Yang and Kirz in 1987.
89

 The authors utilized a static water cell comprising two 150 nm silicon 

nitride windows surrounding a sample of thickness 1 um and a PMT detector in a transmission 

geometry. Transmission through the empty cell was ~20%. The resulting EXAFS spectrum 

matched qualitatively with the authors’ calculated spectrum; however, the lack of an accurate 

amplitude function and phase shift for liquid water, combined with the poor spectral resolution 

available at the time, did not permit quantitative determination of the O-O pair correlation 

function and Debye-Waller factor. 

 The breakthrough in XAS of liquids occurred with the publication by Wilson et al. of the 

EXAFS and NEXAFS spectra of liquid water microjets in 2001.
3
 Liquid microjet technology had 

been pioneered for Ultraviolet Photoelectron Spectroscopy (UPS) by Faubel et al in the late 

1980s
90

 and was adapted for use in XAS at Berkeley. Liquid microjets are formed by forcing 

pressurized liquids through a micron-scale opening, typically under laminar flow conditions with 

a linear flow velocity in the range 20-100 m/s. The streaming jet provides a continuously-

renewing sample and avoids the substantial absorption losses from the windows observed in the 

static cell experiment of Yang and Kirz. For XAS experiments, the resulting liquid jet is 

intersected with the X-ray beam downstream from the jet tip. Any of the various detection 

apparati described above compatible with observed chamber pressures can be placed near the 

region of intersection. Differential pumping allows the X-ray beamline to be maintained at ultra-

high vacuum while the local pressure at the liquid jet may be substantially higher (typical 

chamber pressures are 10
-5 

to 10
-3

 torr). As X-ray beam diameters are typically larger than liquid 

microjets, a background signal from the vapor jacket evaporating from the liquid jet is usually 

unavoidable for volatile samples, although the recent introduction of electrokinetic detection of 

the XAS spectrum by Lam et al. greatly reduces the vapor contribution to the measured signal.
91

 

A schematic diagram of the experimental chamber utilized in the earliest XAS studies of liquid 

water is shown in Figure 7, and a detailed experimental description can be found in Ref. 92. 
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Figure 7: Schematic diagram of the Berkeley apparatus used to perform XAS of liquid 

microjets. This configuration allows pressures of ca. 10
-4

 torr to be reached in the main chamber 

and pressures of ca. 10
-9

 torr to be simultaneously maintained in the X-ray beamline. Reproduced 

from K. R. Wilsom et al., “Investigation of Volatile Liquid Surfaces by Synchrotron X-Ray 

Spectroscopy of Liquid Microjets.” Rev. Sci. Instrum. 2004, 75 (3), 725–736. 

 Improvements to experimental and computational resources since the publication of Yang 

and Kirz, particularly in the resolution and brightness of synchrotron light sources, allowed 

Wilson et al. to fit the EXAFS spectrum of liquid water, exhibited in Figure 8. Utilizing a simple 

single-scattering formalism the authors found a nearest-neighbor O-O radius of 2.85 ± 0.05 Å, 

consistent with the values found from X-ray
87

 and neutron
85

 scattering studies. A later follow-up 

study found a similar value of 2.80 ± 0.05 Å.
93

 These studies illustrated the power of the liquid 

microjet technique for studying liquid samples by soft X-ray absorption spectroscopy. 
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Figure 8: EXAFS spectrum above the liquid water oxygen K-edge measured using TEY 

detection and transformed into K-space. (a) Experimental data smoothed via a 5-point Savitzsky-

Galoy smoothing algorithm. (b) Fourier-filtered experimental data. (c) Calculated spectrum of 

water assuming a fixed single O-O scattering distance, calculated to be 2.85±0.05 Å. Reproduced 

from K. R. Wilson et al., “X-Ray Spectroscopy of Liquid Water Microjets.” J. Phys. Chem. B 

2001, 105 (17), 3346–3349. 

 

 Ekimova et al. have recently reported the development of a liquid flatjet produced by 

collision of two liquid jets in air or vacuum.
94

 As can be seen in the photographs of such a jet 

apparatus in Figure 9, under appropriate flow conditions this collision results in the formation of 

several orthogonal flat liquid sheets of roughly elliptical shape. The authors report that these 

sheets are stable over periods as long as hours and have fairly stable thickness of ca. 1 µm. This 

combination of long-term stability and thin sample path length render such sheets ideal for 

windowless transmission-mode XAS studies of liquid samples; several applications of this 

technique are presented in Ref. 94. As transmission-mode spectral detection avoids potential 

spectral distortions from absorption saturation, decay path yields, etc., this technology has the 

potential to open a valuable new class of XAS experiments on liquid samples. Additionally, the 

authors incorporated a sample recycling system similar to that of Lange et al.,
95

 allowing for 

real-time re-use of the sample. While introducing an enhanced risk of contamination or radiative 

sample damage, this feature can prove helpful when working with expensive or difficult-to-

synthesize liquid samples. 
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Figure 9: Two taken taken in (left) and perpendicular to (right) the plane of the collision of two 

liquid jets. This jet was produced by flowing the liquid sample at identical flow rates of ~6 

mL/min through two identical capillary tips with inner diameter 50 µm. The initial elliptical flat 

liquid sheet is formed perpendicularly to the plane of the collision. In this case the second liquid 

sheet can be seen breaking into droplets. Reproduced from M. Ekimova et al., “A Liquid Flatjet 

System for Solution Phase Soft-X-Ray Spectroscopy.” Struct. Dyn. (Melville, N.Y.) 2015, 2 (5), 

54301. 

 

b. Liquid Flow Cell Techniques 

 

 Shortly after the introduction of liquid microjet technology into soft XAS by Wilson et 

al., flow cells emerged as an alternative method of sample delivery for liquid XAS experiments. 

The first flow-cell based liquid XAS experiment was published by Freiwald et al. in 2004.
96

 

Their apparatus, diagrammed in  Figure 10a, consisted of a liquid chamber with input and output 

tubing allowing liquid samples to be pumped through. Incident X-rays enter and fluorescent 

photons escape to the detector via a single 150 nm thick silicon nitride window. X-Ray 

transmittance through such windows generally increases through the soft X-ray energy regime, 

ranging from 0.1 at 200 eV to 0.96 at 1600 eV.
96 

 Several additional flow cell designs for XAS of liquids utilizing silicon nitride windows 

of 100-150 µm thickness have been introduced since the cell of Freiwald et al.
97–104

 Like liquid 

microjets, flow cells have the advantage of providing a sample which can be renewed without the 

need to break vacuum and remove the sample mount. However, the sample renewal is much 

slower than that of microjet experiments as a result of the requirement that the pressure forcing 

the liquid through the cell not burst the thin windows. Furthermore, the silicon nitride window 

introduces a solid interface to the sample that does not exist in liquid microjet experiments. On 

the other hand, flow cell experiments remove the risk of freezing that is present with liquid jets 

and thus are generally more robust than microjet experiments. Most can be performed without 

the gas phase background observed in microjet XA spectra. 
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Figure 10: Schematic diagrams of several liquid flow cell apparatus used for XAS experiments. 

a) A single window photon-in/photon-out flow cell for TFY experiments. Reproduced from M. 

Freiwald et al., “Soft X-Ray Absorption Spectroscopy in Liquid Environments.” J. Electron 

Spectros. Relat. Phenomena 2004, 137–140, 413–416. b) Variable-thickness dual-window flow 

cell for transmission mode experiments. Reproduced from M. Nagasaka et al., “Development of 

a Liquid Flow Cell to Measure Soft X-Ray Absorption in Transmission Mode: A Test for Liquid 

Water.” J. Electron Spectros. Relat. Phenomena 2010, 177 (2–3), 130–134. 

 

 Various cell designs have been employed to introduce different experimental elements. 

For example, some are designed for active temperature control,
100,102

 with two parallel windows 

to allow for transmission studies,
97,98,101,102

 or even to study liquids at solid interfaces.
99,103,104

 

Several cell designs allow for XA spectroscopy to be conducted simultaneously with 

electrochemical cycling.
103–107

 Figure 10b illustrates the cell design of Nagasaka et al., a 

variable-thickness flow cell with two parallel silicon nitride windows for transmission 

detection.
97

 As illustrated in the figure, the windows are sealed externally to the flow cell via o-

rings (pictured as red circles in cross section). The windows are separated by spacers outside the 

o-rings relative to the central interaction region. This arrangement allows sufficient flexibility to 

modulate sample thickness in situ by changing the pressure of the helium in regions II and IV 

and maintain the desired total absorption through the sample without removing the cell from 

vacuum to change out a spacer. On the other hand, the dual-window transmission cell of 

Meibohm et al. utilizes rigid gold spacers to maintain a well-defined sample thickness of 500 

nm.
102 

 

c. Interpreting the Water NEXAFS Spectrum 

 

 The oxygen K-edge NEXAFS spectrum of water, initially reported by Wilson et al., has 

since been replicated by numerous methods and is well-established.
3,24,55,93,97,98,100–102,108–110

 

Spectra measured with various detection methods are exhibited in Figure 11. From this 

comparison it is clear that the general spectral features are consistent from method to method. 

The resolution of XRS experiments is substantially inferior to that of the NEXAFS methods 

(~0.5-1 eV vs. ~0.1 eV). The intensity of ratios of the spectral features appear to differ in AEY 

from the other techniques. The origin of this anomaly is unclear; while AEY is believed to 

represent the spectrum of interfacial molecules even in a bulk sample, the experiment providing 

the data for this spectrum was also performed on the so-called ‘pre-melted’ water, a thin layer of 

a b 
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liquid known to exist at the surface of ice in an atmosphere of water vapor.
24

 This sample may 

not exhibit the same structural characteristics of the bulk water samples used for the other 

detection methods. 

 

 
 

Figure 11: Comparison of oxygen K-edge NEXAFS spectra of water measured via a variety of 

detection methods: a) AEY b) TEY c) transmission mode d) XRS and e) TFY. Spectra are area-

normalized to the full spectral width available in all 5 spectra; that is, from 532-550 eV. They 

have also been energy aligned to place the pre-edge feature at 535 eV. In addition, the TFY 

spectrum has been corrected for saturation effects as described in Ref. 
111

. Reproduced from , L.-

A. Näslund et al., “X-Ray Absorption Spectroscopy Measurements of Liquid Water.” J. Phys. 

Chem. B 2005, 109 (28), 13835–13839. 
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Figure 12: Comparison of the oxygen K-edge NEXAFS spectra of liquid water to gas phase 

water vapor and ice Ih indicating the spectral regions comprising the pre-edge, main edge, and 

post-edge of the liquid water spectrum. Adapted from A. Nilsson et al., “X-Ray Absorption 

Spectroscopy and X-Ray Raman Scattering of Water and Ice; an Experimental View.” J. 

Electron Spectros. Relat. Phenomena 2010, 177 (2–3), 99–129. 

 

 The water spectrum exhibits three distinct spectral features, highlighted in Figure 12: a 

small pre-edge feature around 535 eV and larger main edge (centerered between 537 and 538 

eV) and post-edge (centered between 541 and 542 eV) features. It was proposed by Cavalleri et 

al. in 2002 that the pre-edge feature intensity was related to the number of broken hydrogen 

bonds, as DFT calculations indicated that broken hydrogen-bond donor sites result in asymmetry 

that enhances the p-character of the 4a1 state and increases the oscillator strength of transitions 

from the oxygen 1s.
112

 This suggestion is reinforced by the fact that the pre-edge feature is 

weaker or nonexistent in oxygen K-edge NEXAFS spectra of ice and has since been generally 

accepted.
56,113,114

 Similarly, the post-edge feature has been attributed to highly-coordinated long-

range tetrahedral structure and is stronger in ice than liquid water.
55,112

 Moreover, time resolved 

core-excitation decay studies have indicated that the final state corresponding to the pre-edge 

feature is fairly localized, whereas the final state corresponding to the post-edge feature is highly 

delocalized.
115

 

 Substantial controversy exists as to the hydrogen bond structure of liquid water implied 

by the peak ratios observed in the oxygen K-edge spectrum of liquid water. Wernet et al. 

proposed in 2004 that the spectrum could only be explained by a liquid structure in which most 

of the water molecules only made two strong hydrogen bonds, one donated and one accepted.
55

 

Such a hydrogen bond structure results in the one-dimensional “rings and chains” structural 
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motif, entirely at odds with the traditional picture of liquid water as a three-dimensional quasi-

tetrahedral liquid at room temperature. These conclusions and the quantitative validity of the 

associated theory were quickly questioned in the literature,
113,116,117

 and the structure of liquid 

water has continued to be the subject of vigorous debate.
5,6,22,52,67,68,118–122

 Kühne and Khaliullin 

have proposed an intermediary theory in which the average molecule in liquid water is in a 

structurally symmetric environment (that is, donating and accepting two strong hydrogen bonds), 

but high-frequency structural fluctuations result in significant instantaneous energetic asymmetry 

between symmetry-equivalent bonding sites.
114

 The implications of the NEXAFS spectrum of 

water on the understanding of the hydrogen bond structure of liquid water have been recently 

reviewed in greater detail in Ref. 7. 

 

d. Perturbing the Hydrogen Bond Structure of Liquid Water 

 

 The understanding of the spectral features exhibited in the oxygen K-edge NEXAFS 

spectrum of liquid water has been enhanced by studies of water under conditions for which the 

hydrogen bonding network has been intentionally altered, e.g. by changing the temperature of the 

sample or introducing defects into the liquid water matrix. Several studies of the temperature 

dependence of the liquid water spectrum have been carried out spanning a temperature range 

from supercooled to supercritical.
54,55,102,109,123

 While Wernet et al. and Smith et al. disagreed on 

the rearrangement energy to break a hydrogen bond and adopt an asymmetrical 

configuration,
55,109

 the spectral signatures observed upon temperature change are consistent 

across all studies. As temperature increases, the post-edge intensity decreases, the pre-edge 

intensity increases, and the entire spectrum shifts to lower energy; these effects are illustrated in 

Figure 13 for the temperature range 1.5-39 °C. Based on the standard interpretation of the 

spectral regions, these changes are consistent with an increase in broken hydrogen bond donor 

sites and a decrease in long-range tetrahedral order as temperature increases. Alternatively, 

increasing the pressure results first in a decrease in pre-edge intensity, suggesting a reduction of 

dangling hydrogens, followed by an increase in pre-edge intensity above 0.3 GPa, perhaps 

indicating that the structure becomes too compressed for tetrahedral ordering at higher 

pressures.
124 

 Lange et al. have demonstrated a similar spectral effect to that of increasing the 

temperature by diluting water with acetonitrile, a polar organic solvent that accepts but cannot 

donate hydrogen bonds.
125–127

 Indeed, at 5 volume % water, the pre- and main edges of the water 

spectrum closely resemble a simple blue shift to the 4a1 and 2b2 peaks of gas phase water. The 

pre-edge is still reduced in intensity relative to the gas phase 4a1 peak, consistent with previous 

findings indicating that even at very low water concentration in acetonitrile many water 

molecules form 2-3 strong hydrogen bonds;
128

 however, the existence of a strong pre-edge 

enhancement indicates that acetonitrile may not actually be acting as a strong hydrogen bond 

acceptor in these mixtures. Additional studies have found this effect to be highly solvent-

dependent.
125,129

 For example, at similar concentrations, 3-methyl-pyridine acts as a strong 

hydrogen bond acceptor, and while the spectrum of 10% D2O in acetonitrile closely resembles 

that of H2O in acetonitrile, the spectrum of 10% D2O in 3-methyl-pyridine much more closely 

resembles that of neat water with a reduced post-edge intensity.
129

  Water at very low 

concentrations in non-polar solvents such as benzene and chloroform exhibits the spectral 

characteristics of highly-coordinated ice-like structure, indicating strong aggregation within the 

hydrophobic solvent, and in the case of benzene, possible formation of clathrate-like solvent 
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traps.
125

 Having noted a heavy water experiment here, it is also notable that Bergmann et al. have 

reported that the NEXAFS spectrum of D2O resembles that of H2O at a temperature ~20 K 

lower; that is, isotopic substitution to heavy water results in a spectrum that is blue shifted and 

exhibits a slightly enhanced post-edge and reduced pre-edge relative to H2O.
130

 

 

 
Figure 13: Temperature dependence of the oxygen K-edge NEXAFS spectrum of liquid water. 

All black spectra are reproductions of the 1.5° spectrum to illustrate spectral changes. All spectra 

were collected in transmission mode using a temperature-controlled flow cell with temperature 

resolution of ±0.25 °C and have been area normalized. Reproduced from J. Meibohm et al., 

“Temperature Dependent Soft X-Ray Absorption Spectroscopy of Liquids.” Rev. Sci. Instrum. 

2014, 85 (10), 103102. 

 A related clustering effect to that observed for low concentrations of water in 

hydrophobic solvents has been observed for thin films of water on solid substrates. Nordlund et 

al. found that while isolated water molecules adsorbed on Ru(001) exhibited an oxygen K-edge 

NEXAFS spectrum largely indistinguishable from that of the gas phase, continued addition of 

water molecules resulted in an enhancement of the post-edge and reduction in the pre-edge, and 

at coverage approaching one monolayer, an ice-like spectrum was observed.
131

 A similar 

interfacial spectral behavior has been observed for bulk water at a gold interface.
104

 Velasco-

Velez et al. utilized an electrochemical liquid flow cell with a ~20 nm layer of gold deposited on 

the 100 nm Si3N4 window and acting as the working electrode and current collector for TEY 

spectroscopy of the interfacial region. The NEXAFS spectrum of water at the gold interface, 

shown in Figure 14, was found to exhibit minimal signal in the pre-edge region at neutral or 

positive potential. This phenomenon has been attributed to electronic coupling of the core-

excited state with the gold substrate rather than a lack of dangling hydrogen bonds. By applying 

a negative potential to the gold the authors were able to observe a normal water spectrum with 

the pre-edge feature intact, presumably resulting from a structural rearrangement to rotate water 

hydrogens toward the gold surface. The same spectral effect could be achieved by coating the 
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surface with a hydrophobic substrate and preventing the electronic coupling with interfacial 

water. 

 

 
Figure 14: Oxygen K-edge NEXAFS spectrum of water at a gold interface measured by total 

electron yield for several surface potentials (relative to Ag). The dashed line indicates the 

position of the pre-edge feature of the liquid water spectrum. Reproduced from J.-J. Velasco-

Velez et al., “The Structure of Interfacial Water on Gold Electrodes Studied by X-Ray 

Absorption Spectroscopy.” Science (80-. ). 2014, 346 (6211). 

 

 More subtle changes to the liquid water NEXAFS spectrum can be induced by the 

introduction of certain solutes into aqueous solution. Näslund et al. observed new peaks in the 

liquid water spectrum upon orbital mixing with the d orbitals of dissolved transition metals in 

salt solutions.
132

 In the same work, the authors suggest the presence of a reproducible change to 

the water NEXAFS spectrum attributable to hydrogen bond rearrangement upon addition of 

salts. The first systematic study of such a phenomenon was published by Cappa et al. in 2005 

and indicated linear increases in the intensity of the pre- and main edges and a linear decrease in 

the intensity of the post-edge feature with increasing concentration of sodium halide salts in a 

study of liquid microjet samples utilizing TEY detection (results shown in Figure 15).
66

 In 

addition, a concentration-dependent red shift was observed for NaI solutions, a smaller red shift 

for NaCl solutions, and no meaningful shift for NaBr solutions relative to neat water. These 

changes are attributed primarily to local electronic perturbations from near-neighbor halide 

anions rather than substantial perturbation of the water hydrogen bonding network outside of the 

first solvation shell.
66,111

 It has been alternatively suggested that iodide and sodium ions both 

contribute to disruption of the water hydrogen bond network, while chloride and bromide do not 

substantially alter hydrogen bonding.
69

 Interestingly, utilizing a flow cell with TFY detection 

Guo et al. observed a small blue shift, rather than a red shift, for the sodium, magnesium, and 

aluminum salts of chloride;
133

 the origin of this discrepancy is unclear. 
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Figure 15: Oxygen K-edge NEXAFS spectrum of aqueous solutions of (a) NaI, (b) NaBr, and 

(c) NaCl. Spectra were collected via TEY of liquid microjets and have been area normalized over 

the spectral region 532-550 eV. Difference spectra between each solution and the neat water 

spectrum are shown at the top of each panel. Reproduced from C. D. Cappa et al., “Effects of 

Alkali Metal Halide Salts on the Hydrogen Bond Network of Liquid Water.” J. Phys. Chem. B 

2005, 109 (15), 7046–7052. 
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 A substantial discrepancy in the observed impact on the water NEXAFS spectrum of 

monovalent cations has also been observed. Liquid jets of aqueous solutions of akali metal, 

ammonium, and guanidinium chloride salts, detected via TEY, revealed minimal differences 

between the solution oxygen K-edge spectra of the various salts.
134

 Spectra of solutions of Li
+
, 

Na
+
, K

+
, and NH4

+
 acetate measured in a single-window flow cell by TFY also exhibited no 

significant difference in the water spectrum between the cations.
135

 However, in a transmission-

mode study published by Waluyo et al., the alkali chlorides and fluorides from Li
+
 through Rb

+
 

exhibited the spectral signatures of disrupted hydrogen bonding – that is, reduced post-edge and 

enhanced pre-edge intensity, with cations larger than sodium also inducing a small red shift.
69

 

With the exception of Rb
+
, the observed spectral changes are more pronounced with each larger 

cation. As with the preceding study of anions, the cause of this discrepancy is currently unclear. 

 Utilizing the same methodology as that which found a red shift for NaCl, Cappa et al. 

found a substantially smaller and opposite spectral change for solutions of HCl than those of 

NaCl.
136

 This has been attributed to competing effects; that is, while chloride is implicated as a 

“structure breaker” in aqueous solution, the hydronium ion acts as a “structure maker,” with the 

combination resulting in a solution NEXAFS spectrum similar to that of neat water. Chen et al. 

have studied the NEXAFS spectra of aqueous HCl and NaOH and suggest that hydronium 

structures water within the first solvation shell, but hydroxide induces longer-range ordering.
137

 

Some multivalent cations may also be implicated as structure makers as a result of apparent 

offsetting spectral effects in the spectra measured for their halide salts.
133,138

 Spectral effects of 

multivalent cations also appear to be ion-specific and may result from a combination of structural 

impact on the water hydrogen bonding network and electronic coupling between the ions and 

near-neighbor solvent molecules. The question of whether ions substantially impact the hydrogen 

bond network of water outside the first solvation shell remains open. 

 

V. XAS of Short-Chain Alcohols 

 

 While studies of water and aqueous solutions have clearly dominated the field of XAS of 

liquids since its introduction, short-chain alcohols have also been the subject of an increasing 

number of experiments in recent years. The first and most-common non-aqueous liquid to be 

studied by XAS has been methanol. As it contains only one O-H bond, methanol can only donate 

one hydrogen bond per molecule and therefore has an average of ~2 H-bonded nearest-

neighbors.
139

 Consequently, the local liquid structure comprises primarily rings and chains, and 

methanol exhibits lower density than water at room temperature despite a shorter O-O 

separation. Wilson et al. first reported the TEY EXAFS spectrum of methanol above the oxygen 

K-edge in a liquid microjet in 2002,
93

 determining an average nearest-neighbor O-O distance of 

2.75 Å, slightly shorter than the O-O hydrogen bond pair length of bulk water and in good 

agreement with existing neutron and X-ray diffraction measurements.
140

 Subsequently, the liquid 

methanol NEXAFS spectrum has been measured on both the oxygen and carbon k-edges.
141–145

 

The carbon K-edge spectrum of liquid methanol measured by Cappa et al. is only moderately 

distinguishable from that of the vapor and thus provides little opportunity for extraction of 

meaningful information on the liquid structure,
142

 consistent with the vapor-phase finding that 

carbon K-edge spectrum of CH3 is largely insensitive to the chemical environment.
146

 The 

carbon K-edge spectrum of Nagasaka et al. does exhibit some broadening and enhanced post-

edge intensity.
144

 In contrast, Figure 16 illustrates that the oxygen K-edge spectrum exhibits a 

similar behavior to that observed upon condensation of water: a blue shift, reduction in 4a1 peak 
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intensity, and broadening of the higher-energy spectral features.
141–145

 Indeed, the liquid 

methanol spectrum closely resembles that of liquid water, with reduced pre-edge intensity and a 

more extended but less distinct post-edge feature (see comparison of methanol and water spectra 

in Figure 17). Computational analysis of this spectrum indicates that the spectral signature is 

consistent with a 2-dimensional structure of rings and chains with few dangling hydrogen bonds; 

however, the calculated spectral signatures of rings vs. chains may be too similar to differentiate 

their relative populations from the NEXAFS spectrum.
142,143

 Moreover, while longer-chain and 

branched alcohols of up to 4 carbons exhibit small but distinct spectral differences on the oxygen 

K-edge, the spectral signature of hydrogen bonding and calculated hydrogen bonding structure 

are similar for all such species.
143 

 

 
 

Figure 16: Comparison of the oxygen K-edge NEXAFS spectra of methanol in the vapor phase 

(A) and liquid phase (B). Liquid spectra were collected via TEY of a liquid methanol microjet; 

the vapor spectrum was collected using the same experimental apparatus by translating the jet 

several cm from the X-ray beamline, allowing only the evaporated gas to interact with the X-

rays. Reproduced from K. R. Wilson et al., “X-Ray Absorption Spectroscopy of Liquid 

Methanol Microjets: Bulk Electronic Structure and Hydrogen Bonding Network.” J. Phys. Chem. 

B 2005, 109 (20), 10194–10203. 

 

 While the various spectra measured for liquid methanol are all generally in good 

agreement, one small but potentially meaningful difference again occurs between the spectra 

collected from liquid microjets
145

 and those collected in flow cells.
141,144

 As illustrated in Figure 

16, when compared directly with a water spectrum collected under the same conditions, the 

liquid microjet experiment produces a methanol spectrum for which the pre-edge is at slightly 

lower energy than that of water. In flow cell experiments, the pre-edge of methanol is at the same 

or slightly higher energy. As is the case for similar anomalies discussed above in the spectra of 

salt solutions, the origin of this discrepancy is not clear. 

 Mixtures of water and methanol are of interest due to their unusual thermodynamic 

properties. It has long been known that these mixtures exhibit a negative excess entropy of 

mixing; that is, mixtures are more ordered than would be suggested by an ideal/random 
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mixing.
147

 Possible explanations for and previous studies of this phenomenon are discussed in 

Refs. 144 and 145 and references therein. The sensitivity of NEXAFS spectra to local hydrogen 

bonding structure makes the technique an ideal tool to investigate the local structure in 

H2O:MeOH mixtures. Guo et al. interrogated several water:methanol mixtures on the oxygen K-

edge utilizing a photon-in, photon-out (TFY) flow cell.
141

 Their experimental spectra exhibit a 

new feature 3 eV below the pre-edge for liquid mixtures. Analysis of the observed spectra in 

light of both calculations and complimentary X-ray emission experiments attributes the observed 

negative excess enthalpy of mixing to two factors: 1) incomplete mixing and micro-immiscibility 

and 2) conversion of methanol chains into more organized ring structures containing one or more 

water molecules. Later studies of the oxygen K-edge of water:methanol mixtures by Nagasaka et 

al. and Lam et al., displayed in Figure 17, observed no new low-energy feature upon solvent 

mixing.
144,145

 Instead, the pre-edge regions of solution spectra appear as linear combinations of 

the water and methanol spectra. Nagasaka et al. find a linear relationship between the relative 

concentrations of the components and the intensities of their respective spectral components. 

Lam et al., however, observed a faster-than-linear decrease in the spectral intensity of the 

methanol pre-edge upon addition of water and therefore have attributed the negative excess 

entropy of mixing to a reduction in the number of broken hydrogen bonds around the methanol 

molecules in water:methanol mixtures relative to the neat liquid. 

 

 
 

Figure 17: Oxygen K-edge NEXAFS spectra of water:methanol mixtures. a) Transmission-

mode flow-cell spectra of Nagasaka et al.; the pure water spectrum is in red and the the pure 

methanol spectrum in violet. The pre-edge becomes increasingly pronounced as the fraction of 

water increases and shifts to lower energy. Reproduced from M. Nagasaka et al., “Local 

Structures of Methanol-Water Binary Solutions Studied by Soft X-Ray Absorption 

Spectroscopy.” J. Phys. Chem. B 2014, 118 (16), 4388–4396. b) Liquid jet TEY spectra of Lam 

et al. around the pre-edge spectral region. In these data the pre-edge also becomes more 

prominent as the fraction of water increases but it is observed to shift to higher energy. 

Reproduced from R. K. Lam et al., “Communication: Hydrogen Bonding Interactions in Water-

Alcohol Mixtures from X-Ray Absorption Spectroscopy.” J. Chem. Phys. 2016, 144 (19), 

191103. 

 

 

 

a b 
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VI. XAS of Solutes as a Probe of Solution Structure 

 

a. Probing Solute-Solute Interactions 

 

 The vast majority of chemical reactions are carried out in solution, wherein details of the 

interactions of solutes with solvent molecules and one another are critical for controlling their 

rates and products. Consequently, a clear picture of the chemical environments of molecules in 

solution is critical to a proper understanding of these reactions. XAS has proven to be a powerful 

probe of the solvation environment of appropriately chosen solutes. It should be noted that it is 

not always an effective tool for all solutes, however. For example, DFT calculations on a variety 

of molecular configurations indicate that the boron K-edge spectra of aqueous boric acid, borate, 

and polyborate, while clearly distinct from one another, are largely insensitive to the formation 

of contact pairs with sodium ions.
148

 Similarly, the calculated nitrogen K-edge spectra of the 

aqueous sodium salts of nitrate and nitrite are insensitive to both ion pairing and hydration 

number and geometry.
149

 Computational results with respect to ion pairing in these cases are 

supported by experimental data indicating no spectral changes as a function of salt concentration. 

Conversely, concentration-dependent investigation of the sodium K-edge in aqueous NaCl 

reveals a distinct spectral signature of ionic association.
96,150

 Computational spectroscopy further 

reveals that the observed spectral changes are associated with the formation of solvent-separated 

(alternatively “solvent-shared”) ion pairs rather than contact ion pairs.
150

  Moreover, the spectral 

shape can be assigned to sodium ions solvated by either 6 waters or 5 waters and one chloride, 

providing a qualitative understanding of the overall solvation environment. Addition of 

hydroxide to solutions containing Na
+
 results in the formation of ion clusters, with each OH

-
 

interacting with 2.4±0.6 Na
+
 ions as either contact or solvent-separated ion pairs.

151
 

 It should be noted that NEXAFS spectral analyses are often not so quantitative. For 

example, observe the concentration-dependent spectra of aqueous NiCl2 on the nickel L3-edge 

presented in Figure 18.
152

 The peaks labeled P1 and P2 correspond to transitions into the triplet 

and singlet final states, respectively. It is clear that at elevated salt concentration excitations into 

the singlet state become increasingly favorable. An additional feature above P2 is predicted for 

Ni
2+

 ions in contact ion pairs and is visible in the spectrum of solid NiCl2. As there is at most a 

slight indication of the appearance of this peak in the 1.5M solution spectrum, it appears that, as 

with NaCl, any ion pairing occurs via solvent-sharing and not direct ion-ion interaction. 

Calculations indicate that enhancement of the singlet excitation can occur upon reweighting of 

the transition dipole matrix elements induced by breaking of the dipole equivalence of the 

symmetry axes. However, no quantitative picture of the solvation sphere corresponding to such a 

shift in the matrix elements can be deduced, merely the existence of a change resulting from 

asymmetry generated by formation of solvent-separated ion pairs. 
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Figure 18: Nickel L3-edge TFY NEXAFS spectrum, collected in a flow cell, of several 

concentrations of aqueous NiCl2. The solid red lines indicate the projected 50 mM spectrum 

corrected for saturation effects at higher concentrations. Thus, the area on each spectrum shaded 

in grey is the concentration-dependent spectral enhancement at that concentration. Reproduced 

from E. F. Aziz et al., “Direct Contact versus Solvent-Shared Ion Pairs in NiCl2 Electrolytes 

Monitored by Multiplet Effects at Ni(II) L Edge X-Ray Absorption.” J. Phys. Chem. B 2007, 111 

(17), 4440–4445. 

 

 In addition to concentration-dependent pairing effects, ion-specific pairing effects have 

been observed for carbonyl species.
135,153

 On the carbon K-edge, blue shifts in the NEXAFS 

spectral features corresponding to the C1s→π*C=O transitions of acetate and formate correspond 

to stronger cation interactions with the carbonyl oxygen.
153

 Using this formalism, it is established 

that Li
+
 associates more strongly with the carbonyl than does Na

+
, which in turn associates more 

strongly than does K
+
, consistent with the respective ionic sizes and charge densities of these 

species. Moreover, the magnitude of the observed shift between the sodium and potassium 

acetate spectral features is similar to the difference in interaction energies previously reported for 

these species.
154

 On the oxygen K-edge, enhanced interaction strength with the counterion 

manifests as an enhancement of the spectral feature corresponding to the O1s→π*C=O transition in 

solutions of acetate, formate, and glycine.
135

 Donation of electron density from the π* orbital to 

the cation results in an increased unoccupied density of states in the final state, resulting in the 

stronger spectral signature for this transition shown in Figure 19. Interestingly, by this measure 

the interaction strength of the carbonyl with lithium is found to be weaker than that with sodium. 
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Figure 19: TFY oxygen K-edge NEXAFS spectra of several salts of acetate compared to that of 

neat water. Reproduced from E. F. Aziz et al., “Cation-Specific Interactions with Carboxylate in 

Amino Acid and Acetate Aqueous Solutions: X-Ray Absorption and Ab Initio Calculations.” J. 

Phys. Chem. B 2008, 112 (40), 12567–12570. 

 

 NEXAFS spectroscopy is also a valuable tool for the study of solute aggregation. In 

addition to the water clusters in organic solvents discussed earlier in this review, solutions of 

acetic acid provide an interesting example, as the gas-phase oxygen K-edge NEXAFS spectra of 

monomeric and small-cluster acetic acid are well known
155

 and provide a reference for spectral 

behavior upon clustering. Figure 20 exhibits these reference spectra along with the spectra of 

several concentrations of acetic acid dissolved in hexane and acetonitrile.
156

 It is clear that both 

cluster formation and dissolution in these organic solvents results in a systematic narrowing of 

the gap between the π* feature at ~532 eV, corresponding to the transition originating from the 

carbonyl oxygen 1s, and the π* feature at ~535 eV, corresponding to the transition originating 

from the hydroxyl oxygen 1s. These effects can be attributed to the formation of strong hydrogen 

bonds at both oxygens. Donation of hydrogen bonds by the hydroxyl oxygen and acceptance of 

hydrogen bonds by the carbonyl oxygen make the oxygens increasingly indistinguishable as the 

hydrogen bonds grow stronger/shorter, causing the peak positions to move nearer to one another. 

Based on the experimental spectra, it is clear that acetic acid in hexane solution forms dimers or 

larger clusters at all experimental concentrations. In acetonitrile this phenomenon is enhanced 

with concentration, indicating a cooperative enhancement of hydrogen bonding interactions as a 

function of acetic acid concentration. Whereas acetonitrile acts as a hydrogen-bond acceptor in 

MD simulations of this system, hexane cannot act as a hydrogen-bond donor or acceptor. Thus, 

interaction of acetic acid molecules with one another must cause the observed shifts. A slightly 

more pronounced shift has also been observed in glacial acetic acid.
157

 Perhaps a more unusual 

example of aggregation of like-type solutes is the π-stacking cation-cation pair formation 

observed by Shih et al. in aqueous solutions of guanidinium chloride.
158

 Observed spectral 

changes in nitrogen K-edge NEXAFS spectrum at concentrations above 1M can only be 

reproduced in the theory by formation of like-charge ion pairs. In this case the π-stacking energy 

is sufficient to overcome the electrostatic repulsion under concentrated conditions. 
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Figure 20: Oxygen K-edge TFY NEXAFS spectra of acetic acid solutions in hexane and 

acetonitrile. Vapor-phase spectra of monomeric and clustered acetic acid are provided for 

reference. The two sharp π* features are shown in greater detail in (b) and (c). Reproduced from 

Y. Horikawa et al., “Spectral Fingerprint in X-Ray Absorption for Hydrogen-Bonded Dimer 

Formation of Acetic Acids in Solution.” Chem. Phys. Lett. 2012, 522, 33–37. 
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b. Probing Solute-Solvent Interactions 

 

 As described in the previous section, the solvation environment of Na
+
 in aqueous 

solution comprises 6 components (6 waters or 5 waters and one counterion).
150

 The solvation 

environment of Na
+
 in ethanol has been determined to have the same composition.

96
 More 

recently, the solvation of sodium halides has been studied in water, methanol, ethanol, propanol, 

and mixtures thereof.
159

 The dipole interaction strength of the alcohol solvents was found to 

decrease with increasing chain length. However, Figure 21 illustrates that the sodium K-edge 

NEXAFS spectrum of Na
+
 in a mixture of water and methanol contains similar contributions 

from the pure water and pure methanol solution spectra, while water:ethanol and 

methanol:ethanol mixtures favor water and methanol over ethanol at approximately 2:1. 

However, in spite of the apparently similar interactions of sodium ions with water and methanol, 

water is found to have a particularly stabilizing effect on the solvation shell. Stopping the liquid 

flow within the experimental cell and exposing the alcohol solutions to soft X-rays over time 

results in the formation of I3
-
 as a result of radiative sample damage. Triiodide binds tightly with 

the Na
+
 ion in alcohol solution, which causes a substantial change in the observed spectrum in 

alcohol solutions (Figure 21d). However, in water and water-alcohol mixed solvents no spectral 

changes are observed with irradiation time, which has been attributed to a stabilization of the 

solvation shell by water which prevents triiodide from forming contact ion pairs. 

 The solvation of Fe
2+

 and Fe
3+

 have also been investigated in water and short-chain 

alcohol solvents.
96,160

 The charge states of iron differ meaningfully in their spectral fine structure 

on the iron L2 and L3 edges. The corresponding solvation structures in alcohols have been 

determined from ligand multiplet electronic structure calculations to be octahedral for Fe
3+

 and 

primarily tetragonal for Fe
2+

.
160

 In addition, the spectral differences between the oxidation states 

have been utilized by Nagasaka et al. to demonstrate the capabilities of their electrochemical 

flow cell.
105–107

 The authors have utilized cell potentials to reversibly cycle between Fe
2+

 and 

Fe
3+

 in aqueous solutions of iron sulfate without evidence of radiative or electrochemical sample 

damage. The solvation of Li
+
 in solutions of LiBF4 in propylene carbonate has been measured 

via NEXAFS by Smith et al.
161

 In this case, a blue shift in the spectral feature in the oxygen K-

edge spectrum of propylene carbonate corresponding to the 1scarbonyl→π* transition occurs when 

the carbonyl oxygen is in the first solvation shell of a lithium ion. Spectral analysis and 

electronic structure calculations within the XCH approximation permit the net shift in 

experimental solution spectra to be interpreted as a proportion of Li
+
-binding and non-Li

+
-

binding solvent molecules and so determine a solvation number. 
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Figure 21: Sodium K-edge TFY NEXAFS spectra of Na

+
 in solutions of water, methanol, 

ethanol, and mixtures thereof collected in a flow cell. Panel (d) exhibits the spectral changes in 

alcohol solvents observed following extended irradiation under stopped flow conditions. 

Reproduced from K. M. Lange et al., “Shared Solvation of Sodium Ions in Alcohol-Water 

Solutions Explains the Non-Ideality of Free Energy of Solvation.” Phys. Chem. Chem. Phys. 

2011, 13 (34), 15423–15427. 
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 We have established the predictive power of XCH calculations for reproducing spectra of 

the aqueous carbonate system. England et al. published the carbon K-edge NEXAFS spectra of 

aqueous sodium carbonate and bicarbonate and gaseous CO2 in 2011.
162

 Calculated spectra of 

these species as well as carbonic acid (H2CO3) and aqueous CO2, computed within the XCH 

approximation, were also published; however, the transient nature of the latter 2 species rendered 

their experimental detection too difficult in the initial experiment. Lam et al. have subsequently 

developed a fast-flow liquid microjet mixing system utilizing a microfluidic mixing Y-cell to 

acidify bicarbonate ~5-10 µs before intersecting the solution with the X-ray beamline. Utilizing 

this apparatus Lam et al. have measured the spectra of both aqueous carbonic acid
163

 and 

hydrated CO2.
164

 In particular the NEXAFS spectrum of aqueous CO2 exhibits not only the 

characteristic shift in the primary 1s→π* transition observed for all members of the aqueous 

carbonate system, but also the disappearance of a small vibronic peak that is clearly observed in 

the spectrum of gaseous CO2, as shown in Figure 22. It is interesting to note here the significance 

of this finding relative to the statement made at the beginning of this section of our review: XAS 

has proven to be a valuable probe of the solvation environment of appropriately chosen solutes. 

The small but distinctive change in the CO2 carbon K-edge NEXAFS spectrum upon solvation in 

water – namely, the disappearance of the vibronic peak – occurs in both the experimental and 

calculated spectrum in spite of very weak hydration energies. MD simulations indicate the 

existence of only 0.56 hydrogen bonds per solute molecule. This highlights the fact that 

appropriately chosen is not always intrinsically obvious, and in many cases, the suitability of 

systems for NEXAFS analysis can only be determined empirically. 

 

 
Figure 22: Carbon K-edge NEXAFS spectra of the acidic pH species of the aqueous carbonate 

system. (a) Calculated spectra of gaseous CO2, dissolved CO2, and aqueous carbonic acid. (b) 

Experimental spectra of 1M HCl and 1M NaHCO3 combined in the fast-flow mixing system with 

sufficient interaction time to allow H2CO3 to decompose into water and CO2 (top panel) and well 

before interrogating the system, allowing for CO2 to leave solution (bottom panel). Reproduced 

from R. K. Lam et al., “The Hydration Structure of Dissolved Carbon Dioxide from X-Ray 

Absorption Spectroscopy.” Chem. Phys. Lett. 2015, 633, 214–217. 

a b 
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c. XAS Studies of Solvated Biomolecules 

 

 While the suitability of XAS for biomolecules is largely restricted by the size of most 

such molecules and resulting spectral complexity, some of the most important contributions of 

the liquid XAS techniques have nevertheless resulted from the study of solvation of biologically 

relevant molecules, including isolated amino acids,
165–167

 polypeptides,
165,168–170

 nucleotide 

bases,
171–173

 and adenosine triphosphate (ATP).
174

 A great deal of effort has been directed 

towards the study of the metal centers of metalloproteins, particularly those within porphyrin 

rings. For example, NEXAFS spectroscopy has been performed on the iron L2 and L3 edges – 

corresponding to transitions from the 2p1/2 and 2p3/2 orbitals, respectively - of bovine hemoglobin 

and hemin in the crystalline and solution phases.
168

 The data from these experiments, along with 

calculated spectra for the solution-phase samples calculated via the ligand multiplet 

method,
175,176

 are exhibited in Figure 23. These data unambiguously demonstrate that while the 

iron centers in the crystalline forms of these species exist in the low spin state, in the solution 

phase they are almost exclusively in the high-spin state, as shown by the agreement between 

experimental spectra and calculated spectra for these spin states. In addition, spectral analysis 

reveals the extent σ and π donation from the ligands to the iron center and quantifies the total 

charge transfer between iron and the porphyrin ring. This same technique has more recently been 

applied to the study of charge transfer between the Fe-porphyrin active region of myoglobin and 

various transport ligands.
177

 The spectra of aqueous myoglobin under ambient conditions in a 

liquid flow cell exhibited in Figure 24 show a clear reduction in the intensity of the iron L3-edge 

upon ligand binding. This reduction is substantially more significant for the more tightly-bound 

ligands (CO and CN) and has been attributed to charge transfer between the ligands and iron. 

Additional studies of metal active sites in proteins via X-ray spectroscopies have been previously 

reviewed by Aziz.
178

 In addition, a similar L-edge NEXAFS study has investigated the 

interaction between Ni
2+

 and nucleotide bases in (Ni)∙M-DNA, in which the metal ion 

participates in the base pair bonding interaction.
171
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Figure 23: TFY NEXAFS spectra of the Fe L2 and L3 edges of (a) 3 mM aqueous solutions of 

hemoglobin and (b) a 3 mM solution of hemin in ethanol collected in a liquid flow cell, as well 

as (c) the solid-phase spectra of hemoglobin (red) and hemin (blue). Dotted lines in the solution-

phase panels indicate calculated spectra from ligand multiplet calculations. Inset figures show 

the structures of the iron-porphyrin complexes of hemoglobin and hemin with imidazole and 

chloride proximal ligands, respectively. Reproduced from E. F. Aziz et al., “Probing the 

Electronic Structure of the Hemoglobin Active Center in Physiological Solutions.” Phys. Rev. 

Lett. 2009, 102 (6), 68103. 
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Figure 24: TFY NEXAFS spectra of the Fe L2 and L3 edges of myoglobin with various transport 

ligands. The spectra have been normalized to the intensity of the most intense feature of the L2 

edge centered at ~721 eV. Reduced intensity of the primary feature of the L3 edge, centered at 

~707.5 eV, has been attributed to charge transfer between the ligands and the iron center. 

Reproduced from K. M. Lange et al., “Ligand Discrimination of Myoglobin in Solution: An Iron 

L-Edge X-Ray Absorption Study of the Active Centre.” Chem. Commun. 2013, 49 (39), 4163. 

 

 Additional studies of amino acid and protein solvation and structure in solution have been 

carried out directly on the structural edges of the polypeptide backbone (i.e. C, O, and N K-

edges). Such studies are inherently limited to small molecule samples, since large polypeptides 

contain numerous non-equivalent atoms of these types and thus would have NEXAFS spectra 

with too much complexity for reasonable interpretation. Schwartz et al., for example, studied the 

nitrogen K-edge of triglycine in several salt solutions to study specific-ion interactions of the 

protein backbone with ions across the Hofmeister series.
170

 A detailed pH-dependent study of all 

3 structural edges of the peptide backbone focused on the isolated glycine amino acid for spectral 

simplicity.
166

 The NEXAFS C, O, and N K-edge spectra of aqueous glycine as a cation, 

zwitterion, and anion are shown in Figure 25. The oxygen and nitrogen K-edges reveal 

distinctive spectral changes upon protonation/deprotonation of the target atom, as might be 

expected. Changes to the carbon K-edge spectrum as a function of pH are subtle. Interestingly, 

the most obvious change is the red shift in the sharp feature corresponding to the 1sC=O→π* 

transition at high pH. The protonation state of the carbonyl oxygen, however, is identical at high 

and neutral pH. Instead, this shift is thought to arise from a decrease in the electronegativity of 

nitrogen upon deprotonation resulting in a small rearrangement of the electron localization along 

the molecular backbone. 
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Figure 25: pH dependence of the NEXAFS spectrum of glycine on (a) the nitrogen K-edge, (b) 

the oxygen K-edge, and (c) the carbon K-edge showing spectra of glycine as an anion (A), 

zwitterion (B), and cation (C). Spectral changes upon deprotonation of the amino group and 

protonation of the carboxyl group are clearly visible in the high and low pH spectra, respectively. 

Reproduced from B. M. Messer et al., “pH Dependence of the Electronic Structure of Glycine.” 

J. Phys. Chem. B 2005, 109 (11), 5375–5382. 

 

VII. Concluding Remarks 

 

 Since the introduction of liquid microjet technology into XAS in 2001, X-ray absorption 

spectroscopy has evolved into a general and powerful tool for the study of the structures and 

dynamics of liquids and solutions. NEXAFS and EXAFS techniques, coupled with electronic 

structure calculations, have now been utilized to characterize the local environments of many 

species in the liquid phase. The atom-specific nature of this spectroscopy allows for the chemical 

environments of specific atoms in fairly complex molecules to be investigated, providing a probe 

of solute-solute, solute-solvent, and solvent-solvent interactions. This review has provided an 

overview of current capabilities of XAS for the study of liquids, and highlighted some salient 

results obtained from these experiments. We have also revealed a trend of subtle but 

unmistakable discrepancies between spectra of liquid systems measured in liquid microjets and 

flow cells,  particularly with regards to changes to the water oxygen K-edge NEXAFS spectrum 

upon addition of solutes. The origin of this discrepancy has not yet been examined. 

 

a b c 
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I. Abstract 

 

 Since their introduction into the commercial marketplace in 1991, lithium ion batteries 

have become increasingly ubiquitous in portable technology. Nevertheless, improvements to 

existing battery technology are necessary to expand their utility for larger-scale applications, 

such as electric vehicles. Advances may be realized from improvements to the liquid electrolyte; 

however, current understanding of the liquid structure and properties remain incomplete. X-ray 

absorption spectroscopy of solutions of LiBF4 in propylene carbonate (PC), ethylene carbonate 

(EC), and dimethyl carbonate (DMC), interpreted using first-principles electronic structure 

calculations within the eXcited electron and Core Hole (XCH) approximation, yields new insight 

into the solvation structure of the Li
+
 ion in alkyl carbonate solutions. By generating linear 

combinations of the computed spectra of Li
+
-associating and free PC molecules and comparing 

to the experimental spectrum of 1M LiBF4 in PC, we find a Li
+
-solvent interaction number of 

4.5. This result suggests that computational models of lithium ion battery electrolytes should 

move beyond tetrahedral coordination structures. 

 

II. Introduction 

 

 Lithium ion batteries (LIBs) have rapidly grown to dominate the rechargeable battery 

market for portable technology. Given the simultaneous expansion of the market for handheld 

devices (i.e. cellular phones, laptops, tablets, etc.), LIBs now comprise a multibillion dollar 

industry.
1
 Such demand has spurred intense research and development efforts.

2
 Nevertheless, 

serious shortcomings persist which limit the utility of modern LIBs for larger-scale applications 

in electric vehicles (EVs) or for power storage utilized in conjunction with intermittent 

renewable energy sources (wind, solar, etc.).
2–4

 These shortcomings include high cost, energy 

density below optimal EV standards, slow recharging rates, and limited lifetimes. 

 A typical commercial LIB consists of a graphite negative electrode and metal oxide or 

metal phosphate positive electrode (e.g. LiCoO2, LiFePO4, LiMnO2, etc.). Charge is transported 

by lithium ions travelling between the electrodes through a liquid electrolyte commonly 

consisting of a lithium salt with a large, charge-disperse anion such as PF6
-
, BF4

-
, ClO4

-
, or more 

recently larger, carbon-based anions such as bis(oxalato)borate {B(C2O4)2
-
; BOB

-
} dissolved in a 

non-aqueous solvent. These solvents typically consist of combinations of linear alkyl carbonate 

molecules such as dimethyl carbonate (DMC) and ethyl methyl carbonate (EMC), and the cyclic 

alkyl carbonate ethylene carbonate (EC). Propylene carbonate (PC), a structural analogue of EC 

with a methyl group on a ring carbon, is unsuitable for use in commercial batteries, as it 
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penetrates and ultimately damages the graphite electrode. Oxidation and reduction of the liquid 

electrolyte at the electrodes during initial cycling results in the formation of the “solid-electrolyte 

interphase (SEI),”
5–9

 consuming liquid electrolyte and incorporating some of the Li
+
 charge 

carriers from the cell. This passivating layer is thought to grow until it has become sufficiently 

resistive to fully restrict electron transfer between the electrode and liquid electrolyte while 

allowing passage of Li
+
.
3
 Thereafter, minimal damage occurs in the liquid electrolyte. 

 A great deal of effort has been dedicated to investigation of the electrodes and associated 

SEI of LIBs and the transport of Li
+
 through these media.

2,5,6,10–14
 Substantially less study has 

been directed towards the liquid electrolyte.
15

 It is becoming increasingly clear, however, that the 

structure of the liquid electrolyte substantially influences the function of LIBs, and that 

improvements to the liquid electrolyte are an essential component of the overall effort to improve 

LIBs for use in EVs and large-scale energy storage. Several studies have demonstrated that the 

solvation environment of the lithium ion in the electrolyte dictates the formation mechanism and 

resulting structure of the SEI.
7,16–18

 This is significant for a number of reasons: SEI growth 

consumes Li
+
, produces a high-resistivity region through which ions must migrate, and is widely 

implicated as the region of the battery in which failure is most likely to occur.
19

 Furthermore, 

recent studies by Xu et al. have suggested that the desolvation of the Li
+ 

from the liquid 

electrolyte is the slow step in Li
+
 insertion into the electrodes, thus comprising a critical 

limitation on power density and recharging rates.
20,21

 Clearly, improvements in the  electrolytic 

properties will improve nearly all significant aspects of LIB performance, including energy and 

power density, recharge time, and cycle life. 

 In order to realize the performance enhancements from improved electrolytes, it is 

necessary to thoroughly understand the electrolyte structure. Unfortunately, while a number of 

studies have been performed on LIB electrolyte systems, a clear picture of the solvation structure 

of the Li
+
 ion in alkyl carbonate solutions remains elusive. For example, several experimental 

and theoretical studies have suggested that a substantial degree of ion pairing/aggregation exists 

between Li
+
 and the counterion (BF4

-
, ClO4

-
, PF6

-
) at concentrations of ~1M (1 mol/dm

3
), the 

approximate solution concentration in standard commercial LIBs.
22–25

 Other studies of the 

electrochemical properties and infrared and Raman spectra of the same solutions and 

concentrations have suggested little or no ion pairing or aggregation.
16,26,27

 Similarly, the 

interactions of the ions with the solvent remain incompletely characterized. The generally 

favored structure comprises a tetrahedral coordination of carbonyl oxygen atoms around the Li
+
 

and weakly solvated counterions. Numerous experimental and theoretical studies have found 

total coordination numbers for Li
+
 (Li-O + Li-counterion interactions) very near four.

8,25,28,29
 

However, several vibrational spectroscopy studies (infrared absorption, Raman) of LIB 

electrolytes have suggested Li
+
 coordination numbers between 4 and 5.

16,30,31
 A study published 

by Kondo et al. utilized conductivity measurements to estimate the coordination number of Li
+
 

in PC at 4.3.
27

 Neutron diffraction studies by Kameda et al. have found a Li-O coordination 

number of 4.5 in the same electrolyte solution.
32

 Bogle et al. have interpreted the chemical shifts 

in 
17

C NMR to ascertain a Li-O coordination number of 5.69 for LiPF6 in EC,
33

 while at least one 

study utilizing NMR diffusivity measurements has estimated a coordination number for Li
+
 as 

LiClO4 in EC to be ~7 in concentrations up to ~1M.
34

 

 Here we investigate the coordination structure of Li
+ 

in solutions of LiBF4 in PC and a 

50:50 (by mole ratio) mixture of EC:DMC using x-ray absorption spectroscopy (XAS) of liquid 

microjets.
35

 XAS is an atom-specific core-level spectroscopic probe of the unoccupied electronic 

states; as such, it is sensitive to both the intra- and intermolecular environment of the target atom. 



58 

Experimental spectra in PC solution are interpreted through utilization of molecular dynamics 

simulations and spectral simulations computed using the Prendergast-Galli eXcited electron and 

Core Hole (XCH) methodology.
36

 Previous studies in our group have used these experimental 

and theoretical techniques to investigate the structure and chemistry of a variety of aqueous 

solutions.
37–40

 Here, we extend the methodology to a non-aqueous system of substantial practical 

utility for the purpose of understanding and improving the solvation properties and desolvation 

process of the Li
+
 ion in LIB electrolytes. 

 

III. Experimental and Theoretical Methods 

 

a. X-ray spectroscopy of Liquid Microjects 

 

 LiBF4, PC, EC, and DMC were obtained from Sigma Aldrich and had minimum purity of 

98%, 99.7%, 99%, and 98%, respectively. PC was stored under dry nitrogen until use. A mixture 

of 50:50 EC:DMC by mole ratio was produced volumetrically in atmosphere and was not stored 

under an inert gas. X-ray absorption spectra of PC solutions were collected at Beamline 8.0.1 of 

the Advanced Light Source at Lawrence Berkeley National Laboratory (Berkeley, CA); this 

beamline has a nominal maximum output of 6 x 10
15

 photons/s with resolving power E/ΔE of 

7000. XA spectra of EC:DMC solutions were collected at Beamline 6.0.2. As this beamline was 

designed with a chopper for time-resolved studies, the photon flux to the sample is substantially 

lower than that at Beamline 8.0.1. Liquid jets are produced by forcing pressurized (~15 bar) 

liquids through a 100 μm inner diameter silica capillary into a vacuum chamber (10
-5 

torr), where 

they interact with the x-ray beamline. Total electron yield (TEY) XA spectra are collected on a 

2.1 kV biased copper as a function of photon energy. Our previous work has demonstrated that 

spectra obtained in this manner are representative of the bulk liquid.
41,42

 Spectra are normalized 

to the signal collected simultaneously on a high-transmission gold grid intersecting the beamline 

several meters before it is focused into the chamber. Unlike previous work published by our 

group, this paper presents liquid spectra without gas-phase background subtraction; the low 

vapor pressure of PC (<2 torr at 298K) renders the gas phase spectrum insignificant, accounting 

for <0.2% of total intensity. Full XA spectra of the carbon and oxygen K-edges were collected 

with 0.2 eV step sizes and 1s count times; detailed spectra of the oxygen K-edge were collected 

with 0.05 eV steps and 2s count times. Single-point energy axis calibrations were performed 

using gas-phase carbon dioxide for the carbon K-edge and liquid water for the oxygen K-edge. A 

more complete description of the experiment can be found in a prior publication.
35

 

 

b. Molecular Dynamics Simulations 

 

 A many-body polarizable force field (FF) APPLE&P
43

 (Atomistic Polarizable Potential 

for Liquids, Electrolytes, and Polymers) has been used for molecular dynamics (MD) simulations 

of PC and (PC)LiBF4 electrolytes. APPLE&P utilizes an exp-6 form for description of non-

bonded interactions, also called the Buckingham potential, in conjunction with permanent 

charges situated on atomic sites and off-ether oxygen atomic sites for PC. The many-body 

polarization interactions are represented by the induced isotropic atomic dipoles and were solved 

self-consistently. The short-range interaction between induced dipoles is screened using Thole 

methodology with the Thole parameter (aT=0.4). Atoms connected by bonds (1-2) and bends (1-

2-3) were excluded from the list of non-bonded interactions. Atoms connected by 3 or more 
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bonds had full non-bonded interactions with the exception that 1-4 interaction between 

permanent charges and induced dipoles were scaled by 0.8. A detailed discussion of the 

functional form is provided elsewhere.
43

 Previously developed PC and PC/Li
+
 force field 

parameters were used.
44,45

 APPLE&P parameters
46

 for LiBF4  were modified by refitting BF4
-
 

charges to electrostatic potential around anion obtained at MP2/aug-cc-pvTz level, while Li…F 

repulsion parameters were refit to Li
+
/BF4

-
 binding energy obtained at the same level. The 

revised force field version was denoted as "e44." The revised force field yielded ion self-

diffusion coefficients and ionic conductivity of PC(LiBF4) electrolytes in excellent agreement 

with experiments (see Table 1). 

 We closely followed the simulation methodology previously used in MD simulations of 

electrolytes containing lithium salts.
45,46

 Two PC-LiBF4 systems have been constructed: a large 

simulation cell containing 640 PC and 64 LiBF4, and a small simulation cell containing 20 PC 

and 2 LiBF4. Simulations were performed at 298 K. Equilibration runs were 6 ns at 333 K 

followed by 3 ns and 6 ns equilibration runs in NPT ensemble at 298 K for the large and small 

systems, respectively. The density of the large box was imposed upon the small box to 

compensate for large density fluctuations arising from the small sample size. Production runs 

were performed for 8.3 ns and 1 ns for the large and small systems, respectively, in  the NVT 

ensemble. The cutoff for non-bonded interactions was set to 12  Å for the large box and at half a 

box for the small simulation cell. Snapshots of the molecular configurations of the small 

simulation box were saved at 20 ps intervals for the spectral simulations. Snapshots from a small 

box containing 20 PC were generated following the same methods. 

 

Table S1: Comparison of large and small MD simulation box properties to previously published 

experimental findings of Takeuchi et al.
23 

 

Large Box Small Box Experiment
23

 

# PC in MD box 640 20 

 # LiBF4 in MD box 64 2 

 Concentration (mol/L) 1.13 1.13 1.00 

Concentration (mol/kg) 1.03 1.03 

 Length of equilibration (ns) 3.2 6 

 Length of the run (ns) 5.55 0.6 

 Density (kg/m
3
) 1257 1261 1251 

D, solvent (1e-6 cm
2
/s) 2.47118 

 

2.2 

D, anion  (1e-6 cm
2
/s) 1.06465 

 

1.5 

D, Li+  (1e-6 cm
2
/s) 0.901052 

 

0.9 

Conductivity, no Finite Size Correction (mS/cm) 3.412459 

 

3.6 

Conductivity, hydro-corrected (mS/cm) 4.301659 

 

3.6 

dynamic degree of dissociation 0.41 

 

0.4 

fraction of free Li (r Li-B > 3.6 Å) 0.16 0.008 

 fraction of free B (r Li-B > 3.6 Å) 0.06 0 

  

c. Spectral Simulations 

 

 Simulated spectra of the oxygen K-edge of PC and the (PC)LiBF4 electrolyte were 

calculated using the XCH approximation,
36

 a first-principles constrained-occupancy density 

functional theory (DFT) calculation, using molecular coordinates sampled from the small box 



60 

MD simulations described above. DFT calculations were performed under periodic boundary 

conditions using the Plane Wave Self-Consistent Field (PWSCF) program within the Quantum-

ESPRESSO package,
47

 employing the Pardew-Burke-Ernzerhof form of the Generalized 

Gradient Approximation to the exchange-correlation potential.
48

 The plane wave basis set, with a 

25 Ry kinetic energy cutoff, is sufficiently flexible to model both localized and delocalized 

Kohn-Sham orbitals in the XCH approximation to the core-excited states. The electron density of 

the lowest energy core-excited state was generated self-consistently with explicit inclusion of a 

core hole on a target oxygen atom, modeled with a suitably modified pseudopotential, together 

with the inclusion of the excited electron in the first available valence orbital. Higher energy 

excited states were approximated using the unoccupied Kohn-Sham orbitals of the XCH self-

consistent field. Transition matrix elements were computed within Fermi’s Golden Rule between 

the 1s atomic orbital of the ground state and the unoccupied orbitals from the XCH calculation. 

Resulting transitions were broadened via Gaussian convolution using a fixed linewidth parameter 

of 0.2 eV to produce the final simulated spectrum. Spectra obtained from independent excited 

atoms and/or MD snapshots were aligned based on an isolated atomic reference, utilizing a 

previously-published methodology,
39

 using the spectrum of gaseous CO2 to provide a single-

point energy alignment to experiment. 

 

IV. Results and Discussion 

 

a. XAS of PC and (PC)LiBF4 

 The TEY XA spectra collected for the carbon and oxygen K-edges of neat PC and 1M 

LiBF4 in PC are shown in Figures 1 and 2, respectively. As the carbon K-edge spectrum exhibits 

no significant changes upon addition of the lithium salt, no additional analysis has been 

performed for these spectra. However, several features in the oxygen K-edge spectrum exhibit a 

blue shift in the (PC)LiBF4 electrolyte relative to the analogous features in the spectrum of the 

neat solvent. Detailed spectra on the first sharp feature in the oxygen K-edge spectra, near 533.5 

eV, were collected for neat PC and solutions of 0.25, 0.5, and 1.0 M LiBF4 in PC (Figure 3). This 

feature exhibits a progressive blue shift, increasing as a function of LiBF4 concentration, with a 

total shift of 0.07 eV from neat PC to the 1M solution. As this spectral feature is much sharper 

and more clearly defined than those near 538 and 543 eV, which also exhibit blue shifts upon 

addition of the lithium salt, we have chosen to focus our analysis on this region of the spectrum. 
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Figure 1: Experimental carbon K-edge XA spectra of propylene carbonate (PC) and 1M 

(PC)LiBF4. The PC spectrum does not exhibit any significant change upon addition of the 

lithium salt. 

 

 
Figure 2: Experimental and calculated oxygen K-edge XA spectra of PC and (PC)LiBF4. The 

black dotted line corresponds to the center of a Gaussian fit performed on the carbonyl π* feature 

of the experimental spectrum of neat PC. Features are labeled with their character as assigned 

from isosurfaces of the final states. The calculated PC spectrum accurately reproduces the 

experimental spectrum, but the blue shift observed in the experimental spectrum upon addition of 

LiBF4 is not reproduced in the theory. The PC structure is illustrated in the lower panel. 
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Figure 3: High-resolution experimental XA spectra of the carbonyl π* feature of PC and 

(PC)LiBF4 electrolyte solutions. The blue shift observed for the π* feature increases as a 

function of concentration: 0.25M, 0.02 eV; 0.5M, 0.04 eV; 1.0M, 0.09 eV relative to neat PC. 

 

 

b. MD Simulations 

 

 The large-box MD simulations produced values for diffusivity, conductivity, and degree 

of uncorrelated ionic motion (ionicity) in excellent agreement with previously reported 

experimental values;
25

 these values are tabulated in Table 1. A comparison of the structural 

parameters of the small and large boxes is presented in Figure 4. The small box does exhibit a 

small increase in ion aggregation (Li..F association number of 1.95 for the large box, 2.1 for the 

small box), likely facilitated by the enforced proximity of ions in the small box. The increase in 

Li
+
..BF4

- 
association is balanced by a corresponding decrease in the number of Li

+
-solvent 

interactions in the first solvation shell (2.3 large box, 2.15 small box), resulting in a constant 

value for the total lithium coordination number (~4.25). The Li
+
..carbonyl interaction lengths and 

Li
+
..O=C angular distributions are very similar for the small and large boxes (average Li

+
..O=C 

angle 149.2° large box, 148.4° small box). This suggests that the interactions between the lithium 

ion and solvent molecules are not substantially altered by the small system size in the small 

simulation box. 
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Figure 4: Comparison of structural parameters from large (640 PC, 64 LiBF4) and small (20 PC, 

2LiBF4) MD simulation boxes: (A) Angular distribution of Li
+
..O=C solvent interactions; (B) 

Radial distribution functions {RDFs, g(r)} and integrated radial distribution functions {iRDFs, 

n(r), shown as dashed lines} for interactions of Li
+
 with PC carbonyl oxygen; and (C) RDFs and 

iRDFs for interaction of lithium with fluorine from the BF4
-
counterion. There is a small increase 

in Li..F interaction and decrease in Li..O= interaction in the small box relative to the large box, 

but the total coordination number (4.25) and solvent interaction angles are consistent. 



64 

c. Spectral Simulations 

 

 Due to the high computational cost of performing first-principles electronic structure 

calculations on large systems, the XCH calculation was performed using molecular 

configurations sampled from the small simulation boxes containing 20 PC for the neat liquid and 

20 PC with 2 LiBF4 for the electrolyte. The calculated spectrum of neat PC, shown in the bottom 

panel of Figure 2, reproduces the experimental spectrum well. The calculated spectrum of the 

(PC)LiBF4 electrolyte solution does not exhibit the characteristic blue shift relative to the neat 

liquid observed in the experimental spectrum. Observed transitions in the XA spectrum were 

assigned with the assistance of isosurfaces generated for the states comprising each of the four 

major spectral features in neat PC. These isosurfaces, presented in Figure 5, suggest that the 

sharp features near 533.5 and 536.5 eV represent transitions to the π-antibonding system from 

the carbonyl and ring oxygen atoms, respectively. The broader, higher-energy states represent 

1s-σ* transitions. As observed in the isosurfaces, the σ* states are highly disperse, with 

substantial density on neighboring molecules; as such, configurational broadening arising from 

inhomogeneity of the liquid environment is the primary source of spectral broadening for these 

features. The π* system is more localized, minimizing inhomogeneous broadening, explaining 

the narrower spectral width of features associated with transitions into this state. Other 

significant sources of broadening for these features include core-hole lifetime broadening and 

vibrational broadening.
49

 In the condensed phase, vibrational structure is broadened, resulting in 

asymmetric features weighted towards the blue;
50

 such structure is observed in the π* features of 

the experimental spectra. Each σ* feature contains spectral intensity for transitions originating 

from both carbonyl and ring oxygen atoms. While the calculated spectrum does not reproduce 

the experimental blue shift from PC to (PC)LiBF4, the features in the experimental spectrum 

exhibiting the shift originate at least in part from the carbonyl oxygen. The largest shift is 

observed in the carbonyl π* feature. Less dramatic shifts are observed for the σ* features, 

resulting from shifting only of the spectral lines associated with transitions originating from the 

carbonyl oxygen. The ring 1s to π* transition exhibits very little shift in the experimental 

spectrum. These observations support the Raman findings of Kondo et al, which suggest that 

Li
+
-PC interactions at concentrations below 2M occur nearly exclusively at the carbonyl oxygen 

of PC.
27
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Figure 5: Isosurfaces of excited states for transitions from the carbonyl and ring oxygen atoms of 

PC. All isosurfaces were calculated for the same molecule from the small simulation box of neat 

PC. Surfaces correspond to spectral features as labeled in Figure 2. The π* transitions originating 

from the carbonyl and ring oxygen atoms correspond to the separate, well-resolved transitions 

labeled as π*carbonyl and π*ring, while transitions from both the carbonyl and ring oxygen 

contribute to the spectral features denoted σ*1 and σ*2. The σ* states are highly delocalized 

throughout the neighboring PC molecules, resulting in substantial inhomogeneous 

configurational broadening of spectral features associated with transitions into these states. This 

phenomenon is not observed for the π* transitions, which are observed to have far more localized 

excited states. Isosurfaces were generated using Quantum-ESPRESSO and visualized in 

VESTA.
51

 

 

d. Evaluation of the Li
+
-PC Coordination Number 

 

 We divided the PC molecules in the molecular coordinates utilized to generate the 

calculated spectrum of PC(LiBF4) into two groups: those associating directly with the Li
+
 ion 

(i.e. in the first solvation shell, Li..O=C separation <2.5 Å), and those not directly associating 

with Li
+
 (free PC). Within the molecular coordinates sampled, no interactions were observed 

between Li
+
 and PC except via the carbonyl oxygen; i.e. no ring oxygen or carbon atoms were 

located within the 2.5 Å interaction range. The spectra calculated from excitations from the 

carbonyl and ring oxygen in the associating and non-associating molecule groups were averaged 

to produce independent spectra for PC associating with Li
+
 and free PC. These spectra are 

displayed in Figure 6. As predicted, there is no substantive difference in the spectrum of ring 

oxygen between associating and non-associating molecules. However, the carbonyl oxygen 
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spectrum of Li
+
-associating PC molecules does exhibit a blue shift relative to that of free PC; for 

the carbonyl π* feature centered at 533.5 eV, the peak is shifted by 0.35 eV, substantially greater 

than the experimental shift of 0.07 eV between the neat liquid and 1M electrolyte solution. Thus, 

the inability of the initial theoretical calculations to reproduce the experimentally observed blue-

shift most likely results from an underestimation of the association number of Li
+
-PC in the MD 

simulations. In order to estimate the correct association number, we have generated linear 

combinations of the computed carbonyl oxygen XAS spectra of associating and non-associating 

carbonyl oxygen for ratios of 20-50% associating molecules. The carbonyl π* region of these 

linearly combined spectra are presented in Figure 7, along with a line indicating the location of 

the center of the carbonyl 1s-π* transition feature in the experimental spectrum of 1M LiBF4 in 

PC. The experimental shift is best reproduced by the combination containing 40% (±2%) Li
+
-

associating molecules. A comparison of the linear combination for this proportion of Li
+
-

associating PC to the experimental spectrum is shown in Figure 8 and exhibits excellent 

agreement. Using a density of 1M (PC)LiBF4 of 1.251 kg/dm
3
,
25

 this association proportion 

corresponds to an average Li
+
-PC association number of 4.5 (±0.2). While incongruous with the 

standard tetrahedral model of Li
+
 solvation in electrolyte systems,

8,25,28,29
 this value is in 

excellent agreement with that measured in neutron diffraction experiments
32

 as well as IR studies 

of Li
+
-EC.

16
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Figure 6: Calculated XA spectra for transitions from carbonyl and ring oxygen in Li

+
-

associating and non-associating PC molecules. 'Li
+
-associating' PC has been defined for the 

purposes of this distinction as having a Li
+
 ion within 2.5 Å of the carbonyl oxygen; however, 

there are almost no Li
+
..O=C interactions longer than 2.25 Å and under 3 Å, as is apparent in the 

Li..O=C RDF in Figure 4. There is a distinct blue shift in the calculated XA spectrum of 

carbonyl oxygen interacting with lithium, while the spectrum of ring oxygen is insensitive to the 

presence of Li
+
. The calculated spectrum of non-interacting carbonyl oxygen closely matches the 

carbonyl oxygen spectrum of neat PC.  
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Figure 7: Linear combinations of the calculated XA spectra of Li

+
-associating and non-

associating (free) PC molecules in (PC)LiBF4 around the carbonyl π* transition. Spectra are 

labeled with the weighting of Li
+
-associating molecules in the linear combination producing each 

spectrum (thus, the curve labeled 0% is the spectrum of free PC, and 100% the spectrum of Li
+
-

associating PC). The center of each peak is marked with a vertical hash. The black dashed 

vertical line marks the experimental location of the carbonyl π* transition in 1M LiBF4. The 

experimental peak is best reproduced by the linear combination comprising 40% Li
+
-associating 

PC and 60% free PC. 
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Figure 8: Comparison of the calculated spectrum containing 40% Li

+
-associating PC and 60% 

free PC with the experimental spectrum of 1M LiBF4 in PC around the carbonyl π* feature (in 

blue). The experimental spectrum of neat PC and calculated spectrum of non-associating PC 

molecules are shown in red for comparison. The dashed green line indicates the spectrum of the 

Li
+
-associating PC molecules. This linear combination accurately reproduces the blue shift 

observed in the carbonyl π* feature of the experimental XA spectrum of the (PC)LiBF4 

electrolyte relative to the neat liquid. 

 

e. XAS of EC:DMC and (EC:DMC)LiBF4 

 

 The oxygen K-edge XA spectra of 50:50 (mole ratio) EC:DMC and 1M LiBF4 in the 

same solvent mixture are shown in Figure 9. As with PC, the lowest-energy spectral feature, 

corresponding to the carbonyl 1s → π* transition, exhibits a small blue shift upon addition of the 

lithium salt. Furthermore, an additional spectral feature is observed at higher energy than the 

salient features of the PC spectrum, at ~549 eV. A single molecular dynamics snapshot from a 

suitably relaxed simulation box containing 10 molecules each of EC and DMC has also been 

utilized as the input for an XCH calculation of the spectrum of the pure solvent mixture. While 

the sample size is small, the combined spectrum accurately reproduces the major spectral 

features of the experimental spectrum. The 549 eV feature is found to arise from DMC, the 

spectrum of which is also observed to lack the σ* feature at ~545 eV. The calculated energies of 

the π* features of EC and DMC are found to match one another exactly, which is consistent with 

experimental spectral widths for these features commensurate with those found for PC.  
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Figure 9: Experimental and calculated oxygen K-edge XA spectra of a 50:50 mixture of 

EC:DMC and experimental spectrum of 1M LiBF4 in the same mixture. Major spectral features 

are labeled on the calculated spectrum. As in the experimental spectra of neat PC and 1M LiBF4 

in PC, a small blue shift is observed in the carbonyl π* feature upon addition of the lithium salt. 

The second σ* feature does not occur in the calculated spectrum of DMC, while a new, lower-

intensity feature appears at ~549 eV. 
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 High-resolution detail scans of the carbonyl π* feature of 50:50 EC:DMC and 1M LiBF4 

in the same mixture are shown in Figure 10. The lithium salt is observed to produce a 0.08 eV 

blue shift in the peak center of this spectral feature. This shift is commensurate with the shift 

observed in 1M PC solutions. As only rough XCH calculations have been performed on the neat 

solvent and no spectral simulations have been performed on the salt solution, analysis of the 

solvation number has not been performed for this system. However, solvation numbers in similar 

electrolyte solutions have been computed from Raman spectra utilizing a similar methodology 

fitting to computed peaks of Li
+
-associating and non-associating solvent molecules.

52
  The same 

analysis was not possible via Raman spectroscopy for PC-based electrolytes due to added 

spectral complexity arising from the different isomers and conformers of PC. 

 

 
Figure 10: High-resolution detail scans of the carbonyl π* feature in the oxygen K-edge 

NEXAFS spectra of neat 50:50 EC:DMC and 1M LiBF4 in 50:50 EC:DMC indicating a blue 

shift of 0.08 eV upon addition of the lithium salt. 

 

V. Conclusions 

 

 The oxygen K-edge XA spectrum of PC and 50:50 EC:DMC exhibit a small blue shift 

upon addition of LiBF4 which increases as a function of concentration. Shifts are only observed 

in spectral features associated with transitions from the carbonyl oxygens; transitions from the 

ring oxygens are unaffected by the addition of salt. XCH calculations have shown that the 

spectrum of free PC in the electrolyte solution is unchanged from that of the neat liquid, while 

the spectra of PC molecules coordinating Li
+
 exhibit a blue shift. The experimental electrolyte 

spectrum can be accurately modeled as a linear combination of the spectra of Li
+
-associating and 

free PC molecules. A linear combination of 40% lithium-associating and 60% free PC best 

reproduces the experimental spectrum of 1M LiBF4. From this ratio we have calculated a 

Li
+
..O=C association number of 4.5±0.2. The solvation number of Li

+
 in EC:DMC was not 

calculated. MD simulations developed to provide molecular coordinates for the XCH calculation 

produced bulk solution properties in good agreement with experimental values. However, on the 

molecular scale they underestimate the solvation number of Li
+
-PC relative to the experimental 

value determined in this study. New theoretical investigations of LIB electrolyte solutions 
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allowing for a substantial number of non-tetrahedral Li
+
 solvation structures will produce a more 

accurate model of the real solutions and may provide a route to improvements to current battery 

technology. 
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I. Abstract 

 

 Nitrate and nitrite ions are of considerable interest, both for their widespread use in 

commercial and research contexts and because of their central role in the global nitrogen cycle. 

The chemistry of atmospheric aerosols, wherein nitrate is abundant, has been found to depend on 

the interfacial behavior of ionic species. The interfacial behavior of ions is determined largely by 

their hydration properties; consequently, the study of the hydration and interfacial behavior of 

nitrate and nitrite comprises a significant field of study. In this work we describe the study of 

aqueous solutions of sodium nitrate and nitrite via X-ray absorption spectroscopy (XAS), 

interpreted in light of first-principles density functional theory electronic structure calculations. 

Experimental and calculated spectra of the nitrogen K-edge XA spectra of bulk solutions exhibit 

a large 3.7 eV shift between the XA spectra of nitrate and nitrite resulting from greater 

stabilization of the nitrogen 1s energy level in nitrate. A similar shift is not observed in the 

oxygen K-edge XA spectra of NO3
-
 and NO2

-
. The hydration properties of nitrate and nitrite are 

found to be similar, with both anions exhibiting a similar propensity towards ion pairing. 

  

II. Introduction 

 

 Owing largely to their affordable pricing and excellent water solubility, salts of nitrate 

and nitrite have found numerous uses in both commercial and laboratory applications. For 

example, nitrate is an important component of agricultural fertilizers, promoting general and leaf 

growth, although overuse of such fertilizers has come under significant scrutiny in recent years 

for its environmental impacts.
1
 In addition to their well-known applications in food preservation 

and similar antimicrobial roles, nitrite anions may prove useful in the complexation of actinides 

as part of the life cycle of nuclear fuels.
2
 In addition, recent studies have indicated that nitrate 

and nitrite may have therapeutic medical applications in the treatment of numerous conditions, 

particularly acute cardiovascular events including myocardial infarction and stroke.
3
 

 Nitrate is of particular importance in environmental chemistry and modeling as a result of 

its high concentration in atmospheric aerosols.
4
 It has become increasingly clear that the 

chemistry of such aerosols depends substantially on the interfacial behavior of constituent 

anions.
5,6

 Consequently, the behavior of atmospherically abundant ions such as nitrate at the air-

water interface have become the subject of substantial study in recent years.
7–11

 The results of 

theoretical investigations of the interfacial behavior of NO3
-
 have been inconsistent, with some 

models predicting interfacial enhancement and others interfacial depletion. Experimental results 

from ultraviolet second harmonic generation (UV-SHG) spectroscopy indicate a weak surface 
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enhancement,
12

 while X-ray photoelectron spectroscopy (XPS)
11

 indicates that nitrate is present 

at the air-water interface at a depleted concentration relative to the bulk. Much of this 

inconsistency can be attributed to a free energy of adsorption near 0.
12

 

Several researchers have proposed that surface affinity is largely driven by the 

polarizability of the ion in question.
7,8,13

 However, while polarizability often correlates with 

anion surface activity, recent studies have indicated that surface adsorption propensity is more 

generally controlled by the bulk hydration properties of the anion.
14–16 

Both models predict a 

stronger surface affinity for nitrate than for nitrite. However, UV-SHG investigations of aqueous 

sodium nitrite have indicated a substantially stronger surface affinity than that observed for the 

nitrate salts.
17 

This surprising result has been attributed to the adsorption of nitrite to the air-

water interface as a contact ion pair with the sodium counterion. 

 In this work we present the study of aqueous solutions of sodium nitrate and sodium 

nitrite via X-ray absorption spectroscopy (XAS). XAS provides an atom-specific probe of 

unoccupied electronic states, and is sensitive to both the intra- and intermolecular environment of 

the target atom. Extraction of meaningful chemical information from XA spectra requires 

interpretation with the assistance of detailed electronic structure calculations. We have utilized 

the Prendergast-Galli eXcited electron and Core Hole (XCH) methodology, a first-principles 

density functional theory calculation, to compute theoretical XA spectra of aqueous NaNO3 and 

NaNO2 solutions. We have recently used this combination of experimental and theoretical 

methodology to study cation-cation pairing in aqueous solutions of guanidinium hydrochloride,
18

 

the hydrolysis of carbon dioxide in the carbon cycle,
19–21

 and the solvation of Li
+
 by propylene 

carbonate.
22(Chapter 2) 

Here, we apply these techniques to the comparative study of ion solvation 

and pairing in aqueous solutions of NaNO3 and NaNO2. 

 

III. Experimental and Theoretical Methods 

 

a. X-ray Spectroscopy of Liquid Microjets 

 

 Nitrate and nitrite were used as obtained from Merck AgA, ACS grade, with 99% 

minimum purity. Solutions were prepared in 18.1 MΩ∙cm water obtained from a Millipore 

system. 

 XA spectra of the nitrogen K-edge were collected at Beamline 8.0.1 of the Advanced 

Light Source at Lawrence Berkeley National Laboratory (Berkeley, CA), with nominal resolving 

power E/ΔE = 7000. Liquid jets of solutions of nitrate and nitrite were generated by pumping the 

liquid through a 30-μm inner diameter silica capillary. The liquid jets interact with the focused 

X-ray beamline (spot size ~100 μm x 35 μm) in a vacuum chamber at ~10
-4

 torr. Total electron 

yield (TEY) XA spectra are collected on a 2.1 kV biased copper electrode with 0.2 eV step sizes 

and 1 second count time per step. Our previous work has demonstrated that TEY XA spectra are 

representative of the bulk liquid.
23,24

 Spectra have been normalized to I0 signal collected on a 

high-transmission gold grid intersecting the beamline upstream of the chamber. Spectra of the 

gas-phase background were measured by moving the jet ~1 mm out of the X-ray beamline and 

collecting the TEY spectrum; the resulting gas-phase spectra were subsequently subtracted from 

the corresponding liquid spectra. A single-point energy axis calibration was performed using 

gaseous nitrogen. A more complete description of the experiment can be found in a prior 

publication.
25 
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b. Molecular Dynamics Simulations 

 

 Condensed phase molecular dynamics simulations were performed in Amber 14
26

 under 

periodic boundary conditions. We constructed simulation cells for sodium nitrate and sodium 

nitrite solvated by TIP3P water molecules in two sizes: small boxes, containing ~90 water 

molecules; and larger boxes containing ~550 water molecules. Exact simulation box sizes and 

contents are listed in Table 1 for nitrate and Table 2 for nitrite. We employed a semi-empircal 

Quantum Mechanics/Molecular Mechanics (QM/MM) approach utilizing the PM3 methodology, 

while the classical region was simulated using the Amber default ff99SB force field parameters. 

The quantum mechanical region consisted of the nitrate/nitrite anion and intermolecular 

interactions of the anion with any cation or water molecule within a defined interaction cutoff 

distance; this same cutoff distance was utilized for treatment of intermolecular interactions 

within the classical region of the simulation cell comprising all components aside from the anion. 

Trajectories of the small boxes were simulated for 20 ns using a 4Å cutoff for intermolecular 

interactions, with coordinate snapshots stored every 200 fs. The larger boxes were simulated 

with 4, 7, and 10Å interaction cutoffs, with simulation times between 20 and 150 ns and again 

recording coordinates every 200 fs. More detailed simulation parameters may be found in Tables 

I and II. Radial distribution functions (RDFs) and integrated RDFs were calculated using the 

built-in analysis tools of the Visual Molecular Dynamics (VMD) program.
27 

 

c. Simulated Spectroscopy 

 

 Simulated spectra of the nitrogen and oxygen K-edges of nitrate and nitrite were 

calculated using the XCH approximation,
28

 a first-principles constrained-occupancy density 

functional theory (DFT) electronic structure calculation. Molecular coordinates for the electronic 

structure calculations were sampled from the small box MD simulation, with snapshots for 

simulated spectroscopy separated by 160 ps. Fifty snapshots each corresponding to ion-paired 

(rN-O…Na ≤ 2.6 Å) and unpaired (rN-O…Na > 2.6 Å) configurations were analyzed and averaged for 

each anion. DFT calculations were performed under periodic boundary conditions using the 

Plane Wave Self-Consistent Field (PWSCF) program within the Quantum-ESPRESSO 

package.
29

 Exchange correlation potentials were calculated within the Perdew-Burke-

Ernzerhof form of the Generalized Gradient Approximation (PBE-GGA).
30

 The XCH calculation 

generates the electron density of the lowest energy core-excited state self-consistently, promoting 

an electron from a target atom and modeling the impact of the core hole on electronic structure 

via a suitably modified pseudopotential. Higher energy excited states are approximated from the 

unoccupied Kohn-Sham orbitals of the self-consistent field generated for the first core-excited 

state. Transition matrix elements between the 1s atomic orbital of the target atom and calculated 

unoccupied states are computed within Fermi’s Golden Rule. Resulting transitions were 

broadened via Gaussian convolution using a fixed linewidth of 0.2 eV to generate the X-ray 

absorption spectrum of the target atom. The averaged spectra over the 50 snapshots of each 

anion/configuration were rigidly aligned to the experimental energy scale using a constant shift 

derived from alignment of a reference spectrum of gaseous N2 using a previously-described 

methodology that provides relative spectral alignment by reference to an isolated atom.
19 
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IV. Results and Discussion 

 

 XA spectra of the nitrogen K-edge of sodium nitrate and sodium nitrite solutions between 

0.5 and 3M are shown in Figure 1. The spectra exhibit two strong features: a sharp feature 

corresponding to the 1s-π* transition, and a broader feature corresponding to the 1s-σ* transition 

centered ~9.5 eV higher in energy. The spectrum of each anion is found to be invariant with 

concentration in this range. However, a substantial blue shift of ~3.65 eV (measured at the center 

of the 1s-π* transition) separates the nitrate spectrum from the nitrite spectrum. This is consistent 

with similar shifts previously reported between the X-ray photoelectron spectra of aqueous 

nitrate and nitrite
11

 and XA spectra of the solid potassium salts.
31

 It is substantially larger than 

the 1.4 eV shift previously observed in the nitrogen K-edge spectra of aqueous glycine with 

neutral and protonated (oxidation state +1) nitrogen atoms.
32 

 

 

Figure 1: Nitrogen K-edge TEY XA spectra of solutions of NaNO3 and NaNO2 between 0.5 and 

3 M. The spectra of each salt are qualitatively similar across the concentration range studied.  

Annotations indicate the spectral regions corresponding to 1s-σ* and 1s-π* transitions. 
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Table 1: Simulation parameters from MD simulations of sodium nitrate. 
i
 Percentage of 

snapshots representing an ion-paired configuration. 

 

Interaction cutoff (Å) 4 4 7 10 

# of water molecules 90 511 

Box dimensions (Å) 14.584 25.622 

 13.062 24.324 

 14.334 25.251 

Concentration (mol/L) 0.608 0.105 

Run time (ns) 20 82 81 150 

Pairs (%)
i 

68.2 39.8 53.4 31.2 

 

 

Table 2: Simulation parameters from MD simulations of sodium nitrite. 
i
 Percentage of 

snapshots representing an ion-paired configuration. 

 

Interaction cutoff (Å) 4 4 7 10 

# of water molecules 89 555 

Box dimensions (Å) 13.080 24.866 

 14.332 26.542 

 13.885 25.589 

Concentration (mol/L) 0.638 0.0983 

Run time (ns) 20 20 20 20 

Pairs (%)
i 

63.8 27.9 42.8 59.8 

 
 

 The performed MD simulations do not suggest a statistically significant difference in the 

ion pairing rates of sodium nitrate and sodium nitrite salt solutions in the small box simulations 

used for electronic structure calculations (see Tables 1 and 2). Radial distribution functions 

(RDFs) and integrated RDFs describing the interactions of the anions (as measured from the 

position of the nitrogen atom) and Na
+
 cations with the water solvent and one another are shown 

in Figures 2 (nitrate) and 3 (nitrite). Unsurprisingly, increasing the box size from ~90 water 

molecules to >500 waters substantially decreased the ion pairing probability for both nitrate 

(from 68% to 22%) and nitrite (from 63% to 28%). It is likely that the ions in the small box used 

for electronic structure calculations experienced enhanced ion pairing as a result of finite size 

effects. Also unsurprisingly, increasing the interaction length in the larger box generally 

increases the probability of ion pairing. There is a decrease in NO3
-
…Na

+
 ion pairing from the 

7Å cutoff simulation to the 10Å cutoff simulation, which was reproducible over several 

simulation runs. The origin of this anomalous behavior is not clear. It is reasonable to assume 

that the results of the 10Å cutoff simulations are most accurate within the simulation parameters 

utilized. However, this is the only set of simulation parameters for which nitrite exhibits a greater 

propensity for ion pairing than nitrate, whereas experimentally determined activity coefficients 

for solutions of sodium nitrate
33

 and nitrite
34

 indicate a greater propensity towards ion pairing in 

nitrate solutions throughout the concentration range covered in this work. While this does 

indicate that the small box simulations used in the electronic structure calculations was 

reasonably representative of the relative rates of ion pairing indicated by the experimental data, 
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the anomalous ion pairing behavior observed in the 10Å cutoff simulations of the larger system – 

ostensibly the most accurate simulations performed – presents an interesting matter for future 

investigation. Correlation curves – calculated by correlation(dt) = <f(t)∙f(t+dt)> with f(t) = 1 for 

ion-paired configurations, f(t) = -1 for unpaired configurations – are shown in Figure 4, fitted to 

least-squares exponential decay curves. Fit parameters and correlation lifetimes may be found in 

Table 3. The ion-pairing correlation lifetimes for the small box simulations are found to be 121 

and 77 ps for NO3
-
 and NO2

-
, below the 160 ps interval at which parameters were stored for 

electronic structure calculations. 
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Figure 2: a) Radial distribution functions {RDFs, g(r)} and integrated radial distribution 

functions {nRDFs, n(r), shown as dashed lines} for the interaction of the sodium ion with water 

oxygen in MD simulations of NaNO3; b) RDFs and nRDFs for the interaction of the sodium ion 

with nitrate (measured from the position of the nitrogen atom) for the same MD simulations; c) 

RDFs and nRDFs for the interaction of the nitrate nitrogen atom with water oxygen; d-f) contain 

the RDFs from a-c, respectively, extended to longer range and expanded to lower values on the 

y-axis to show second and third solvation layers in ion-water RDFs and solvent-separated ion 

pair formation in the ion-ion RDF. The splitting observed in b) arises from the existence of two 

distinct ion-pairing configurations, one in which the cation sits between two of the oxygen atoms 

of the nitrate anion, closer to the nitrogen, and one in which the sodium ion interacts with only 

one oxygen atom, further from the nitrogen. 
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Figure 3: a) RDFs {g(r)} and nRDFs {n(r), shown as dashed lines} for the interaction of the 

sodium ion with water oxygen in MD simulations of NaNO2; b) RDFs and nRDFs for the 

interaction of the sodium ion with nitrite (measured from the position of the nitrogen atom) for 

the same MD simulations; c) RDFs and nRDFs for the interaction of the nitrite nitrogen atom 

with water oxygen; d-f) contain the RDFs from a-c, respectively, extended to longer range and 

expanded to lower values on the y-axis to show second and third solvation layers in ion-water 

RDFs and solvent-separated ion pair formation in the ion-ion RDF. The Na
+
…water RDF 

exhibits different behavior outside the first solvation shell for different interaction cutoff lengths. 

This behavior was not observed in the Na
+
…water RDFs for the nitrate simulations, which 

overlaid well across all interaction cutoffs. 
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Figure 4: Correlation functions <f(t)∙f(t+dt)> for anion-cation interactions in MD simulations of 

NaNO3 (top) and NaNO2 (bottom). Least-squares best fit exponential decay curves for each 

correlation function are indicated by dashed lines of corresponding color. Coefficients for best-fit 

lines and corresponding correlation times are listed in Table 3. 

Table 3: Fit coefficients from the least-squares exponential fits of form f(dt) = Y0 + Ae
-dt/τ

 to the 

ion-pairing correlation plots in Figure 4. The first 3 rows for each anion contain the fit 

parameters to the correlation curves from the large box simulation results with 4, 7, and 10 Å 

cutoffs for intermolecular interactions, while the fourth line contains the fit parameters for the 

correlation curve of the small box simulation. The correlation lifetimes τ are found in the last 

column. 

 

 Cutoff (Å) Y0 A 1/τ (ps
-1

) ×10
-3

 τ (ps) 

NO3
-
 4 0.342(4) 0.67(3) 3.6(5) 274 

 7 0.141(7) 0.85(6) 4.1(4) 242 

 10 0.211(2) 0.782(0) 3.00(8) 332 

(small box) 4 0.093(9) 0.74(7) 8.2(7) 121 

NO2
-
 4 -0.008(3) 1.02(0) 2.0(9) 479 

 7 -0.08(5) 1.05(5) 3.5(1) 285 

 10 0.136(9) 0.80(9) 4.0(1) 249 

(small box) 4 0.011(6) 0.91(0) 12.(9) 77 
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The sodium-water RDFs exhibit a maximum for the first solvation shell at 2.4 Å and 

corresponding minimum between the first two shells at 3.15 Å, consistent with literature values 

from experiments and theory.
35–37

 The Na
+
 hydration number obtained by the value of the nRDF 

at the 3.15 Å minimum is found to be ~4.9. This is slightly lower than previously reported 

values, but within error of most;
36,38–40

 furthermore, the hydration numbers from the small box 

simulations used for electronic structure calculations are found to be slightly higher at ~5.05. 

MD simulations reveal very little difference in the hydration properties of nitrate and 

nitrite. The hydration of each anion was found to be consistent between the small and large 

simulation boxes and across interaction lengths, with nitrate and nitrite hydrated by an average of 

11.8 and 11.9 water molecules, respectively, in the first shell. These values are somewhat larger 

than previously reported hydration numbers from ab initio simulations
41,42

 and classical MD 

simulations.
9
 Some of this discepancy is likely explained by differences in the method by which 

hydration number is calculated. Many previous papers have estimated hydration numbers by the 

number of hydrogen bond donors or the RDF from the oxygen atoms. We have estimated 

hydration numbers from the integrated RDF, counting water molecules around the oxygen atoms 

as well as those directly interacting with the nitrogen center and effectively including non-

bonding or weakly-interacting near-neighbors (i.e. not in a traditional hydrogen bond donor 

geometry with respect to the anion). Experimental estimates of the hydration numbers from 

scattering and infrared absorption experiments vary substantially,
43–45

 with one  X-ray diffraction 

study finding a hydration number for nitrate as high as 17.7.
46

  The question of solvation 

structure is further complicated by the suggestion of Simeon et al. that two distinguishable forms 

of aqueous NO3
-
 with differing solvation numbers coexist near room temperature.

47
 Furthermore, 

it has been suggested that the first solvation shell of the nitrate anion, from the standpoint of 

solvation thermodynamics and polarizability, contains only 3 water molecules,
8,48

 suggesting that 

precise solvation number from the integrated RDF may have a limited effect on electronic 

structure and associated transition dipole oscillator strengths. The maximum of the first peak in 

the N…Owater RDF, corresponding to the first solvation shell, is consistently located at 3.7 Å. 

This is slightly longer than the average experimental radius of 3.51 Å measured at 25º C via X-

ray diffraction.
49

 The maximum of the nitrite N…Owater RDF is located closer to the nitrogen, at 

3.5 Å; however, this results from the nearer proximity of oxygen to the increased exposure of the 

nitrogen atom, and the hydrogen bond lengths are similar to those from the nitrate simulations. 

The first peak of the RDF extends to the same minimum at 4.5 Å as that found for nitrate. 

Calculated XA spectra of the nitrogen K-edge for ion-paired and unpaired molecular 

configurations of NO3
-
 and NO2

-
 are compared to the experimental spectra in Figure 5. The 

theoretical spectra accurately reproduce the spectral features observed in the experimental 

spectra. No significant differences between the ion-paired and unpaired spectra are evident for 

either anion. This is consistent with the experimental findings of an XAS spectrum independent 

of solution concentration. A spectral shift of 3.7 eV is observed between the 1s-π* features of 

nitrate and nitrite, consistent with the 3.65 eV shift between the experimental spectra. The 

computed valence density of states exhibit no substantial shift in the positions of the available 

virtual orbitals in the ground state (LUMO shift of ~0.07 eV), indicating that the observed and 

calculated spectral shift derives from a difference in the energy levels of the nitrogen 1s core 

levels of nitrate and nitrite. This is consistent with the previously-noted similar spectral shift 

observed in the XPS spectra of the ions.
11 



87 

 

Figure 5: Calculated nitrogen K-edge XA spectra of ion-paired and unpaired molecular 

configurations of NaNO3 (black) and NaNO2 (red). The lower panel shows the corresponding 

experimental spectra for comparison. Experimental and theoretical spectra have both been 

calibrated via a single-point energy alignment relative to the well-characterized spectrum of N2 

gas. The calculated spectra of ion-paired and unpaired molecular configurations indicate that the 

nitrogen K-edge spectrum is not sensitive to ion pairing. Dashed vertical lines indicate the peak 

centers of the 1s-π* transition for each anion in the experimental spectrum. The calculated 

spectrum of NO2
-
 matches experiment well; a blue shift of .05 eV relative to experiment is 

observed for NO3
-
. 

 Density isosurfaces of the core-excited LUMO and LUMO+1 states of aqueous nitrate 

and nitrite are exhibited in Figure 6. The LUMO for each anion exhibits π* symmetry, while the 

LUMO+1 exhibits primarily σ* character but is highly delocalized, with substantial electron 

density observed on solvent molecules throughout the simulation cell. The π* LUMO state is 

highly localized on the ion, with almost no electron density observed on the solvent water. This 

explains the insensitivity of the spectral feature associated with the transition into this state to the 

solvation environment of the ion. Similarly, the substantial extent of delocalization observed in 

the σ* states may explain their calculated and observed spectral insensitivity to the local 

environment; as the calculated electron density extends well beyond the first solvation shell and 

does not appear to favor hydrogen-bonded solvent molecules, the state may be sampling the bulk 

solvent sufficiently to render local structure fluctuations insignificant. Similar electronic 

structures have previously been found to exhibit spectral insensitivity to the local solvation 

environment in boron oxides.
50
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Figure 6: Electron-density isosurfaces of the LUMO and LUMO+1 core excited states of 

aqueous nitrate and nitrite anions. Images a) and b) show the calculated isosurfaces of the 

LUMO of nitrate and nitrite, respectively. These states exhibit distinctive π* geometry and are 

almost entirely localized on the anion. Images c) and d) exhibit the LUMO+1 of nitrate and 

nitrite, respectively. These states have primarily σ* character and are highly delocalized; while 

the displayed image highlights the character of the state on the anion, significant electron density 

is calculated to exist on water molecules throughout the simulation cell. Some solvent-centered 

density may be observed here, and does not appear to depend on hydrogen bonding or other 

specific solvent-solute geometries.  
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We have also computed the oxygen K-edge XA spectra of the nitrate and nitrite anions 

from the same snapshots; these are displayed in Figure 7. The computed spectra of ion-paired 

and unpaired snapshots were once again near-identical, and only the average of all snapshots is 

displayed. Oxygen K-edge spectra are found to be in the same energy range for nitrate and 

nitrite, suggesting that the enhanced core-level stabilization of the nitrogen atom in nitrate 

relative to nitrite is not present in the oxygen atoms. Generally, measurement of the XA spectra 

of aqueous solutes at the oxygen K-edge is not plausible due to the high-intensity, broad 

background spectrum of the H2O solvent. The calculated position of the first feature in the 

spectrum of aqueous nitrate and nitrite, however, is at slightly lower energy than the onset of 

water signal between 532 and 533 eV, and it may be possible to observe this feature in 

experimental spectra in future studies. 

 

 

Figure 7: Calculated oxygen K-edge XA spectra of NO3
-
 and NO2

-
. Energy calibration was 

performed relative to the oxygen K-edge absorption spectrum of gaseous CO2. As with the 

calculated nitrogen K-edge spectra exhibited in Figure 5, the calculated oxygen K-edge spectra 

of ion-paired and unpaired molecular configurations overlaid nearly exactly. Consequently, only 

the overall average spectra are displayed here. Collection of experimental oxygen K-edge 

absorption spectra is implausible due to the broad, high-intensity background signal generated by 

the liquid water solvent. 

V. Conclusions 

 

 We have presented the first XA spectra of aqueous NO3
-
 and NO2

-
. The hydration 

properties and ion-pairing propensities of the anions are found to be similar. The XA spectrum of 

NO2
-
 is red-shifted by 3.7 eV relative to the NO3

-
 spectrum; the theory indicates that this shift 

arises from a relative stabilization of the nitrogen 1s ground state in nitrate. The spectra are 

found to be insensitive to the local environment; this is likely a result of the localization of the π* 

state on the anion and delocalization of the σ* state well into the bulk water beyond the first 
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hydration shell. Calculated XA spectra of the oxygen K-edge of nitrate and nitrite do not indicate 

a substantial shift between the spectra of the two anions. 
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