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The DoF of the Asymmetric MIMO Interference
Channel with Square Direct Link Channel Matrices

Tang Liuf, Daniela Tuninetii, Syed A. Jafafr
fUniversity of lllinois at Chicago, Chicago, IL 60607, USAnail: tliu44, danielat@uic.edu
*University of California at Irvine, Irvine, CA 92697, USA niail: syed@uci.edu

Abstract—This paper studies the sum Degrees of Freedom bound for theK-user MIMO IC where each transmitter has
(DOF) of K-user asymmetric MIMO Interference Channel (|C) M antennas, each receiver h%antennasi and/ 7§ N,
with square direct link channel matrices, that is, the u-th indicated as the{M « N)K IC [3], [, [Bl, [B), [7], [8].

transmitter and its intended receiver have M, € N antennas . . . .
each, where M, need not be the same for allu € [1 : K]. The idea is to partition both the set of transmitters and the

Starting from a 3-user example, it is shown that existing Set of receivers into two groups, let the users in each group
cooperation-based outer bounds are insufficient to charaetize perfectly cooperate and thus outer bound the performance
the DoF. Moreover, it is shown that two distinct operating of the original IC by that of the so obtained 2-(super)user
g AL Wi it o sy L 108 O (€. Forthe (1 < )" IC. MIMO peraions are needed
to let that user transmit alone on the IC. ’Otherwise, pi’[ is in order to attain the optimal DoF; however it was observed
DoF optimal to decompose and operate the 3-user MIMO IC  that, except for some values 8f/N, eitherM or N can be
as an (M; + M, + Ms)-user SISO IC. This indicates that reduced without affecting the DoF1[3].][5]. For thig/ x
MIMO operations are useless from a DoF perspective in systesn  N')X model, both the achievability and converse proofs relied
without a dominant user. on the the symmetry of antennas across users and it is not a

The main contribution of the paper is the derivation of a S . . .
novel outer bound for the genePaIpK-user case that is tight priori clear how to generalize them to settings that lack thi

in the regime where a dominant user is not present; this is Symmetry.
done by generalizing the insights from the 3-user example to  The case wherdl MIMO users share the same channel

an arbitrary number of users. and each node can have different number of antennas has not
received so much attention as of yet, to the best of our knowl-
edge. The reason may lie in the fact that known bounds for

Interference channels (IC) have been extensively studied‘almost symmetric” ICs do not seem to be tight in the general
the past years due to their practical relevance. The cgpadase. In this work we study the class of general asymmetric
of even the simple two-user case is still open in general. FgMMO ICs with square direct link channel matricethat is,
the Gaussian noise IC progress has been made by focusingach transmitter and its corresponding receiver have the sa
the degrees-of-freedom (DoF), or scaling of the sum-céypachumber of antennas, but different transmitter-receiverspa
with signal-noise-ratio (SNR) as SNR grows to infinity. Acan have different number of antennas. Although this ggttin
signaling scheme, known as interference alignment [1], hiasnot fully general yet, it is a first step towards understagd
been shown to achieve 1/2 the interference-free capaaity the impact of heterogeneous devices in ad-hoc networks.
each user for almost all channel realizations, regardléss oThe main contribution of the paper is a full DoF char-
the number of users, in single antenna systems. This shoveeterization for the proposed setting. First we show that
the surprising result that ICs are not intrinsically ineggince existing cooperation-based outer bounds are insufficient t
limited. characterize the DoF and derive a novel DoF outer bound.

Multiple-input-multiple-output (MIMO) techniques areThe novel bound reveals that two distinct operating regimes
widely used in practical wireless communication systems asist. With adominantuser, i.e., a user that has more antennas
a means to increase the spectral efficiency. The complétan all the other users combined, it is optimal to let that
characterization of the DoF of a general multiuser MIMQ@ser transmit alone on the IC. Otherwise, it is optimal to
IC has been elusive so far. The case where every node dasomposand operate the MIMO IC as a multiuser single-
the same number of antennas was solvedlin [1], where it wiaput-single-output (SISO) IC where the number of users is
shown that MIMO operations are not needed to achieve th&en by the total number of transmit antennas. This rather
optimal DoF. The question whether the same remains treerprising result indicates that MIMO operations are usele
in asymmetricMIMO IC has been answered in some specidtom a DoF perspective in systems without a dominant user
cases only. if the direct link channel matrices are square.

In [2] Jafar and Fakhereddin fully characterized the DoF The paper is organized as follows. Sectidn Il presents the
of the 2-user MIMO IC with arbitrary number of antennaghannel model and summarizes known bounds. Sefibn I
at each node. Their result has served as a fundamental obighlights the main ingredients in the converse proof by
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means of a simple 3-user example. The rigorous proof féf users into two groups so as to form two ‘super users’ and
the generalK-user case is provided in Sectibn]IV. Sectioiby applying the result of]2], we immediately obtain that the

[Vl concludes the paper. DoF of our asymmetric MIMO IC satisfies
Il. CHANNEL MODEL AND KNOWN BOUNDS
ds < min max ZMi’ Z M; |, (4)
A. Channel model SC[l:K] ies  iese

We consider a specific multiusasymmetricMIMO IC  yheres© is the complement of in [1: K]. We shall refer
that consists ofs” transmitter-receiver pairs sharing the samg, this bound as theooperationouter bound.
wireless channel and thus interfering with one another. We
let M,, be the number of antennas Bk, and atRx,, v € D. Systems with a dominant user

[1: K], where without loss of generality/; > My > ... > When one user has more antennas than all the other users

My > 1. The channel input-output relationship is combined, i.e.,
Vi= Y HuXp+Z eCM ic1:K], (la) My > Y M, (5)
ke[l:K] ic[2:K]
X; e CM L R[)|X)1% < P, (1b) we say that the IC has@ominantuser (user 1 in our channel
Z; € CMX1 . 7. N(0,1), (1c) setting). In this case the left hand side of (3) and the right

B [P . hand side of[(4) coincide, and thus the DoF is completely
where H;; € C*:*% is the channel matrix froml'x; t0  characterized. Therefore, for systems with a dominant, user

Rx;, (i,7) € [1 : K]*. Tx; has a messag#l;, of rate the cooperation outer bound is tight and is achieved bygptti
Rl(P), whereP is the transmit power, foRx;, ¢ € [1 : K] 0n|y the dominant user transmit.

Achievable rates and capacity region are defined in the usual ] ]
way [9]. E. Systems without a dominant user

In this work we are interested in the high-SNR regime, When there is no dominant user, the inner boundin (3)
i.e., P > 1, and will use the DoF as performance metricand the outer bound if](4) do not coincide in general unless

The (sum) Doy, is defined as there exists a sef C [1 : K] such that
dys; := sup Z d;, (2) ZMZ = Z M;,
i€[1:K] i€S iS¢
where the supremum is over all achievable rate vectdfsWhich case the decomposition inner bound matches the
(R1(P),...,Rx(P)) and whered; is the DoF ofi-th user Ccooperative outer bound. So in general either the cooperati
defined asi; := limp_, ;oo 228 for i e [1: K. outer bound or the decomposition inner bound is not tight.
log(P) In order to understand which bound might be loose, we
B. Inner bound next consider a specific 3-user IC example. Through this

An achievable scheme is as follows. By ‘disabling’ MIMO®xample we will show that the decomposition inner bound
operations, i.e., treating each pair of antennas as a sepata () is tight. This will provide the necessary intuitionrfo
user, we can transform the MIMO IC into a SISO IC witithe extension of the proof to the gener&lluser case in
>ien.x) M users; by interference alignment we can achievgection V.
1/2_DOF per user[[1],[[10]. We s_h_all_ refer to this simple ||| ExampLE: THE (M, Ma, M) = (2,2,1) CASE
achievable scheme as tdecompositionnner bound[[11].

For the caseg My, M», M3) = (2,2,1), the outer bound

Another simple achievable scheme is to let ofllx; . . ; . . .
(the user with the largest number of antennas) transmit, a'rrlld@) givesdz < 3 while the inner bound inl{3) gives

achieved, = M, d; — 0, i € [2: K], ds, > t5)/2. (Ijn.th:s sectllon we i':umstc[)) d;monstrate thgt the
By combining these two schemes, the DoF of our asynqyt?r_ ound 1S 100se. ntuitively, OF ‘appears to be 100
: ‘o optimistic since it is well known that the 3-user MIMO IC
metric MIMO IC satisfies ) .
with (M;, Ms, M3) = (2,2,2) has 3 DoF[[4]. Therefore, if
max | M Zie[l:K] M; <d 3) the outer bound were tight, it would indicate that removing
b 2 = one antenna at each terminal of the the third transmitter-

receiver pair does not impact the DoF. Cases of ‘antenna

C. Outer bound redundancy’ are known iri [3][]5], but we shall show that
The DoF of 2-user MIMO IC with arbitrary number ofthis is not the case for our asymmetric MIMO IC when no

antennas at each node was derivedin [2]. This result is widelominant user exists.

used in DoF converse proofs (see for example [3], [4]) whereln Section[Il[-A we start by transforming the IC il(1)

the main idea is to reducefg-user MIMO IC to a 2-user one into an equivalent IC in which the channel matrices contain

by either ‘silencing’ all but two users, or by using cooparat zeros in carefully chosen positions. In Sectfion 1l1-B weegiv

to obtain a 2-user MIMO IC. Therefore, by partitioning the ‘dimension counting argument’ to show that no more than



5/2 DoFs are achievable in the equivalent IC. Finally in  Step 2: As a second step we neutralize the signal from
Section1MI-G, we give an information theoretic proof ofghi the second antenna @fx; at the first antenna dRx,, and
intuitive argument and show the outer boudd < 5/2. from the second antenna @k, at the first antenna dRx;.
With this, the tightness of the decomposition inner bound/e let

is proved. The example highlights the key steps for the proof w11 o1
of optimality of the lower bound i {3) for the genedatuser U, = { } ; Uz = { ] 5

. . U12 U22
case without a dominant user.

] whereuy; indicates the-th row of the matrixU,,. In order
A. Channel transformat|0_n to achieve our goal, we impose
In general, we can seX; = V,;X; and construct; =

U,Y; in the channel in[{1), where the beamforming matrices

V,; and the shaping matrice§; are full-rank / invertible Sincew;, and vy, have been decided already basedn
square matrices of dimensioh/;, ¢ € [1 : K] that do and H3,, we have thatd;,v0, and Hav;o are generie x 1

not depend orP. Since invertible transformations preservenatrices almost surely. Therefore;; and us; (which are
DoF, the channel in[{1) and the transformed one have the, o matrices) can be chosen from the (one dimensional)
same DoF. The input-output relationship of the transformegk nuil space ofHi2v95 and Hayv12, respectively.

u11 Hy2v22 = 0, uz1Ha1v12 = 0.

channel reads Step 3: As a third step, we neutralize the signal from
Y, = Z Hip X + Z; € CMix1, (6a) (the single antenna off'x3 at the second antenna &fx;
ke [LK] and at the second antennalf,. We thus impose
Hyy = U;Hy, Vi € CMMe (i k) e [1: KJ?,  (6b) u12H13Vs = 0, ugHy3 Vs = 0.

where in [6h) we neither specify the input power constrainéince vV, is a non-zero scalar, we choosg, and uy, as

on the inputsXy, k € [1 : K], nor the covariance matrix of rows in the (one dimensional) left null space B3 and
the noise terms, as they do not impact the DoF. H,3, respectively.

In the following we assume that all channel coefficients Step 4:As a last step, we neutralize the signal received
aregenerig i.e., randomly chosen from a continuous distriat the second antenna Bk, from the first antenna of’x;

bution. Under this assumption, the goal is to show how ihq the one received at the second antennaxaffrom the
find invertible beamforming and shaping matrices such thgtst antenna ofl'x,. For this we impose

the transformed channel for oy, Mo, Ms) = (2,2,1)

example is u12H12v21 = 0, ugaHorv1y = 0.

[pan a1 B2 g 5, (13) Sinceu1, andugy, have been decided already basedbpn
Y= h%lll) h%lzl) X1+ 101 R12) Xo+ 16 X3 and H>3, the vectorsuisHqi2 and uss Ho have dimension

L 2211 2 v 2222 1 x 2 and are generic. Therefore, we choase andv;; to

o h§1 ) 0 h§1 ) h§2 ) hﬁ?’) be columns in their respective (one dimensional) right null
Yy = ey | X1+ | @22 @] X2+ X3,
0 hy hyi” hgy 0 spaces.

Y; = —hﬁl) O} X, + [hg?f) 0} X, + hﬁ?’)Xg, By the above operationd/;, V5, Uy, U, have been de-

cided. V3 andUj; are scalars and can be set to one without
wherehfjf) is the scalar channel gain from th¢h antenna of loss of generality. Also all transform matrices were dedide
Tx; to thea-th antenna oRx;, and where we no longer write based on generic channel coefficients, so they do not have
the noises for notation convenience. To show that indeeld sutependence or special structure. Thus all transform neatric
a transformed channel can be found, we proceed alongar full rank and invertible almost surely, and the transfor
number of steps. mation preserves the DoF.

Step 1: As a first step we neutralize at (the single T . . .
antenna ofRx; the signal from the second antennaTaf, B- AN intuitive dimension-counting argument
and from the second antennaBk,. We do so by carefully ~ We start with a ‘dimension counting’ argument to give an
choosing some columns of the matricés and V. Let intuitive reason as to why the decomposition inner bound
dy, > 5/2 should be tight. Without loss of generality, we can
assumel; =ds = d andds = d'.
wherevy; indicates thei-th column of the matrixV;. We SinceRx3 has a single antenna, the total DoF of its own

V= [011 012] ; Vo= [021 022} )

choose(vi2, v92) such that and the interference signal cannot be larger than one. This
_ _ implies that the interference &x3; must have less thah—
Hszjv12 =0, H3ovee = 0. d' DoOF

Since Hs, and Hs; are generic x 2 matrices,v; and vy, Now considefTxs that must achieve DoF. Since the part

(which are2 x 1 matrices) can be chosen from the (onef its signal that causes interferencelat; must have less
dimensional) right null space dffs; and Hs,, respectively. thanl — d’ DoF, the part of its signal that does not interfere



at Rxs must have at least — (1 — d') DoF. This is to say, Moreover, the bound i .{10) together with
Txs controlsd — (1 —d’) dimensions to be neutralized at
Rx; and these dimensions are therefore decided. n(Ry —€,) < T(Wo; Yy") < I(X33Yy)
Now considelRx;, which has two antennas. By the generic = h (X3, Xg5) = M(X3)) + R (X35 X31),
setting, the decided — (1 — d’') dimensions afl'x, do not
align automatically with the interference frofixs; therefore implies
we have the bound
5 h(X5%]1X3y) > n(Ry —1-log(P) + Rs — 2¢, + o(log(P))) .
[d]+[d—(1—d’)]+[d’]§2<:>d+d’§5. (7a) (11)

From the outer bound i(4) and frodp < M;, i € [1 : 3], Now consider

we know n(Ry — e,) < I(Y{"; Wh) (12a)
2d <2, d <1. (7b) < h(Y?") — h (YW1, X5) (12b)
<n(2-log(P log(P))) — A (X3, X3 X7, X3,

It is easy to see that the bounds[ih (7) define a pentagon with — n (2-1og(P) + ollog(P))) — (X7, X51XT, 2(11)2c)
vertices(d,d’) = (1,1/2) and (d,d’) = (1/2,1). Therefore . S
the largest DoF can be at masf + d’ = 5/2. Since a DoF = n (2 log(P) + o(log(P))) — 1 (X5') — h(X3|X51)
of % is achievable by[{3), we conclude that the cooperation (12d)
outer bound in[{4) might be loose. < n(3-log(P) — 2R3 — Ry + 3¢, + o(log(P))), (12e)
C. An information theoretic proof where the inequality in[{12c) follows sincBx; has two

. . . . . antennas, the one i 2d) sin and X% = (X%, X%
We define the differential entropy of the noisy signal as if) independent, a[;jdmﬁn;nﬁ‘j%;e) cor?]es 1(‘r (1212)) and

- n(Rs — &) < 1(Y§' X3) < h(XJ).
R(X™) = h(X" + Z™), 8) Therefore, from[(12) and for > 1, we conclude that
whereh is standard differential entropX ™ is a signal vector R+ Ry + 28 < 3+o0(1), (13)

power constrained t® and Z" ~ N(0,I) is independent log(P)
noise vector. Joint and conditional differential entrgpée or equivalently thati+d’ < 3/2 (recall R, = Ry = dlog(P)

defined in the same mannér [12]. and Rs = d’ log(P) without loss of optimality for DoF).

_We next formalize the intuitive argument from Sec- tnq arqument at the end of Section IlI-B shows that the
tion[I-BI In _the transformed channel, 16f;, be the signal novel boundi+d’ < 3/2, together with known outer bounds,
sent by the first antenna @fx;, and Xy be’or_1e sent_by the implies ds. < 5/2. Since the outer bound is achievable by
second antenna &xy, k € [1 : 2]. By Fano’s inequality, we the decomposition inner bound, we have —= 5/2. This

have completes the proof for this specific example.
(s ~ en) (92) IV. SuM DOF FOR THE GENERALK -USER CASE
< I(Ws;Y3') = h(Y3') — h (Y3 [W3) (9b) '
< h(Y3) — h (Y| Ws, W) (9c) In th_e previous section, _through sm_Jit.abIe invgrtible trans
< (1-Toa(P) + ofloa(P))) — (Wi W3) - (0d) R e in the hannel matices: ti
=n(1-log(P) + o(log(P))) = 1 (X31), (9€)  structure suggested how to provide genie side information

to the receivers in the outer bound proof. We extend here
th8 proof for the example in Sectign]lll in two ways. First
we give a DoF outer bound for the general 3-user IC with
number of antennas specified by the ve¢tuf;, Ms, M) in
h(ygz'w?)’ Wl) Section[IV-A. Then we generalize the result to theuser
case in Sectioh IV-B.

where the inequality in[(9d) follows becauBe:; has only
one antenna, and the one [n](9e) since in the transfor

= a0+ R X+ R X+ 25, 1)
_ h(hﬁ”X;‘l N Zg‘) (XD, A. The 3-user case
Without loss of generality let/; > My > Ms. We assume
which implies thaRx3 can recoveX'}; up to noise distortion there is no dominant user, that i&{; < M + Mj3. By the
of the ordero(log(P)). Hence, the bound if9) implies invertible transformations(; = V;X;, Y; = U;Y;, i € [ :
3], we aim to obtain an equivalent channel where the inputs
h(X31) <n(1-log(P) — Ry + en +o(log(P))) . (10)  gare partitioned as(; = (X11, X12, X13), X2 = (Xa1, X22),



and X3 = (X31, X32), and similarly for the outputs. Let sinceus; anduse are chosen from independent null spaces,
| X;;| indicate the size / number of antennasXi;. We want thus are independent. Similarly, we clal is full rank. We
B B B B then show that/; is also full rank. It is easy to see that;
[ X11] = [Vis| = | Xso| = [Yao| = M — Mo, andu;3 are independent. IE/; is not full rank, there must
| X13] = [Y11] = [ Xa2| = [Yaz| = My — M, exist non-zero row-vectorg of sizel x (2M; — My — M)
| X12| = [Yia| = | Xo1| = |Yai] and g, of sizel x (M, + M3z — M) such that
= |Xz1| = [Y31| = My + M3 — M. Uil
] _ _ o g1 u = ga2u12,
Let the channel matrix fromX;, to Y, in the original 13
channel be denoted a8/, with size |Y;a| x |X;3)- that is

We now derive the channel input/output relationship of the p12)  7(13)
. . . 12 12
transformed channel. As before, the beamforming matrices i _ z(12) 7(13)
0=gou12 | hgy " sy
(68) are denoted as n2)  7iis)
32 32
V= ['Ull V12 U13} , Vo= [U21 Uzz] , V3 = [U31 Usz} ) p(12)  7(13)
r 12 12
wherewv,;, has sizeM, x | X,|, and the shaping matrices as =g | Eélf) Bélf)
| U413 jii2)  7(i3)
Uil U1 Uz 32 32
U, = UJ127U2—[ ],Ug—{ ], r = (12) T
U U22 u32 _1122)
13 U1y (2 0
wherew,, has sizeY,,| x M,. —§122)
We first choose the beamforming matrices by imposing =5 7,(13)
12
Hiv11 =0, Hsyvis =0, 0 u13 BQf’
_ _ 7(13)
{hgllz) hglzﬂ v21 =0, L hss
=g F.

{ng ﬁgl;ﬂ vg1 = 0. S o _ o

inceuy; is independent off;, andu,3 is independent of
Under the generic channel gain assumption, the matricgss;, F is a full rank square matrix almost surely. Th@n =
Hoyy, Ha, [;35112) p{1P | and [n{}?) Bg;jﬂ have right null 0, which contradicts our initial assumption. Therefore we
space of rankM; — N, M; — Ms, My + Ms — M,, claimUy is full rank almost surely.
and M, + M — M;, respectively, almost surely. Thus we With the chosen beamforming and shaping matrices, the

can pick columns from these right null spaces to forfiansformed channel has input/output relationship

the beamforming matrices,;, vi3, w21, w31, Which are R A an 0 5,(12)
therefore of sizeM; x (M; — M), My x (M; — M3), Y, = h%lll) h%121) h%ioﬁ) Xt [0 15 X,
My x (My + Ms — M), and M3 x (My + Mg — M), %111) %121) %f’l) 21
respectively, and are still generic almost surely. The itedr hg1” hay ' hag 0 0
v12, V22, andwvss are randomly chosen so that they are full- 0 0
rank_and with no specific relation with the previously chosen + hglf) 0 | X3
matrices. 0 U3
We then choose the shaping matrices by imposing 32
: ; I N I
uigHi2 =0, wu11H13 =0, Y, = 0 plL e X1+ p(22) 5(22) X
]jL(12) B(13)' 22 23 21 22
712 712 (23) (23)
w12 Y| =, ]
A oo
_ — (o) (31) (32) (32)
hgl) hﬁ?’) Vi — 0 his’ 0 n hiy hiy X
U2 [i_zgl) =0, uo9 i_Lézf) =0, 3 hé?il) héi;l) 0 1 0 héyéz) 2
_ _ . (33) (33)
hﬁl) h(32) hyy hys ]X
_ =0 _HLol =0. + |, (33 33 3
U31 |ﬁ§?l> , U32 hégig) hél ) héz )

Under the generic channel gain assumption, all chanrvelherehflij) represents the transformed channel matrix from
matrices are full rank almost surely; the shaping matricé$;, to Y;,, which has sizdY;,| x | X;;|. Since the beam-
can thus be chosen as rows is the respective right null spafeming and shaping matrices are full rank almost surely,

and are still generic almost surely/z is full rank matrix, we performed an invertible transformation that preserties t



DoF. Therefore we obtained a new channel that is not fulBy adding [1¥) and[{18) we obtain
connected and whose structure suggests which genie side
information to provide to the receivers in the converse proo "(fi1  fi2 + Rz — 3en) < n((Mz + Ms) log(P)

We shall consider different choices of side information at + o(log(P))) + A(X15) — A(X3 | X35) — A(X31 | X55).
the various receivers. The idea is to start as usual by Fano’s (19)

inequality, by providing side informatiol; to receiveru, 3rd bound: MAC boundsNow, we provideRx; with

and by bounding the entropy of the output as a function @f,oygh side information to enable the decoding of all mes-
the number of antennas at receivgrso as to obtain sages. AfterRx; has decoded its own message / removed
n(Ry — ) < n(Mylog(P) + o(log(P))) — h(Y*|W,, S™). X7 from the received signal, it is left with\/; linear

. .. combinations of M, + Mj interfering symbols; if we we
The entropy ternh(Y'|W., S.) depends on the distribution provideRx; with M+ Ms— M, extra observations / antenna

of the interference at receiver (Since X can be cancelled tpyts, it will be able to decode all interfering symbolexi

thanks to the knowledge ofV,) conditioned on the side we derive two such ‘MAC-bounds’ by providing eithéf?,
information S7;; if such an entropy term, which appears with,, X2 to Rx;. We have

a negative sign, cannot be single-letterized, then we pibce

to provide side information to another receiver in such a wayn(R1 + Rz + R3 — 3e,,) < I(Wy, Wo, W3, YT, X31)

that the same entropy term appears with positive sign; by — r(Y*, X5) — o(log(P))

adding the two bounds we ‘get rid’ of the entropy terms n nyny _

that cannot be single-letterized. We continue in this fashi = h(Yln) + h(XflﬂXQj) O(logsp))

until we obtain a single-letter outer bound. For the general — h(YY") + 1(X31, X33) — h(X33) — o(log(P))

asymmetric 3-user MIMO IC the steps are as follows. < n(Milog(P) + o(log(P))) + n(R2 — en) — h(X35).
1st bound: message side informatidBy providingRxs (20)

with side informationi¥; we have

n(Ry —ep) < h(Y5") — h(Y3'[Wa, W)
< n(Mzlog(P) + o(log(P))) — h(XTy, X{5| X3, X3')

Similarly

n(Ry + Rz + R3 — 3ey) < I(Wh, Wo, W3 Y, X3)
< n(Milog(P) + o(log(P))) + n(Rs — en) — M(X35).

= n(Mz1og(P) + o(log(P))) — h(X15, X13), (14) (21)
where the inequality follows sindexs, does not receiv&(y;. Final bound: By adding [I6), [(1B),[{20),[{21), and by
Similarly, by providingRxs with W, we obtain taking n — oo, we obtain

n(Rs — y) < n(Mszlog(P) + o(log(P))) — h(X1;, XI%)- ) ARy 4 4R, + 4R3 < 2(My 4 My + Ms) log(P) + o(log(P)),
15
By adding [T#) and{15) and since and therefore the DoF is outer bounded by
. . N N . Q(Ml + Mo +M3) 1og(P) +O(10g(P))
R(XT1, XTo) + R(X Ty, XT5) ds < Ph_{nOO 4log (P)
> h(XTy, XT5) + (XT3 XTs, X7h) + A(XT)) My + M+ Ms
= (X7, X1, X{3) + A(XT5) N 2 '
> n(Ry —e,) + A(XTY), This concludes the proof for the general 3-user asymmetric
we obtain IC in the case where there is no dominant user.
n(Ry + Rs + Ry — 3¢3) B. The generalK-user case

< n((Ms + Ms) log(P) + o(log(P))) — h(XT). (16) We are now ready to extend our 3-user result to the general
B 12 K-user asymmetric MIMO IC. Our main result is
2nd bound: “signal pieces” side informationNext, we o

provide (X7, X2,) as side information t&x, and obtain Theorem 1. For almost all channel realizations the asymmet-

. . on ric K-user MIMO IC, in which theé-th user has\/; antennas
n(Ry —en) < h(Yy") — h(Y5' W2, X15, X55) at both the transmitter and the receivé [1 : K], the DoF
< n(Mzlog(P) + o(log(P))) — A(X3), X1} |W2, Xi5, X55) I8
= n(Mz1og(P) + o(log(P))) — h(X3; | X5,) — A(X{5|XT5).

a7 ds, = max Z M;/2, max M, | . (22)
o . ) . ) . - i€[1: K]
Similarly, we provide( X7y, X7,) as side information td&xs i€[L:K]
and obtain Proof: As per our discussion in Sectidn TIFD, when there

is a dominant user (whose has more antennas than the rest
of the users combined) it is optional to let only that user
transmit. When there is no dominant user, we can always

n(Ry — en) < n(Mslog(P) + o(log(P)))
— WX [X5,) — A(XT[XT,).  (18)



partition the users into three groups such that no group Hag H. Sun, T. Gou, and S. A. Jafa, “Degrees of Freedom of MIMO

more antennas than the the other two groups combined. Then Networks: Spatial Scale Invariance and One-Sided Decoatyidy,”
. IEEE Transactions on Information Thegryol. 59, pp. 8377-8385,
we allow the users in the same group to fully cooperate and pgc 2013,

apply our bound for 3-user IC, which shows that the Dof2] C. Wang, H. Sun, and S. A. Jafar, “Genie Chains: Explpriduter

is half the sum of number of the total number of antennas. Bounds on the Degrees of Freedom of MIMO Interference Neks/or
. arXiv:1404.2258v12014.

This concludes the proof. ]

V. CONCLUSION

In this paper we studied a special classiofuser asym-
metric MIMO interference channels in which a transmitter
and its receiver are equipped with the same number of
antennas, while different users may have different number o
antennas. We showed that existing cooperation-based outer
bounds are loose and gave a novel outer bound. Our result
indicates two operating regimes. For systems with a dontinan
user (a user who has more antennas that the other users
combined), the optimal DoF is achieved by inactivating all
but the dominant user. For systems without a dominant user,
the decomposition inner bound turns out to be tight, that is,
the MIMO operations do not help in the DoF perspective. The
characterization of the DoF of arbitrary asymmetkeuser
MIMO interference channels is part of ongoing investigatio
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