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MRI is a highly regarded imaging method for clinical diagnosis. It provides exceptional soft 
tissue contrast, is non invasive, and has a wide range of applications. It is particularly useful 
for the musculoskeletal system, especially for monitoring cartilage, tendons, ligaments, and 
other collagen-rich tissues. However, the use of MRI extends far beyond this and covers a wide 
range of fields.

The accurate morphological and quantitative imaging of short- and ultrashort-T2 tissues 
requires the use of correspondingly short echo times. The development of short and ultrashort 
echo time (UTE) sequences has opened up the possibility of imaging a wide range of tissues, 
including tendons, calcified cartilage, cortical bone, lung, myelin, and others. There are now 
many intriguing UTE and zero echo time (ZTE) sequences with various acquisition schemes, 
including hybrid variants such as pointwise encoding time reduction with radial acquisition 
(PETRA), serving different purposes and each having its own advantages and disadvantages.

Over the years, advancements in technology such as higher field strengths, improved coil 
designs, and stronger gradients have led to significant increases in signal-to-noise ratio, higher 
spatial resolution, and shorter echo times. These improvements, in conjunction with the devel-
opment of new and more refined MR sequences, have made morphological and quantitative 
imaging available in a wide range of tissues where this was not previously possible.

The book is organized into four sections, each focusing on a different aspect of short- and 
ultrashort-T2 tissue imaging. The first section covers data acquisition, including the different 
sequences available for detecting signal from these types of tissues.

The second section delves into contrast mechanisms, highlighting some slightly less com-
monly used but equally exciting techniques such as spectroscopic and phase imaging.

The third section focuses on various quantification techniques such as T1 and T2* quantifi-
cation, as well as perfusion and diffusion, and on novel applications of deep learning for auto-
matic segmentation and quantitative imaging.

The last section provides a comprehensive overview of the wide range of applications of 
short and UTE sequences and highlights the many different types of tissues that the sequences 
can be used to study.

This book is a comprehensive work for anyone who wants to gain a deeper understanding 
of short- and ultrashort-T2 tissues and their measurement. It is aimed both at newcomers to the 
field, such as Ph.D. students, as well as established scientists and clinicians who will find a 
wealth of excellent information within its pages.

The contributors to this book are an impressive group of experts in the field, and I am hon-
ored to have played a role in the creation of this book by contributing a chapter on the Cartesian 
variable echo time sequence, along with my research group and Xeni Deligianni from the 
University Hospital Basel. It is a privilege to be a part of such an impressive book!

Foreword
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Finally, I would like to express my sincere gratitude to Jiang Du, Ph.D., Professor of 
Radiology at the University of California, San Diego, and Graeme M.  Bydder, MB ChB, 
Emeritus Professor of Radiology at the University of California, San Diego, for their dedica-
tion and efforts in making this book possible.

Department of Biomedical Imaging and Image-guided Therapy Siegfried Trattnig
Medical University of Vienna 
Wien, Austria
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When clinical MRI began in the early 1980s, lung, cortical bone, and other musculoskeletal 
tissues appeared black on MR images, and the thinking was that these tissues produced no use-
ful signals, were not suitable for clinical MRI and would probably remain so. Only large 
abnormalities could be seen in the lung and musculoskeletal tissues with MRI; more subtle 
changes could not be recognized and tissue properties could not be quantified. The lack of 
detectable signal from short- and ultrashort-T2 tissues was regarded as a fundamental limita-
tion of MRI and meant that the technique was not competitive in areas of considerable clinical 
importance.

The advent of UTE imaging which produced detectable signal in the lung [1], tendons and 
ligaments [2], and cortical bone [3] was therefore a most welcome development. It meant that 
these tissues could be regarded as part of mainstream MRI, and research on imaging tech-
niques and visualization could progress in the way that it had for other tissues and organs.

Progress in the first decade of clinical imaging of short- and ultrashort-T2 tissues was summa-
rized in a book published in 2012 [4]. Since that time there has been increased interest and major 
progress in technical aspects of imaging short- and ultrashort-T2 tissues. There has also been a 
notable expansion in clinical applications. These developments are the subject of this book.

We are very grateful to the authors who have, without exception, produced up-to-date, 
thoughtful and wide-ranging accounts of their work, and so have provided abundant raison 
d’être for the book.

Our thanks go to Patricia Hamilton for meticulous manuscript preparation and review, as 
well as to Duncan Stovell and Stuart Crozier from Magnetica who have provided generous 
financial support. Thanks also to Vinodh Thomas and Margaret Moore from Springer who 
have provided valuable advice and direction.

At a personal level, we are very grateful for the unstinting support from all of those involved 
in this project and have greatly appreciated the opportunity to get to know authors and their 
work in depth.
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b Diffusion sensitivity parameter
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CT Computed tomography
CTAC Computed tomography-based attenuation correction
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DCE-MRI Dynamic contrast-enhanced magnetic resonance imaging
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DESIRE Double echo sliding inversion recovery
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DEXA Dual-Energy X-ray absorptiometry
dIR Divided inversion recovery
DIR Double inversion recovery
Double-IR-UTE Double adiabatic inversion recovery ultrashort echo time
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dSIR Divided subtracted inversion recovery
DTI Diffusion tensor imaging
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DW Diffusion-weighted
DWI Diffusion-weighted imaging
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ECM Extracellular matrix
ECV Extracellular volume
EDSS Expanded disability status scale
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F Fibula
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FAPI Fibroblast activation protein inhibitors
FAT-SAT Fat saturation
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FEA Finite element analysis
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FFT Fast Fourier transform
FID Free induction decay
FIR Fitted inversion recovery
FLAWS Fluid and white matter suppression
fMRI Functional magnetic resonance imaging
FOV Field of view
Frac1 Short-T2 fraction
FS Fat saturated
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FT Fourier transformation
FW Free (pore) water
FWHM Full width at half maximum
G Gradient
GAG Glycosaminoglycan
GAN Generative adversarial network
GBCA Gadolinium-based contrast agent
GE Gradient echo
GIRF Gradient impulse response function
GM (i) Gradient modulated
GM (ii) Gradient moment
GM (iii) Gray matter
GML Long-T2 gray matter
GMmyelin Myelin in gray matter
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Gread Readout gradient
GRE-T1ρ Gradient recalled echo-based T1ρ

GRF Gradient during RF excitation
GT Ground truth
HA Hemophilic arthropathy
HIC Hepatic iron content
HJHS Hemophilia Joint Health Score
HPF High-pass filtering
HU Hounsfield units
HYFI Hybrid filling
HYFI-ZTE Hybrid filling zero echo time
ICC Intraclass correlation coefficient
IDEAL Iterative decomposition of water and fat with echo asymmetry and least 

square estimation
IFFT Inverse fast Fourier transformaction
IFT Inverse Fourier transformaction
IHE Interleaved hybrid encoding
ihMT Inhomogeneous magnetization transfer
iLSQR Improved sparse linear equation and least square
iMoCo Iterative motion compensation
IONP Iron oxide nanoparticle
IP In-phase
IPSG International Prophylaxis Study Group
IR Inversion recovery
IRB Institutional Review Board
IRES Inversion recovery echo subtraction
IR-FS-UTE Inversion recovery and fat saturation ultrashort echo time
IR-HE Inversion recovery-based hybrid encoding
IR-IHE Inversion recovery-based interleaved hybrid encoding
IR-PRUTE Inversion recovery-based projection radial ultrashort echo time
IR-RHE Inversion recovery prepared ramped hybrid encoding
IR-SE Inversion recovery spin echo
IR-UTE Inversion recovery ultrashort echo time
IR-UTE-ES Single adiabatic inversion recovery ultrashort echo time with echo 

subtraction
IVD Intervertebral disc
iWr Image weighting ratio
IZ Intermediate zone
KL Kellgren–Lawrence
L Lorentzian
LAC Linear attenuation coefficient
LAM Lymphangioleiomyomatosis
LBP Low back pain
LCN Lacunar-canalicular network
LFB Luxol fast blue
LOR Line of response
Lossmap l1 loss
LossMSQ Total loss
LosspcMSQ pcMSQ-net loss
Lossphy Physical-constraint loss
Lossseg Segmentation loss
LTI Linear time-invariant
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M (i) Magnetization
M (ii) Menisci
m Magnitude
MANTIS Model-augmented neural network with incoherent k-space sampling
MAPSS Magnetization-prepared angle-modulated partitioned k-space spoiled 

gradient echo snapshots
MAS Magic angle spinning
MASDIR Multiplied, added, subtracted, and/or divided inversion recovery
MBP Myelin basic protein
MCIR Motion-compensated image reconstruction
mD Middle domain
MEDI Morphology-enabled dipole inversion
MF Motion fields
MIOP Magnetic iron oxide particles
MIP Maximum intensity projection
MIR Multiplied inversion recovery
ML Machine learning
MMF Macromolecular fraction
MMPD Macromolecular proton density
MOLLI Modified look-locker inversion recovery
MP2RAGE Magnetization-prepared 2 rapid acquisition gradient echo
MPF Macromolecular proton fraction
MPnRAGE Magnetization-prepared n rapid acquisition gradient echo
MPR Multiplanar reformatting
MP-RAGE Magnetization-prepared rapid acquisition gradient echo
MRA MR angiography
MRAC Magnetic resonance-based attenuation correction
MRF Magnetic resonance fingerprinting
MRF-EPI Magnetic resonance fingerprinting echo planar imaging
MRI Magnetic resonance imaging
MRS Magnetic resonance spectroscopy
MRSI Magnetic resonance spectroscopic imaging
MS Multiple sclerosis
MSFC Multiple sclerosis functional composite
MSK Musculoskeletal
MSMQ-Net Multi-tissue segmentation multi-parameter quantification net
MSQ-Net Multi-tissue segmentation and quantification net
MT Magnetization transfer
MTF Modulation transfer function
MTJ Muscle–tendon junction
MTR Magnetization transfer ratio
NAGM Normal-appearing gray matter
NASH Nonalcoholic steatohepatitis
NAWM Normal-appearing white matter
NEX Number of excitations
NGM Normal gray matter
NIRSI Near-infrared spectral imaging
NMO Neuromyelitis optica
NMSI Normalized mean signal intensity
NP Nucleus pulposus
Nsp Number of spokes
NWM Normal white matter
OA Osteoarthritis
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OCJ Osteochondral junction
OP (i) Osteoporosis
OP (ii) Out-of-phase
OPe Osteopenia
OPo Osteoporosis
OVS Outer volume suppression
PB Posterior band
PBS Phosphate-buffered saline
PC Phase contrast
PCL Posterior cruciate ligament
pcMSQ-Net Physical constraint multi-tissue segmentation and quantification net
PD Proton density
PDF Projection onto a dipole field
PDFF Proton density fat fraction
PD-FSE Proton density-weighted fast spin echos
PET Positron emission tomography
PETRA Pointwise encoding time reduction with radial acquisition
PG Proteoglycan
PGSE Pulsed gradient spin echo
PH Phase
PI Porosity index
PLM Polarized light microscopy
PNS Peripheral nervous system
Po Porosity
POCS Projection onto convex set
PR (i) Projection radial
PR (ii) Projection reconstruction
PREFUL Phase-resolved functional lung
PRFS Proton resonance frequency shift
PS Phase sensitive
PSF Point spread function
PSMA Prostate-specific membrane antigen
PSR Picrosirius red
PT Patellar tendinopathy
PTT Posterior tibialis tendon
PW Pore water
PWPD Pore water proton density
QALAS Quantification using an interleaved look-locker acquisition sequence
QCT Quantitative computed tomography
QMRI Quantitative magnetic resonance imaging
QSM Quantitative susceptibility mapping
QT Quadriceps tendon
qUTE-DESS Quantitative ultrashort echo time-based double echo steady-state
r Reversed
R1w Spin-lattice relaxation rate
RAD Radiologist
rBW Readout bandwidth
RDC/TMD Research diagnostic criteria for temporomandibular disorder
ReLu Rectifier linear unit
RF Radiofrequency
RFPA Radiofrequency power amplifier
RHE Ramped hybrid encoding
RM0m Exchange rate
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RNN Recurrent neural network
RO Readout direction
ROD Renal osteodystrophy
ROI Region of interest
RP Rectangular pulse
rSIR Reversed subtraction inversion recovery
rSIREDS Reverse subtracted inversion recovery echo and diffusion subtraction
rSIRES Reverse subtracted inversion recovery echo subtraction
RUFIS Rotating ultrafast imaging sequence
RX Receive mode
S Signal
SAR Specific absorption rate
scMRI Synergistic contrast magnetic resonance imaging
SD Standard deviation
SE Spin echo
SGE Spoiled gradient echo
shMOLLI Shortened modified look-locker imaging
SIJs Sacroiliac joints
SIR (i) Subtracted inversion recovery
SIR (ii) Signal intensity ratio
SIREDS Subtracted inversion recovery echo and diffusion subtracted
SIRES Subtracted inversion recovery echo subtracted
SIRF Synergistic reconstruction for biomedical imaging
SL (i) Slice
SL (ii) Spin lock
SL (iii) Super-Lorentzian
SLR Shinnar-Le Roux
SNR Signal-to-noise ratio
SPAIR Spectral adiabatic inversion recovery
SPGR Spoiled gradient recalled echo
SPI Single-point imaging
SPIR (i) Spectral inversion recovery
SPIR (ii) Spectral presaturation with inversion recovery
SPRITE Single-point ramped imaging with T1 enhancement
SR (i) Saturation recovery
SR (ii) Slew rate
SR (iii) Suppression ratio
SR-SWIFT Saturation recovery sweep imaging with Fourier transformation
SR-UTE Saturation recovery prepared ultrashort echo time
SSFP Steady-state free precession
SSIM Structural similarity
STAIRES Short repetition time adiabatic inversion recovery echo subtraction
STAIR-UTE Short repetition time adiabatic inversion recovery prepared ultrashort 

echo time
STAR-QSM Streaking artifact reduction for quantitative susceptibility mapping
STEAM Stimulated echo acquisition mode
STEAM-UTE-DWI Stimulated echo acquisition mode ultrashort echo time diffusion-

weighted imaging
STE-MTR Short echo time-based magnetization transfer ratio
STIR Short tau inversion recovery
SWI Susceptibility-weighted imaging
SWIFT Sweep imaging with Fourier transform
sWr Sequence weighting ratio
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T Tibia
T/R Transmit and receive
T1 Longitudinal relaxation time
T1-BW Bound water T1

T1-FSE T1-weighted fast spin echo
T2 Transverse relaxation time
T2-FLAIR T2-weighted fluid attenuated inversion recovery
T2l Long transverse relaxation time
T2m Macromolecular proton transverse relaxation time
T2s Short transverse relaxation time
TA Total acquisition
TBI Total body iron
TE Echo time
TE1 First echo time
TEenc Encoding echo time
TEmin Minimum echo time
TI Inversion time
TKA Total knee arthroplasty
TKR Total knee replacement
TMD Temporomandibular disorder
TMJ Temporomandibular joint
TOF Time-of-flight
TP Tissue property
TP-filters Tissue property filters
TPI Twisted projection imaging
TR Repetition time
TSL Spin-locking time
TSR Saturation recovery time
Tsvd Truncated singular value decomposition
TW Total water
TWPD Total water proton density
US Ultrasound
USPF Ultrashort-T2 proton fraction
UTE Ultrashort echo time
UTE-AdiabT1ρ Ultrashort echo time-based adiabatic T1ρ

UTE-AFI Ultrashort echo time actual flip angle imaging
UTE-AFI-VFA Ultrashort echo time actual flip angle imaging and variable flip angle
UTE-Cones-DESS Ultrashort echo time cones-based double echo steady state
UTE-CSI Ultrashort echo time chemical shift imaging
UTE-DESS Ultrashort echo time double echo steady state
UTE-DWI Ultrashort echo time diffusion-weighted imaging
UTE-IDEAL Ultrashort echo time iterative decomposition of water and fat with echo 

asymmetry and least square estimation
UTE-MMF Ultrashort echo time magnetization transfer modeling of macromolecu-

lar fraction
UTE-MT Ultrashort echo time magnetization transfer
UTE-MTR Ultrashort echo time magnetization transfer ratio
UTE-PD Ultrashort echo time proton density
UTE-QSM Ultrashort echo time quantitative susceptibility mapping
UTE-SE Ultrashort echo time spin echo
UTESI Ultrashort echo time spectroscopic imaging
UTE-STR Ultrashort echo time with a short repetition time
UTE-T1ρ Ultrashort echo time-based T1ρ
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UTE-T2* Ultrashort echo time-based T2*
UTE-VFA Ultrashort echo time variable flip angle
UTE-VTR Ultrashort echo time with variable repetition time
VARPRO Variable projection
VERSE Variable-rate selective excitation
VFA Variable flip angle
VOE Volumetric overlap error
vTE Variable echo time
VTR Variable repetition time
w Weighting
W/V Weight/volume
WASPI Water- and fat-suppressed proton projection MRI
WAT White adipose tissue
WHO World Health Organization
WM White matter
WML Long-T2 white matter
WMmyelin Myelin in white matter
WORMS Whole-organ magnetic resonance imaging score
zGRF-RHE Zero gradient radiofrequency-ramped hybrid encoding
ZIP Zero interpolation filling
ZTE Zero echo time
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1Introduction to MRI of Short- 
and Ultrashort-T2 Tissues

Jiang Du and Graeme M. Bydder

 History

In the earliest days of human MRI from 1976 to 1985, very 
low or zero signals were observed in normal human cortical 
bone, tendons, ligaments, and menisci with a variety of pulse 
sequences, and this was generally attributed to the low tissue 
mobile proton density (ρm) and/or the short-T2 of these tis-
sues. The very low or zero signal from these normal tissues 
was a useful source of background contrast for identifying 
lesions in the tissues when the lesions had sufficiently higher 
ρms and/or longer T2s to make signal from them detectable 
and appear visible with the pulse sequences in use at that 
time. However, the lack of signal predicated against detailed 
study of these tissues. Whatever sequence preparation was 
used, there was no signal detectable from the normal tissues 
with conventional clinical pulse sequences so there was no 
opportunity to manipulate the contrast of the tissues. 
Likewise, the lack of signal meant that the normal tissues 
could not be characterized by measurement of their ρm, T1, 
T2, and/or T2* or other tissue properties (TPs) [1]. In addi-
tion, more subtle diseases might change TPs, but if these 
changes were of the wrong type, or insufficient to reach the 
thresholds for increase in ρm and T2 to enable signal to be 
detected, the abnormalities were not usually observable, and 

the changes in TPs could not be quantified [1–3]. It rendered 
MRI insensitive to disease in short- and ultrashort-T2 tissues 
and tissue components.

With increasing static field strength and gradient perfor-
mance, it became possible to shorten echo times (TEs) and 
use conventional gradient echo (GE) sequences to detect 
some signals from tendons, ligaments, and menisci, but not 
from normal lung parenchyma, cortical bone, or myelin. 
Detection of signal from these tissues was dependent on the 
use of ultrashort TE (UTE) and/or zero TE (ZTE) type 
sequences with TEs less than 1  ms. These were first used 
clinically in 1992 [4].

Using small-bore MR systems with much superior gra-
dient and radiofrequency (RF) performance, it was possible 
to achieve TEs much shorter than those attainable with 
clinical MR systems and images at high static field strengths 
with improved signal-to-noise ratios (SNRs). This merged 
into solid-state MRI where quite specific techniques such 
as magic angle spinning are used for detecting signals and 
creating lesion contrast. It is usually not possible to imple-
ment these techniques on lower-performance clinical MR 
systems, but studies of small animals and tissues using 
these systems may be very useful for morphological obser-
vations and characterizing tissues to provide guidance for 
clinical studies.

The book essentially describes the last 20 years of devel-
opment in imaging of short- and ultrashort-T2 tissues, often 
by the people who originated the techniques and/or did the 
first studies with them. Tissues that were previously “invisi-
ble”, and frequently ignored in the past, are now the focus of 
morphological and quantitative imaging.

This introduction aims to describe some general concepts 
and principles as background to the detailed description of 
various UTE- and ZTE-type data acquisition strategies, con-
trast mechanisms, quantification techniques, and clinical 
applications that follow and begins with an outline of rele-
vant TPs.
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 Tissue Properties (TPs): Normal Values, 
Changes in Disease, and Changes 
with Contrast Agents

 Normal Values of T1, T2, and Mobile Proton 
Density (ρm)

There are over 20 tissue properties (TPs) that contribute to 
the signals detected in clinical MRI. Some of these TPs such 
as ρm, diffusion, and flow are quite general and are applicable 
very widely, whereas others such as the longitudinal and 
transverse relaxation times T1 and T2 are specific for mag-
netic resonance [1–3]. In this section, and subsequently, the 
term TPs is used to include fluid properties as well, unless 
otherwise specified.

Mobile proton density (ρm) brings in the concept of 
nuclear or molecular mobility since immobile protons, as in 
crystalline solids, have extremely short T2s (e.g., a few μs) 
making them impossible to detect directly with conventional 
approaches [5, 6]. This is incorporated into the concept of ρm, 
which is the MR detectable proton density. It implies that the 
protons are not held so rigidly that their T2s are extremely 
short and that their mobility is associated with a longer T2 so 
that signal is detectable with clinically relevant data acquisi-
tions. ρm is less precisely defined than chemical proton den-
sity but represents the density of protons that can be detected 
and used in clinical MRI.  It is also affected by shortening 
effects due to susceptibility, chemical shift, and other factors 
where signals can shorten the observed T2 decay designated 
as T2*. These effects may be quite profound and drastically 
shorten the observed value of T2* to the level that signal 
becomes undetectable.

The range of normal T1s of tissues encountered in clinical 
practice covers over three orders of magnitude from about 
150 ms in cortical bone to fluids of about 4000 ms. The T1s 
for tissues increase with field strength though those of fluids 
change very little. The relevant range of T2s in tissues is even 
greater from <0.01 ms for protons in proteins to 4000 ms for 
fluids. It is useful to divide these T2s into five broad groups: 
<0.01  ms (supershort), 0.01–1  ms (ultrashort), 1–10  ms 
(short), 10–100 ms (intermediate), and 100–4000 ms (long).

In clinical systems, this generally corresponds to the 
detectability of the tissues. Supershort-T2s are usually only 
indirectly detectable through magnetization transfer (MT) 
[7]. Ultrashort-T2s are only detectable with UTE or ZTE-
type sequences, including 2D and 3D UTE [4–6], single-
point imaging (SPI) [8], single-point ramped imaging with 
T1 enhancement (SPRITE) [9], Cartesian variable TE (vTE) 
[10], water- and fat-suppressed proton projection MRI 
(WASPI) [11], sweep imaging with Fourier transformation 
(SWIFT) [12], hybrid acquisition-weighted stack of spirals 
(AWSOS) [13], pointwise encoding time reduction with 

radial acquisition (PETRA) [14], ramped hybrid encoding 
(RHE) [15], ZTE [16], and Looping Star [17]. Short-T2s are 
detectable with GE sequences (shorter T2 in the short-T2 
range) and spin echo (SE) sequences (longer T2 in the short-
T2 range). Intermediate and long-T2s are detectable with SE 
sequences. Sequences that can detect shorter T2 signals can 
also detect longer T2 signals.

Another important concept is to divide tissues into those 
with a majority of short- and/or ultrashort-T2 components such 
as parenchymal lung, cortical bone, tendons, and ligaments, 
and those with a minority of short- and ultrashort-T2 compo-
nents such as brain, muscle, and most other tissues. With tis-
sues with a majority of short- and ultrashort-T2 components, 
direct imaging may be all that is necessary, but with tissues in 
which the short- and ultrashort-T2 tissues are in a minority, it 
is usually necessary to suppress signals from more abundant 
intermediate- or long-T2 tissue components, both to develop 
useful contrast and to provide accurate quantitation of the TPs 
of the short- and ultrashort-T2 components [6].

Collagen-containing tissues vary in the ρm and T2 with 
highly organized collagen as in tendons and ligaments hav-
ing a moderate ρm and a short-T2. These tissues are subject to 
the magic angle effect whereby the T2 of the tissue varies 
widely with the orientation of fibers to B0 [18]. Values, when 
the fibers are parallel to B0, may be short (e.g., <5 ms), but 
when fibers are at, or near, the magic angle (about 55°) to B0, 
T2s are longer (e.g., 15–30 ms) [19]. This normal increase in 
T2 may be much greater than the increases in T2 produced by 
disease.

While backbone protons in collagen and other macromol-
ecules (T2s about 10 μs or less) are not directly detectable 
with conventional MRI and UTE sequences [20], water 
bound to collagen has a longer T2 and this may be detectable 
as collagen-bound water and act as a surrogate for tissues of 
interest such as the matrix itself [21–23].

Myelin is an example of a tissue component that has a 
specific ultrashort-T2 of about 0.2 ms [24–26], allowing it to 
be detected with UTE sequences even though it is present in 
much lower concentration than water in both white and gray 
matter of the brain.

 Change in TPs in Disease

ρm changes are generally much less than those in T1 and T2 
although in some situations they can be the dominant effect 
[1]. The most common TP change in disease in clinical prac-
tice is an increase in T1 and T2. This occurs in infarction, 
inflammation, infection, edema, and tumors. The reverse 
change of a decrease in T1 and T2 occurs in stages of hemor-
rhage, as well as with iron and other paramagnetic 
accumulation.

J. Du and G. M. Bydder
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Diffusion is increased in many diseases but in some acute 
diseases, including infarction and infection, diffusion is 
decreased. It is also decreased in many tumors.

 Changes in TPs with Contrast Agents

Clinical Gadolinium-based contrast agents (GBCAs) are 
paramagnetic and decrease T1, T2, and T2* [27]. This effect 
increases with concentration. The effect is opposite to the 
increase in T1 and T2 produced by many diseases, and the 
two effects may cancel out, particularly at low concentra-
tions of GBCAs.

 Approaches to Imaging and Quantitation 
of Short-, Ultrashort- and Supershort-T2 
Tissues

The clinical approach to studying short-, ultrashort-, and 
supershort-T2 tissues follows from a knowledge of their TPs 
[1–3].

The first part of the book describes various data acquisi-
tion strategies that can detect signal from short- and ultra-
short-T2 tissues of interest. The working rule is that the 
effective TE of the sequence should be of the same order as 
that of the T2 of the tissue of interest. Data acquisition strate-
gies, including SPRITE [9], 2D UTE [5], 3D UTE [28], ZTE 
[16], PETRA [14], RHE [15], AWSOS [13], vTE [10], and 
Looping Star [17], are described in detail.

The second part of the book deals with tissue contrast 
and, in particular, techniques to render abnormalities visi-
ble on images. This work is concerned with detecting 
wanted signals and suppressing unwanted signals from 
intermediate and long-T2 water and fat tissues or tissue 
components. The contrast mechanisms include UTE with 
subtraction [29], long-T2 saturation [30], adiabatic inver-
sion recovery (IR) based techniques [5, 6], water excitation 
[31], water/fat separation [32, 33], UTE spectroscopic 
imaging (UTESI) [34], phase imaging [35], chemical shift 
artifacts [36], TP-filters [1], and multiplied, added, sub-
tracted, and/or divided inversion recovery (MASDIR) [3]. 
Techniques may be used both for sensitivity to detect 
abnormalities, in general, and for specificity to show a par-
ticular tissue component (e.g., bound water in bone and 
myelin in white matter).

The third part of the book is on quantitation. This involves 
the two previous sections of signal acquisition and suppres-
sion of unwanted signals and adds to them modeling for dif-
ferent TPs and techniques to measure them accurately and 
consistently. This section covers quantitative MRI tech-
niques, including UTE-based T1 [37, 38], T2* [39], T1ρ [40–
42], mobile proton density [43–46], MT [47], susceptibility 

[48–50], perfusion [51–53], diffusion [54, 55], and deep 
learning methods [56].

The fourth part of the book is on clinical applications, 
which include the use of data acquisitions, contrast mecha-
nisms for visualization of abnormalities, and quantitation for 
determining their extent as well as showing and characteriz-
ing disease, particularly where it is not recognizable using 
qualitative image assessment. Changes in short- and ultra-
short-T2 tissues can be evaluated with UTE- type sequences, 
which may have critical applications in the musculoskeletal 
(e.g., osteoarthritis (OA) [57], osteoporosis (OP) [43], tendi-
nopathy [58], hemophilia arthropathy (HA) [59], rotator cuff 
injury [60], TMD [61], and spine degeneration [62]), as well 
as in the nervous (e.g., multiple sclerosis (MS) [63]), respira-
tory (e.g., lung diseases [64]), and gastrointestinal systems 
(e.g., liver iron overload [65]). MR-based attenuation correc-
tion and the silent feature of ZTE-type sequences are also 
discussed in this section.

 Data Acquisitions

These are directly related to MR machine performance. 
Major considerations are static field strength (B0), gradient 
strength, and slew rate, as well as RF strength (B1 field 
strength). Clinical systems are generally at a major disadvan-
tage compared with high field-small-bore systems used for 
small animal studies and microscopy. There are also safety 
constraints applicable to in vivo studies.

From a clinical point of view, the common conventional 
acquisitions, such as GE, SE, fast spin echo (FSE), and 
Dixon, are widely available and have been in clinical use for 
over 30  years. With improved gradient performance, the 
minimum TE available with these sequences in clinical 
applications has become shorter. The specific sequences 
used for short- and ultrashort-T2 studies are broadly divided 
into four main groups: SPI where a single k-space point is 
acquired after each short RF excitation [8], UTE where the 
RF pulse is applied initially, and gradients are enabled after 
this [5], ZTE where gradients are initially enabled and the 
RF pulse is applied after this [16], and vTE where shorter 
TEs are used at the center of k-space with small phase encod-
ing gradients [10]. With the ZTE approach, there is a period 
after the center of the RF pulse and before the receiver is 
enabled where data is not detectable, and this leaves a central 
area of k-space that must be filled by some other means. The 
vTE sequence uses a conventional acquisition but variable 
phase encoding durations. Other data acquisition strategies, 
including SPRITE [9], Cones [66], PETRA [14], RHE [15], 
AWSOS [13], and Looping Star [17], are similar to or hybrid 
combinations of the above four groups.

Once data acquisition is enabled, acquisition then pro-
ceeds with radial mapping of k-space, or a variant of this, 
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from the center (or close to it with ZTE) outwards to allow 
acquisition of central or mainly central data in k-space before 
the received signal decays to very low levels. Variants of 
these approaches and combinations of them are used to 
address specific issues.

 Contrast Mechanisms

The acquisitions can be classified and related to the types of 
tissue from which they can detect signal. Important to this is: 
(1) developing contrast between normal and abnormal tis-
sues in the short- and ultrashort-T2 domains, and (2) sup-
pressing unwanted signals from intermediate and long-T2 
water and fat. This involves consideration of pulse sequence 
preparations, acquisitions, and basic image processing tech-
niques such as addition, subtraction, and division of acquired 
images [1–3].

Inversion pulses fully invert intermediate and long-T2 
tissues where T2s are much longer than the duration of the 
pulse (i.e., much longer than about 8 ms). However, this is 
not the case for short- or ultrashort-T2 tissues where trans-
verse magnetization decays during the inversion pulse, so 
that their longitudinal magnetizations are only partially 
inverted or are saturated during the inversion pulse. As a 
result, the inversion pulse can be a source of T2 contrast, 
particularly when it is coupled with an inversion time (TI) 
chosen to null the signal from intermediate or long-T2 com-
ponents [6]. When linked with UTE or ZTE acquisition, 
this then provides images in which short-T2 tissues show 
high signal, and long-T2 tissues show low or zero signal. 
This is the reverse of the pattern seen with conventional T2-
weighted SE sequences.

Subtraction of a longer TE image from a shorter one is 
another method of suppressing or reducing unwanted signals 
from intermediate or long-T2 components [29]. Long-T2 sat-
uration [30], off-resonance saturation [67], water excitation 
[31], fat/water separation [32, 33], spectroscopic imaging 
[34], and phase imaging [35] can also be used to create short-
T2 contrast.

Adiabatic IR-based sequences can be combined in the 
form of MASDIR sequences, and these provide additional 
options for developing and increasing contrast [3]. It is pos-
sible to develop synergistic contrast where a single TP such 
as T1 and T2 is used twice or more in one sequence to increase 
contrast, and/or two or more TPs are used in the same 
sequence for the same purpose [1–3]. These techniques can 
also be used with high signal suppression (e.g., for interme-
diate or long-T2 water and fat-containing tissues) and are 
able to substantially increase contrast.

 Quantitation

Many of the requirements for quantitation follow from con-
sideration of the TPs of the tissues of interest. If there are a 
majority of short-T2 components, a single exponential T2 
decay may be an adequate model, but if short- or ultrashort-
T2 tissues are in a minority, long-T2 signal suppression or 
biexponential modeling may be required [6].

Fat may be a significant source of signal contamination 
and particular techniques suited to the tissue of interest 
(e.g., with susceptibility differences in trabecular bone) are 
needed to achieve effective fat suppression and accurate 
quantitation [36].

A combination of signal suppression techniques may be 
more effective than one alone, and MT modeling may be 
necessary with acquisitions specifically designed to acquire 
data for the model [47].

Quantitation techniques can be broadly divided into two 
categories: relaxometry including UTE-based T1 [37, 38], 
T2* [39], T1ρ [40–42], and T2 mapping; and other tissue prop-
erties including mobile proton density [43–46], MT ratio 
(MTR) [68], MT modeling of macromolecular proton frac-
tion (MMF) [47], susceptibility [48–50], perfusion [51–53], 
and diffusion mapping [54, 55].

Quantitation usually requires specific techniques in order 
to achieve accuracy and consistency rather than just perform-
ing quantitation as a spin-off from sequences used for mor-
phological purposes. This may require additional time, but in 
some circumstances (e.g., bone densitometry) it may be the 
only type of acquisition needed.

 Clinical Applications

These often follow from general considerations about what 
is needed clinically, what is available with other MR tech-
niques, other imaging modalities, and other investigative 
techniques.

Clinical work on short- and ultrashort-T2 tissues began 
with the lung [4], but motion and the effectiveness of high- 
resolution breath-hold CT have meant that lung imaging has 
been a relatively small application for UTE- and ZTE-based 
techniques.

The short- and ultrashort-T2 tissues in the musculoskele-
tal (MSK) system followed, and this has been a productive 
area with studies on all the major MSK tissues [5, 69]. UTE-
type imaging of both long- and short-T2 tissues makes it pos-
sible for a “whole-organ” disease approach, thereby 
improving the diagnosis of various MSK diseases such as 
OA [57], OP [43], tendinopathy [58], HA [59], rotator cuff 
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injury [60], temporomandibular disease (TMD) [61], and 
spine degeneration [62].

The specific MR properties of myelin (T2 ≈ 0.2 ms) and 
its clinical significance have meant that the brain has been an 
important target, too [63]. Given the essential role of myelin 
in developing and maintaining elaborate cognitive functions, 
direct imaging of myelin may help understand the pathogen-
esis of many neurological diseases, such as MS, Alzheimer’s 
disease (AD), Parkinson’s disease (PD), traumatic brain 
injury (TBI), and epilepsy.

Accumulation of T2-shortening iron has led to specific 
disease-related applications in hemophilia [59], thalassemia 
[70], and liver iron overload [65]. There are short- and ultra-
short-T2 components in many other tissues and organs that 
have yet to be studied in detail.

Other applications such as iron-labeled stem cell tracking 
[71], temperature mapping [72], and treatment monitoring 
remain to be systematically investigated.

 Key Concepts

Listed below are some key concepts which help in under-
standing MRI of short- and ultrashort-T2 tissues:

 1. The name TE is often a misnomer since frequently no 
echo is acquired since the acquisition is a free induction 
decay (FID), but the concept of TE is used descriptively 
because it does provide a guide to contrast.

 2. The definition of TE, including the timing from when it 
starts and when it finishes, has been the subject of debate. 
With UTE sequences, the effective starting point for 
measuring TE varies with T2. The end of TE is usually 
taken as the time when acquisition starts, usually at the 
center of k-space.

 3. Short-T2 tissues can be divided into two major catego-
ries: (a) those with a majority of short- and/or ultrashort-
T2 tissues (e.g., bone, menisci, ligaments, and tendons), 
and (b) those with a minority of short- and/or ultrashort-
T2 tissues (e.g., trabecular bone and myelin). Generally, 
the latter group is much more challenging for selective 
imaging. Special considerations are needed to minimize 
signal contamination from long-T2 water and fat when 
imaging these tissues.

 4. Collagen is ubiquitous and in highly ordered form may 
produce magic angle effects. Water bound to collagen 
may be imaged rather than collagen itself as collagen 
backbone protons have T2s that are too short for direct 
UTE or ZTE imaging [20].

 5. Magic angle effects are major confounding factors in 
both morphological imaging and quantitative assess-
ment of short-T2 relaxation times and tissue properties 
[6, 18, 73].

 6. The concept of ρm incorporates the idea of short-, ultra-
short-, and supershort-T2s (“invisible”) which are not 
detectable with the acquisition in use.

 7. Short-T2 components typically have short T1s, facilitat-
ing direct UTE imaging which otherwise may be chal-
lenging due to their usually lower ρms than surrounding 
or associated long-T2 tissues.

 8. Phase imaging is an important source of contrast and 
typically requires relatively long TEs for appreciable 
phase evolution. Phase contrast can be generated for 
collagen-rich short-T2 tissues associated with orientation- 
dependent frequency and phase shifts. Phase differences 
accrue in short- and ultrashort-T2 tissues during the RF 
excitation and data acquisition portion of UTE imaging.

 9. Data acquisition can be basically subdivided into SPI, 
UTE, ZTE, and vTE groups or a hybrid combination 
depending on the order of the RF pulse and gradient acti-
vation k-space mapping for the center of k-space.

 10. The ZTE sequence applies RF excitation and data acqui-
sition after setting the radial encoding gradients [16]. It 
effectively copes with rapidly decaying signals because 
it encodes fresh transverse magnetization immediately 
at full k-space speed and with zero signal delay (see 
Chap. 5, “Zero Echo Time (ZTE) MRI”).

 11. Inversion pulses can be used to create T2 and T1 con-
trast. The inversion and nulling of long-T2 magnetiza-
tion highly depend on T1 relaxation as well as the 
choice of TR and TI, creating T1-dependent contrast. 
Meanwhile, fast transverse relaxation during an adia-
batic hyperbolic secant pulse can forestall complete 
inversion of the longitudinal magnetization but partial 
inversion or saturation of short-T2 tissues, creating T2-
dependent contrast.

 12. Echo subtraction suppresses long T2 components and 
reverses T2 contrast. Short-T2 contrast is acquired by 
subtracting a second echo image from a first echo image 
which is equivalent to T2 bandpass filtering.

 13. Multiple IR sequences can be combined for improved 
long-T2 signal suppression. The dual or double adiabatic 
inversion pulses allow more accurate nulling of long-T2 
water and fat signals by considering their significant dif-
ferences in T1s, thereby creating much improved short-
T2 contrast.

 14. Synergistic contrast is valuable for short-T2 tissues by 
combining a single and/or two or more different TPs to 
suppress unwanted high signals from long-T2 compo-
nents. It can be used to increase sensitivity and/or speci-
ficity in short- and ultrashort-T2 tissues.

 15. High T2 contrast is possible with UTE and ZTE acquisi-
tions in spite of their ultrashort TEs. Echo subtraction 
(i.e., shorter TE filter minus longer TE filter) leads to 
reversal of the sign of short-T2 tissues, producing overall 
synergistic positive T2 contrast.
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 16. UTE-type sequences can directly image nonaqueous 
myelin protons with ultrashort-T2*s of ~0.2  ms. 
Adiabatic IR-based techniques, especially the STAIR- 
UTE approach, allow efficient suppression of various 
water components and thereby facilitate robust mapping 
of myelin density and relaxation times (e.g., T1 and T2*).

 17. Short-T2 imaging is subject to various artifacts related to 
chemical shift, susceptibility, long-T2 signal contamina-
tion, and motion. Center-out radial or spiral mapping of 
k-space leads to off-resonance artifacts manifested as 
spatial blurring due to the ring-shaped point spread func-
tion. Partial volume and long-T2 signal contamination 
may significantly affect short-T2 quantification. UTE 
imaging is generally less sensitive to motion artifacts 
due to averaging of central k-space data.

 18. Fat signal suppression and separation are critically 
important. Short-T2 signal is typically much lower than 
fat signal if unsuppressed. Fat contamination and related 
off-resonance artifacts are potential sources of error with 
UTE imaging and can significantly affect the quantifica-
tion of MR relaxation times and tissue properties.

 19. Short-T2 imaging is typically associated with spatial 
blurring and low signal because of the fast signal decay 
during data sampling and the relatively low ρms of many 
tissues of interest. A short sampling window helps to 
minimize spatial blurring.

 20. ZTE images are generally less blurry than UTE images. 
Stronger RF and gradient systems are expected to bene-
fit all UTE-type sequences.

 21. Quantitation of short- and ultrashort-T2 tissues requires 
consideration of fast relaxation during RF excitation, 
spatial encoding, magnetization preparation, B1 and B0 
inhomogeneities, chemical shift artifacts, and long-T2 
signal contamination.

 22. Higher RF power and stronger gradient systems allow 
more accurate quantification of short- and ultrashort-T2 
tissues. Often effective long-T2 signal suppression is 
necessary to avoid signal contamination and obtain 
accurate measurements for short-T2 components such as 
the osteochondral junction, the cartilaginous endplate, 
trabecular bone, and myelin.

 23. UTE type sequences allow mapping of T1, T2, T1ρ, and 
T2* for bone, deep cartilage, menisci, ligaments, ten-
dons, lung, iron overload, and myelin, making it possi-
ble to evaluate these TPs in clinically “invisible” 
short- and ultrashort-T2 tissues.

 24. Macromolecular fraction and exchange information in 
bone and other short-T2 tissues can be derived through 
UTE-based MT modeling.

 25. Relatively fiber orientation-independent biomarkers 
including UTE-MT modeling of MMF [74] and UTE- 
AdiabT1ρ [75] are likely more effective than traditional 

T2, T1ρ, and T2* mapping in evaluating degeneration of 
collagenous short-T2 tissues.

 26. The range of clinical applications of short- and ultra-
short-T2 imaging includes musculoskeletal (OA, OP, 
HA, TMD, tendinopathy, spine degeneration, etc.), ner-
vous (MS, AD, PD, TBI, epilepsy, etc.), respiratory 
(lung fibrosis, etc.), and gastrointestinal diseases (liver 
iron overload, etc.). Other applications include PET- 
MRI attenuation correction, iron-labeled stem cell track-
ing, temperature mapping, and treatment monitoring.

 Conclusion

This introductory chapter has provided background and a 
structure for understanding the imaging of short- and ultra-
short-T2 tissues. The book is designed to provide: (1) an 
overview of techniques and applications for those new to the 
field, (2) an introduction to the achievements of those active 
in the field, (3) an update on current concepts, and (4) an 
outline of current clinical work. It also provides a summary 
of over 20 years’ work, often written by those who originated 
the advances they describe and those who performed the ini-
tial clinical studies.
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2Single-Point Ramped Imaging with T1 
Enhancement (SPRITE)

Dan Xiao and Layale Bazzi

 Introduction

Single-point ramped imaging with T1 enhancement (SPRITE) 
[1] is best known in the magnetic resonance material science 
community where it is used for the study of porous media 
[2]. These show large susceptibility differences between 
solid matrix and the fluids in pore space which lead to very 
short signal lifetimes. SPRITE has been employed in the 
study of biomaterials [3], mummified human organs [4], 
in vivo animal imaging [5], myelin mapping [6], and in vivo 
sodium brain imaging [7, 8], as well as in electron paramag-
netic resonance (EPR) imaging [9, 10].

SPRITE is a single-point imaging (SPI) technique that 
has a faster data acquisition than more traditional forms of 
SPI [11, 12]. The gradient switching and associated acoustic 
noise are much reduced with SPRITE.  As a pure phase 
encoding method, SPRITE is largely immune to static mag-
netic field inhomogeneity since the signal evolution time is 
constant for all k-space points, and a very short encoding 
time is used.

 Pulse Sequence

The SPRITE pulse sequence is shown in Fig. 2.1. The mag-
netic field gradient is switched on and stabilized before the 
radiofrequency (RF) pulse is applied. A single point in 
k-space is acquired after the short signal encoding time (Tp). 
The gradient is not turned off after data acquisition. This 
minimizes switching, which also passively spoils the trans-
verse magnetization. At the end of TR, the gradient is ramped 
up or down to its next value. Additional spoiling gradients 
may be required around the k-space center. Any residual 
magnetization can also be removed by phase cycling [13]. 
SPRITE is a 3D imaging sequence.

In frequency encoding schemes, k-space data is acquired 
at different signal evolution times, leading to a change in the 
amplitude and/or phase of the modulation transfer function 
(MTF). This may result in resolution loss and spatial misreg-
istration, depending on the k-space trajectory, signal lifetime, 
and magnetic field offset. On the contrary, with pure phase 
encoding methods, all the k-space data points have the same 
signal evolution time Tp. The signal equation is then:
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where ρ r( ) may include a T1 relaxation term, which will be 
discussed below. ∆B r( ) refers to the macroscopic magnetic 
field inhomogeneity that has a spatial variation on the scale 
of an image voxel. When microscopic magnetic field varia-
tion is significant, intravoxel dephasing leads to rapid signal 
decay, and the effect is expressed in T
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T
2

∗ is a contrast factor in the image, instead of a point 
spread function (PSF). Similarly, local phase evolution due 
to B0 offset is consistent in all the k-space data points, lead-
ing to simple phase variation in the image. The true image 
resolution is not limited by the signal T

2

∗, and static magnetic 
field inhomogeneity does not distort the image.

SPRITE is a powerful method when sources of severe mag-
netic field inhomogeneity are present, such as around metal [14, 
15]. An example from Ref. [16] is shown in Fig. 2.2, where the 
SPRITE image (Fig. 2.2a) of a suspended titanium nut in a gel 
phantom is compared to a gradient recalled echo (GRE) image 
of the same nut (Fig. 2.2b). A 200 μs Tp was used with SPRITE 
for an isotropic voxel of 1 mm3. The minimum achievable GRE 
echo time (TE) for the given voxel size was 1.8 ms and this was 
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Fig. 2.1 SPRITE pulse sequence. A single point in k-space is acquired at the signal encoding time Tp after the RF pulse. At the end of TR, the 
gradient is ramped up or down to the next value

a b

c d

Fig. 2.2 A gel phantom with 
a suspended titanium nut 
imaged at 1 T with an 
isotropic voxel of 1 mm3. The 
distortion-free SPRITE 
(Tp = 200 μs) image (a) is 
compared with a GRE 
(TE = 1.8 ms) image (b) in 
which artifacts are obvious 
(arrows). Some signal 
enhancement was observed 
close to the metal in (a), but 
there is no geometric 
distortion. The magnetic field 
around the metal was mapped 
with multipoint SPRITE (c). 
Excellent agreement with the 
theoretical calculation in 
terms of the shape and 
magnitude of the distortion 
(d) was achieved. 
(Reproduced with permission 
from Ref. [16])

employed in Fig. 2.2b. Severe geometric distortion is observed 
in the GRE image where the hexagonal shape of the nut is not 
discernible. Intravoxel dephasing resulted in signal cancellation 
in regions close to the metal. Spatial misregistration also 
occurred in the frequency encoding direction as the magnetic 
field offset led to extra phase accrual during the data acquisition 
window. The SPRITE image (Fig. 2.2a) captured signals next to 
the metal. The image was free from geometric distortion due to 
the short and constant Tp. The image actually had an elevated 
intensity in regions close to the metal due to RF enhancement 
[17]. The robustness of SPRITE imaging has also been exploited 
to map B1 fields near metal [18].

 K-Space Trajectory

As a single-point imaging technique, the Cartesian k-space 
is traversed point by point, and the coverage is very flexi-
ble. The gradient can be stabilized for a relatively long 
period, of the order of milliseconds, before applying RF 
pulses, so there is virtually no constraint on the gradient 
slew rate and gradient waveform fidelity. SPRITE is very 
easy to implement in this respect. For a chosen Tp, the 
maximum k value is determined by the available gradient 
amplitude, which may be a limiting factor with some 
scanners.
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The SPRITE k-space trajectory is defined in a nonconven-
tional manner, where an interleaf or sector corresponds to a 
group of RF excitations. The interleaf can have a regular or irreg-
ular pattern. It is usually preferable to acquire a new data point in 
close proximity to the preceding k-space point within an inter-
leaf, so that gradient switching is minimized. In principle, all the 
3D k-space data can be acquired with a single interleaf.

The TR is usually much shorter than T1. Without dummy 
cycles, saturation toward longitudinal steady state leads to an 
MTF that is determined by the k-space trajectory. Quantitative 
proton density-weighted imaging starts with an interleaf at 
the k-space center [19, 20], resulting in low-pass filtering of 
the k-space data. Signal-to-noise-ratio (SNR) is generally 
higher compared to other trajectories as the magnetization 
amplitude is highest at the k-space origin. The compromise is 
some loss of resolution. The width of the low-pass filter can 
be reduced by increasing TR, within the limit of acceptable 
gradient duty cycles. Reducing the excitation flip angle also 
leads to a narrower filter but with a decrease in the image 
SNR. A more practical approach is to use multiple shorter 
interleaves. A delay at the end of each interleaf for T1 recov-
ery also lowers the gradient duty cycle. Multiple- centric- 
interleaf acquisition is typical when magnetization preparation 
precedes the spatial encoding module as discussed below.

Alternatively, the trajectory can start at the periphery of  
k-space to maintain the image resolution, which is similar to 
applying dummy cycles. This leads to T1 contrast and a 
reduced SNR.

Pure phase encoding is very compatible with k-space 
undersampling for accelerated data acquisition. It is trivial to 
execute an undersampling pattern that is incoherent in all 
dimensions [21, 22]. However, compressed sensing is not 
very commonly employed, as the SNR is usually not suffi-
cient to support nonlinear image reconstruction. Signal aver-
aging is often required in the most common SPRITE 
applications. Keyhole sampling [23, 24] has been applied to 
mitigate long scan times.

 Multipoint Acquisition

In SPRITE, although only one point in k-space is acquired 
after the RF excitation, multiple time-domain points with 
increasing Tps can be collected at virtually no additional 
cost. These points can be utilized to increase image resolu-
tion [25]. More often, multiple pure phase encoding images 
are reconstructed. The image FOV decreases with Tp after a 
simple inverse fast Fourier Transform (IFFT) and can be cor-
rected by interpolation [26, 27]. These images can be 
summed to increase SNR. Alternatively, the image series can 
be analyzed to map the T

2

∗ [28, 29] and/or ΔB [16], based on 
Eq. (2.3).

Since the Tp can be very short and of the order of micro-
seconds, severe magnetic field distortion ∆B r( ) can be mea-

sured using the available gradient amplitude as long as the 
intravoxel dephasing does not lead to signal cancellation. 
Phase wrapping can be controlled by properly choosing the 
dwell time ∆Tp. An example of magnetic field mapping 
around metal is shown in Fig. 2.2c [16]. It was acquired with 
a range of Tps between 200 and 300 μs. Excellent agreement 
is seen with the theoretical calculation shown in Fig. 2.2d, in 
terms of the shape and magnitude of the magnetic field distor-
tion. Good quality field maps are only possible if images of 
all Tp values are distortion free. A similar principle has been 
applied to measure time-varying magnetic fields [30] and 
vocal fold oscillation [31] using pure phase encoded MRI. 

 Flip Angle and RF Power

The RF flip angle may affect resolution, contrast, and SNR, 
depending on the k-space trajectory. The use of the Ernst 
angle is generally preferred. SPRITE differs from frequency 
encoding methods in that the sample bandwidth varies with 
k-space values. To achieve a short Tp and/or high spatial reso-
lution, very high-amplitude gradients may be required for 
k-space points in the periphery. The excitation bandwidth 
and receiver bandwidth in the multipoint acquisition scheme 
may only be sufficient for the central region of k-space, lead-
ing to additional filter and degradation in image resolution. A 
short duration, high-power rectangular RF pulse may exceed 
the MR system hardware or specific absorption rate (SAR) 
limits. The compromises may be the use of a lower excitation 
flip angle, longer encoding time, or lower spatial resolution. 
Corrections for excitation bandwidth can be applied at the 
image reconstruction stage [32]. Variable flip angle and/or 
bandwidth excitations have been proposed [33]. By includ-
ing a variable TR, a reduced SAR was achieved with an 
increased SNR and/or reduced data acquisition time [33]. 
Variable acquisition filter bandwidth has been used to 
increase SNR [34].

Higher-order effects, such as phase accumulation during 
RF excitation, have been investigated [35]. More complex 
RF pulses with frequency and amplitude modulation, as 
employed in zero echo time (ZTE) [36, 37], can be consid-
ered in SPRITE. Applying a low-amplitude gradient during 
the RF excitation, followed by a ramping gradient, has been 
proposed to enable pure phase encoding around metal 
implants [38]. The hybrid-SPRITE method [39] was devel-
oped to address gradient and RF limitations.

 Hybrid-SPRITE

Hybrid-SPRITE [39] employs some time-domain points for 
data from the periphery of k-space. The data acquisition is 
similar to multipoint SPRITE but with many fewer phase 
encoding steps. A single image is reconstructed instead of 
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multiple frames. Because the center of k-space is more impor-
tant in determining image quality, hybrid phase- frequency 
encoding largely retains the benefit of pure phase encoding 
and reduces gradient amplitude and RF power requirements. 
The proportion of phase versus frequency encoding points 
can be chosen based on the hardware constraints, the desired 
data acquisition time, and image quality. Compared to zero-
filling of high k value SPRITE [40], hybrid-SPRITE improves 
image quality by incorporating experimentally acquired high-
frequency information, though the data are not as ideal as 
those obtained with a pure phase encoded acquisition.

The method is similar to pointwise encoding time reduc-
tion with radial acquisition (PETRA) [41] and hybrid filling 
(HYFI) [42] but was motivated by reducing the gradient and 
RF duty cycles of SPRITE. A variable phase encoding inter-
val technique essentially achieves the same purpose but 
acquires each time-domain point with a separate RF pulse 
[43]. In hybrid-SPRITE, a pseudo-polar grid was proposed 
for efficient k-space coverage and image reconstruction, as 
shown in Fig. 2.3. The black dots are phase encoding points 
that determine the image acquisition time and maximum 
sample bandwidth. The blue dots are frequency encoding 
points acquired immediately after the connected black dots. 
The pseudo-polar scheme enables simple image reconstruc-
tion without regridding.

Time-domain points can be acquired at no cost following 
the other phase encoding points in the central region of 
k-space, such as the three-by-three black dots in Fig.  2.3. 
These were not incorporated into the hybrid-SPRITE 
method. Recent work has been performed to utilize all the 
time-domain points in a regularized reconstruction. The goal 
is to acquire the T

2

∗ map as in the multipoint SPRITE scheme 
but with much reduced data sampling and hardware con-
straints [16].

 Magnetization Preparation and Motion 
Encoding

SPRITE can be combined with magnetization preparation 
modules such as spin lock and inversion recovery [44], spin 
echo [45], as well as diffusion and flow [46–48] to study sys-
tems that are challenging for other MRI techniques. Centric 
scanning is usually used with a SPRITE spatial encoding 
module so that the k-space center is first acquired after the 
preparation. An extended k-space interleaf may lead to inac-
curate results, as some data can be dominated by the freshly 
recovered magnetization after numerous RF excitations. 
This additional factor must be considered in designing the 
pulse sequence.

Alternatively, the magnetization preparation can be 
repeated for each k-space point. Motion-sensitized SPRITE 
is a very powerful technique for studying turbulent flow 
[49]. Very fast flow of up to 10 m/s can be quantified thanks 
to the use of a very short Tp. The pulse sequence is shown 
in Fig. 2.4. The dashed line is the spatial encoding gradient 
which is the same as in Fig. 2.1. A symmetrical excursion 
on either side of the spatial encoding gradient is applied. 
The gradient switching occurred at Tp/2 so that the inte-
grated area of gradient waveform from the RF pulse to the 
data acquisition is the same as shown by the dashed line in 
Fig.  2.4. The gradient is not switched back to the spatial 
encoding value after data acquisition. Instead, it is ramped 
to the next step at the end of TR, where the motion-sensitiz-
ing gradient is again included. Accurate motion encoding is 
achieved for each point in k-space. Since SPRITE is 
immune to large susceptibility differences, turbulent flow 
through a dysfunctional bi-leaflet mechanical heart valve 
was successfully measured [50]. Diffusion tensor imaging 
of anisotropic turbulent flow with Reynolds numbers as 
high as 60,000 has been reported [51]. These motion encod-
ing schemes have also been applied to study other challeng-
ing systems, such as the X-nuclei gas (sulfur hexafluoride) 
[52] and water spray [53].

Fig. 2.3 Hybrid-SPRITE k-space trajectory on a pseudo-polar grid. 
The black dots are pure phase encoding points, with the central portion 
plotted on a Cartesian grid. The blue dots are frequency encoding points 
acquired after the connected black dots. The pseudo-polar scheme 
enables simple image reconstruction without regridding
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Fig. 2.4 Motion-sensitized SPRITE sequence. The gradient has a symmetrical excursion on either side of the spatial encoding gradient (dashed 
line)

 Conclusion

SPRITE is a robust MRI technique used for the capture of 
short lifetime signals. The pure phase encoding method is 
immune to magnetic field distortion. It is a powerful method 
to map the magnetic field around metal. SPRITE acquisi-
tions can also be combined with magnetization preparations 
to study situations that are not accessible with other MRI 
methods, such as the fast turbulent flow.

The biomedical applications have been limited by the 
long data acquisition time as well as by high gradient and RF 
duty cycles. These can be mitigated by the use of a hybrid 
scheme incorporating some frequency encoding points. The 
recent development of advanced constrained data processing 
may provide similar information to that obtained with fully 
sampled multipoint SPRITE, using only a fraction of the 
phase encoding steps. This could enable more biomedical 
applications.
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3Two-Dimensional Ultrashort Echo Time 
(2D UTE) Imaging

Aiming Lu

 Introduction

There is increased interest in direct imaging of tissues with 
short transverse relaxation times (T2s). When imaged with 
conventional clinical MRI sequences, the so-called short-T2 
tissues show little or no signal. They require more advanced 
techniques, such as single-point imaging (SPI) and ultrashort 
echo time (UTE) sequences [1–7]. Single-point imaging 
(SPI) sequences often require relatively long acquisition 
times which limit their clinical applications [1–3]. Two- 
dimensional (2D) and three-dimensional (3D) UTE imaging 
techniques have therefore been more frequently used for 
morphological and quantitative imaging of short-T2 tissues 
[4–7].

UTE sequences acquire the free induction decay (FID) 
signal immediately following the radiofrequency (RF) exci-
tation with center-out k-space sampling trajectories (e.g., 
radial or spiral trajectories). The simplest UTE sequence 
uses a short RF pulse for excitation followed by 3D radial 
readout trajectories. In this case, the minimal echo time (TE) 
achievable is only limited by the hardware switch time from 
transmit to receive, which ranges from a few microseconds 
to a couple of 100 μs. The sequence allows vast undersam-
pling in the angular direction, so fast volumetric imaging can 
be achieved although with the penalty of diffused back-
ground noise. Advanced strategies such as parallel imaging, 
compressed sensing, and more efficient sampling trajectories 
such as 3D Cones and twisted projection imaging can be 
used to further improve 3D UTE image quality and shorten 
the acquisition time [8–11]. Despite these techniques, the 
acquisition times of 3D UTE sequences can still be long for 
applications where high spatial and temporal resolution is 
needed. For example, an important potential application of 
UTE MRI is to monitor the progress of the freeze-thaw cycle 
in tissues during cryoablation, where the tissue temperature, 

as well as the cooling and warming rates, may vary signifi-
cantly across relatively small regions of interest with short 
T2/T2* times. For this application, a faster 2D UTE sequence 
is preferred instead of 3D UTE imaging in order to achieve 
near real-time imaging with high spatial resolution, so 
dynamic tissue signal changes with temperature can be 
captured.

 The 2D UTE Sequence

In 2D imaging, slice-selective excitation is usually achieved 
by playing out a shaped RF pulse (e.g., truncated SINC 
pulse) in the presence of the slice-select gradient. A typical 
conventional 2D imaging sequence is shown in Fig.  3.1a, 
where Gz, Gx, and Gy are the slice-select, frequency encod-
ing, and phase encoding axes, respectively. The Gz gradient 
applied during the RF pulse is the slice-select gradient, and 
slice-rephasing gradient is the trapezoidal gradient applied 
following the RF pulse with opposite gradient polarity. The 
purpose of the slice-rephasing gradient is to unwind the 
phase dispersion of the transverse magnetization after its 
generation due to the remainder of the slice-select gradient. 
The required area under the rephasing gradient waveform 
depends on the isodelay of the RF pulse, which is the effec-
tive precession or dephasing time that results in the phase 
dispersion of the spins during the RF pulse. For symmetric/
linear phase RF pulses, the isodelay is typically half the RF 
duration. By applying a negative gradient waveform with the 
same area as that under the slice-select gradient waveform 
after the isodelay, the phase accumulation due to the gradi-
ents cancels, and the k-space trajectory in the slice-select 
direction (usually denoted as the logical Z-axis) is returned 
to the origin. The minimal TE available with conventional 
2D sequences is often of the order of milliseconds, as deter-
mined by the sum of the RF isodelay, the ramp-down dura-
tion of the slice-select gradient, and the maximal duration 
among the slice-rephasing gradient, the phase encoding gra-
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Fig. 3.1 (a) Pulse sequence diagram for a typical 2D sequence using a 
conventional full-pulse RF pulse for slice-selective excitation. The 
sequence acquires k-space data on regular Cartesian grids. (b) Pulse 

sequence diagram for a 2D UTE sequence with half-pulse excitation, 
where data are sampled along radial lines in k-space

dient, and the pre-phasing lobe of the frequency encoding 
gradient.

To achieve an ultrashort TE for imaging species with 
short T2/T2* values, 2D UTE sequences employ a self- 
refocused half-pulse RF pulse for excitation with a center- 
out radial or spiral readout trajectory [12]. The half-pulse RF 
pulse is generated by taking the first half of a conventional 
symmetric full pulse. A typical 2D UTE sequence with a 
radial readout is shown in Fig. 3.1b. With zero isodelay, the 
half-pulse RF excitation does not require a refocusing gradi-
ent and the kz trajectory ends at kz = 0. The use of a radial 
acquisition samples the central k-space data first, eliminating 
the need for the phase encoding gradient and the pre-phasing 
gradient for the readout. The TE in this sequence is defined 
as the time from the end of the RF pulse to the beginning of 
data acquisition and is only limited by the hardware transit 
time. For rapid imaging, UTE sequences are usually imple-
mented in the spoiled gradient echo mode (e.g., SPGR, or 
spoiled gradient recalled acquisition in steady state) to 
achieve short repetition times (TRs).

The phantom and in vivo canine prostate images shown in 
Fig.  3.2 were acquired using a conventional 2D sequence 
with a TE of 2.5 ms (Fig. 3.2a, c) and a 2D UTE sequence 
(Fig. 3.2b, d) with a TE of 0.1 ms. The phantom contains six 
vials with different T2 values (five with T2 values of 1–3 ms 
and one with a longer T2 of about 12  ms). The vials with 
short T2 components appear as signal voids in the conven-
tional 2D image (Fig.  3.2a), while the vials demonstrate 
appreciable signals in the UTE image (Fig. 3.2b). Figure 3.2c, 
d were acquired during in vivo canine prostate cryoablation 
experiments. The frozen tissue in the prostate appears as a 
localized signal void in the image acquired using a conven-

tional 2D sequence. However, the image acquired using a 2D 
UTE sequence clearly demonstrates a temperature depen-
dent signal intensity gradient in the two frozen regions. This 
could potentially allow UTE MRI to be used for monitoring 
cryoablation.

 Half-Pulse Excitation

Playing out the RF pulse in the presence of the slice-select 
gradient(s) applies weighting along the k-space path deter-
mined by [13]:

 
k t Gz

t

t

z( ) = − ( )∫γ
1

τ τd
 

(3.1)

where γ is the gyromagnetic ratio, Gz(t) includes the slice- 
select gradient, and in the case of conventional full RF pulse, 
the slice-refocusing gradient as well. t1 is the end time of the 
slice rephasing gradient lobe with a conventional full RF 
pulse and the end time of the slice-select gradient in the case 
of half-pulse excitation. The RF energy deposition/k-space 
weighting along the k-space path for a symmetric full-pulse 
RF excitation is illustrated in Fig.  3.3a. The kz trajectory 
starts from one end in k-space, passes the center, and moves 
to the other end. It returns to the k-space center again at the 
end of the slice-refocusing gradient lobe, so the dephasing 
effect due to the slice-select gradient is unwound. The high-
est weighting is applied at the k-space center when it is tra-
versed the first time during the RF pulse.

In the half-pulse excitation case shown in Fig. 3.3b, only 
the first half of the conventional RF pulse is played out. By 
eliminating the second half of the conventional slice-select 
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a b

c d

Fig. 3.2 Images acquired with a conventional sequence and a UTE 
sequence showing the capability of UTE MRI for imaging short-T2 
species. (a) Phantom image demonstrates that the vials with short T2s 
values appear as signal voids using a conventional sequence. (b) Imaged 
using the UTE sequence, appreciable signals are visualized within the 
vials. (c) Using a conventional 2D sequence during an in vivo canine 

prostate cryoablation experiment, the frozen tissue in the prostate 
appears as a localized signal void. A single cryoprobe was used in this 
case. (d) Image acquired using a 2D UTE sequence clearly demonstrates 
a temperature-dependent signal intensity gradient in the two frozen 
regions in the prostate created using two cryoprobes

gradient and consequently the need for the slice-refocusing 
gradient, shorter TEs can be achieved with center-out read-
out trajectories. 2D UTE sequences with half-pulse excita-
tions require sampling k-space twice with longitudinal 
magnetizations excited using opposite slice-select gradient 
polarities. During each acquisition, the half-pulse excitation 

applies weighting along one-half of the full kz trajectory. The 
traversed half kz trajectories in the two acquisitions start from 
opposite edges in k-space and both end at the k-space center. 
The combination of the two acquisitions results in the same 
k-space weighting along the k-space path as a conventional 
full pulse and consequently the same excitation profile.

3 Two-Dimensional Ultrashort Echo Time (2D UTE) Imaging
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Fig. 3.3 (a) A typical 
slice-selective excitation 
sequence with conventional 
full-pulse RF pulse and its 
corresponding k-space 
trajectory. The RF pulse is 
applied during the constant 
portion of the slice-select 
gradient, which traverses the 
full extent of slice-selection 
k-space. The slice-refocusing 
gradient is used to align the 
RF energy deposition with the 
k-space trajectory centered at 
kz(t) = 0. (b) The half-pulse 
excitation approach uses two 
excitations to achieve the 
same RF energy deposition 
along the same k-space 
trajectory. Each excitation 
covers one-half of the 
k-space. No refocusing is 
needed since the half-pulses 
end at the k-space center
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Fig. 3.4 Due to the limited slew rate of the gradient system, the 
VERSE technique is used to allow RF pulses to be applied in the 
presence of a time-varying gradient without compromising the slice 
profile

 Half-Pulse Excitation with Varying Slice-Select 
Gradient

The plots in Fig. 3.3b assume that the slice-select gradient 
can be turned off instantaneously so the half pulse and the 
gradient end simultaneously. However, the gradient system 
usually has a limited slew rate, and it takes time to ramp up 
or ramp down the gradient. Ramping down the gradient after 
the excitation pulse would introduce magnetization dephas-
ing and necessitate the addition of a refocusing gradient lobe 
to cancel the effect. Both the gradient ramping down and 
refocusing gradient would increase the TE. To avoid this, the 
variable-rate selective excitation (VERSE) technique can be 
used [14]. Instead of applying the RF pulse during a constant 
slice-select gradient, VERSE allows a time-varying gradient 
to be used during RF excitation without changing the spatial 
excitation profile for on-resonance spins by appropriately 
modifying the RF pulse shape. In Fig. 3.4, the half pulse is 
modified using VERSE to account for the ramp-down gradi-
ent (and although not critical, the ramp-up gradient as well if 
so desired), so the RF pulse and the ramp-down gradient end 
at the same time.

An example of excitation with a VERSE half pulse and 
the corresponding excited slice profiles is shown in Fig. 3.5. 
The excited slice profiles from the two excitations with dif-

ferent slice-select gradient polarities show undesirable, 
broad magnitude profiles and variable phases in the slice 
direction. After combining the two excitations, a much better 
slice profile is achieved (sharper and flatter magnitude pro-
file and constant phase in the selected slice).

A. Lu



21

0.08
0.06
0.04
0.02

0

R
F

 (
G

)

0.5 1 1.5
Time (ms)

RF pulse

0.5 1 1.5
Time (ms)

3

2

1

G
ra

di
en

t (
G

/c
m

) Slice-select gradient

0.4

0.2

–5 0 5
Position (mm)

M
ag

ni
tu

de

Magnitude profile, positive sel grad

0.4

0.2

–5 0 5
Position (mm)

M
ag

ni
tu

de

Magnitude profile, negative sel grad

–5 0 5
Position (mm)

Phase profile, positive sel grad

2

0

–2P
ha

se
 (

ra
d)

–5 0 5
Position (mm)

Phase profile, negative sel grad

2

0

–2P
ha

se
 (

ra
d)

0.8
0.6
0.4
0.2

M
ag

ni
tu

de

–5 0 5
Position (mm)

–5 0 5
Position (mm)

1

0

–1P
ha

se
 (

ra
d)

Magnitude profile, combined Phase profile, combined

Fig. 3.5 Plots showing a 
typical half pulse and the 
corresponding slice-select 
gradient used to select a 2 mm 
thick slice with a 30° flip 
angle, as well as the 
corresponding slice profiles 
from each of the two 
excitations and the combined 
slice profile. A much sharper 
slice profile is achieved after 
the combination of the two 
excitations. This is seen as a 
flat phase response in the 
excited slice

 Half-Pulse Design

The half pulse is obtained by taking the first half of a conven-
tional full pulse. Care must be taken to design the conven-
tional full pulse with a flip angle twice that of the desired half 
pulse to achieve the desired slice profile. For half pulses with 
small flip angles (<45°), the full pulse can be designed using 
the small flip angle approximation approach. The full large 
flip angle pulse can be designed using methods such as the 
Shinnar–Le Roux (SLR) algorithm for larger flip angles. For 
example, a 90° excitation half pulse can be obtained by tak-
ing the first half of a full 180° refocusing pulse.

 Exciting an Off-Isocenter Slice

With conventional full-pulse excitation applied in the pres-
ence of a constant slice-select gradient, exciting a slice at any 
off-isocenter location can be achieved by simply adjusting 
the transmitter frequency. As time-varying gradients are used 
in half-pulse excitation, imaging at any locations other than 

the isocenter is more complicated. To excite a slice at posi-
tions z, in general, the RF waveform needed is:

 B t B tz
ik t zz

1 1� � � � � � �
e  (3.2)

where kz(t) is the integral of the remaining slice-select gradi-
ent as defined in Eq. (3.1), and B1(t) is the envelope of the RF 
pulse. Note that there is no RF phase accumulation at the 
isocenter with z = 0. The phase term shifts the excited slice 
to position z and ensures the signal phase at the end of the RF 
pulse is consistent for both excitations, which is critical to 
make certain that the two signals add coherently. As can be 
seen from Eq. (3.2), the phase of the RF pulse is different for 
the excitations with positive and negative gradient polarities 
and needs to be calculated for each slice location. MRI sys-
tems provide a phase channel and/or a frequency channel for 
phase modulation. To modulate the phase using the fre-
quency channel, a scaled version of the slice-select gradient 
waveform (in case of constant slice- select gradient, the mod-
ulation frequency offset is also constant) is loaded into the 
frequency channel. The slice location can be shifted by scal-
ing the frequency channel accordingly. With this approach, a 
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bipolar gradient waveform with zero net gradient area can be 
used with the RF pulse applied during the second half of the 
waveform to ensure the phase of the RF pulse ends at zero. 

 K-Space Sampling and Imaging Reconstruction

With the half-pulse UTE MRI approach, k-space data are 
sampled using the same readout trajectories after both exci-
tations. The most straightforward approach to reconstruct the 
images is to first resample the k-space data onto Cartesian 
grids, and then use fast Fourier transformation to obtain the 
images. Advanced imaging methods such as parallel imaging 
and compressed sensing can be exploited to improve the 
acquisition speed and/or the quality of images.

 Practical Considerations

Other factors that affect the MR signal during both excitation 
and acquisition need to be considered to achieve optimal 
image quality with 2D UTE sequences, and these are dealt 
with below.

 Excitation

Compared to the conventional full-pulse excitation, the half- 
pulse excitation approach is more susceptible to practical 
challenges, including the impact of timing errors between 
the RF pulse and the slice-select gradient, gradient waveform 
infidelity due to eddy currents, off-resonance effects, the 
impact of T2 decay during excitation on the slice profile, and 
so on.

 The Impact of Gradient Timing Error
To achieve the desired slice profile, applying the appropriate 
weighting at the correct k-space location is critical. Since the 
half-pulse excitation approach relies on the combination of 
two excitations that each covers a half trajectory in k-space, 
the timing error between the RF pulse and slice-select gradi-
ent pulse causes misalignment of the desired k-space weight-
ing and the k-space trajectory. The impact of this timing error 
on the slice profile can be appreciated in the simulation in 
Fig. 3.6, where the RF pulse was applied 8 μs ahead of the 
intended start time, on time, and 8 μs after the intended gra-
dient start time. A better slice profile with less out-of-slice 
signal is achieved when there is no timing error.

The timing error occurs mainly because the gradient pulse 
cannot be generated instantaneously by the gradient system. 
It can be either measured using special sequences or empiri-
cally estimated based on the excited slice profile or image 
quality [15–17]. The timing error between the RF pulse and 

the slice-select gradient in the pulse sequence can be cor-
rected based on the value obtained.

 The Impact of Eddy Currents
The excitation profile achieved using half-pulse excitation is 
sensitive to eddy currents induced by the slice-select gradi-
ent. Eddy currents can be represented by a series of polyno-
mial components as functions of the spatial coordinates. 
Among these components, the lower order polynomial terms, 
namely, the spatially invariant term (B0 eddy currents) and 
the linearly spatially dependent term (linear eddy currents), 
are often of the most interest. B0 eddy currents result in an 
unwanted constant phase offset between the two acquisitions 
with positive and negative slice-select gradient polarities, 
while linear eddy currents are effectively superimposed on 
the applied gradients and cause k-space trajectory distortions 
and consequent mismatch between the k-space weighting 
(RF pulse) and the k-space trajectory. Both eddy current 
terms cause distortions in the excited slice profile.

Pre-compensating Slice-Select Gradient
To correct for the linear eddy currents, the slice-select gradi-
ent can be pre-compensated using an empirical system 
impulse response function [18]. The B0 eddy currents can be 
measured by acquiring one-dimensional (1D) slice profiles 
with both positive and negative slice-select gradient polari-
ties. The slice profiles of the two excitations can be obtained 
by Fourier transformation of the data acquired with a readout 
gradient in the slice-select direction. The phase difference at 
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Fig. 3.6 Timing errors between the slice-select gradient and the RF 
pulse lead to degradation in the excited slice profile. The profile is more 
tolerant of timing errors when the slice-select gradient precedes the RF 
pulse
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the center of the slice profiles is then the phase offset due to 
B0 eddy currents. The main issue with this approach is that 
the system impulse response function needed for correcting 
the linear eddy currents is difficult to obtain accurately.

Instead of using an explicit system impulse function, the 
pre-compensated slice-select gradient can also be derived 
from the measured slice-select gradient [6]. A drawback of 
this approach is that the calculated pre-compensated slice- 
select gradient waveform is sensitive to noise in the mea-
sured gradient waveform.

Pre-compensating Both the RF Pulse and the Slice- 
Select Gradient
Eddy current correction can also be achieved by pre- 
compensating both the RF pulse and the selective gradient 
simultaneously based on the measured eddy currents. Both 
B0 and linear eddy currents can be characterized using a gen-
eralized approach [19–21]. Figure 3.7a, b shows examples of 
the measured gradient waveform and phase accumulation by 
B0 eddy currents induced by the slice-select gradient. Both 
eddy current terms have relatively long time constant com-
ponents as evidenced by the long tails after the nominal 
slice-select gradient.

Linear eddy currents during RF pulses can be compen-
sated for by redesigning the RF pulse based on the measured 
gradient using VERSE. To correct for linear eddy currents 
extended beyond the RF pulse, the tail of the linear eddy cur-
rent profile is inverted and appended to the end of the ideal 
trapezoidal gradient to form a new slice-select gradient. As 
shown in the measured gradient for the new slice-select gra-
dient in Fig. 3.7c, the tail of linear eddy currents is greatly 

suppressed after pre-compensation. B0 eddy current effects 
during excitation can be compensated for by dynamically 
varying the RF phase, as is done to excite an off-isocenter 
slice. The B0 eddy current correction can be combined with 
the phase modulation required for shifting the slice location. 
Long time constant components of B0 eddy currents extended 
into the data acquisition can be corrected by dynamically 
adjusting the receiver phase, or by correcting the phase of the 
acquired signal on a per data point basis during image recon-
struction. Example 2D slice profiles obtained on a spherical 
phantom using half-pulse RF excitation with and without 
eddy current compensation are shown in Fig. 3.8. As can be 
seen, a sharp slice is achieved using the half pulse after com-
pensating for both B0 and linear eddy currents. Example 2D 
UTE images acquired during an in vivo canine prostate cryo-
ablation experiment with and without application of the eddy 
current correction strategy described above are shown in 
Fig. 3.9. The images with and without eddy current correc-
tion were acquired in an interleaved fashion with a cryoprobe 
inserted on each side of the prostate. Two “iceballs” can be 
visualized in the images as regions with lower but still appre-
ciable signals in the magnitude images and elevated R2* in 
the R2* maps. After eddy current correction, both the magni-
tude image and the R2* map show improved image quality 
with much reduced streaking artifacts.

Since both B0 and linear eddy currents are characteristics 
of the gradient system and scale with the gradient amplitude, 
they only need to be measured once on each of the three 
physical axes for the slice-select gradient for a given RF 
pulse, unless there are changes made to the gradient system. 
The correction can be scaled on the physical axes to excite a 

a b c

Fig. 3.7 (a) Ideal (dot-dashed), measured (solid) and corrected 
(dashed) waveforms for the slice-select gradient. The corrected gradient 
waveform is obtained by attaching the inverted tail of the measured 
gradient waveform to the ideal gradient waveform. The RF pulse is 
redesigned using VERSE based on the measured gradient waveform. 

(b) Measured B0 eddy current introduced phase accumulation which is 
corrected by modulating the phase of the RF pulse. (c) Measured 
gradient waveform after linear eddy current correction. After correction, 
the tail of the linear eddy currents is reduced
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w/ B0 and linear
correction

No correction
W/ linear
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W/ B0 & linear

correction

a

b

Fig. 3.8 (a) Images of the acquired slice profiles in the middle of a 
uniform spherical phantom, from left to right, without eddy current 
correction, with only linear eddy current correction, and with both B0 
and linear eddy current correction. (b) Slice profiles obtained from a 
row indicated by the horizontal line in (a) in the corresponding images. 
The slice profile images were obtained by imaging a slice playing out 
the readout gradient in the slice-selection direction. Without eddy 
current correction, there is a signal from outside the slice. This out-of- 
slice signal is decreased with linear eddy current correction and is 
essentially eliminated with both B0 and linear eddy current corrections

w/o correction w/ correction

Magnitude

R2*

Fig. 3.9 2D UTE images acquired during an in vivo canine prostate 
cryoablation experiment using two cryoprobes demonstrate improved 
image quality with eddy current correction. The uncorrected magnitude 
image and R2* map show lower signal-to-noise ratio and more severe 
streaking artifacts than the magnitude image and R2* map acquired with 
both B0 and linear eddy current correction

slice of any desired thickness. Excitation of an oblique slice 
is possible but requires redesigning the RF pulse based on 
the combination of the linear eddy currents from all three 
physical axes for each oblique angle.

Other Strategies to Mitigate the Impact of Eddy 
Currents
A few other techniques have also been proposed to achieve 
ultrashort TEs for 2D imaging while reducing the sensitivity 
of the excited slice profile to eddy currents induced by the 
slice-select gradient. The double half-pulse approach uses 
time-reversed half-pulse pairs for this purpose [22]. Ideally, 
the long-T2 spins experience both half RF pulses and thus 
effectively experience either a conventional RF pulse or zero 
net excitation. It is assumed that the received signal from the 
short-T2 component comes from the second half pulse, as 
that generated by the first half pulse has already vanished 
before the second RF pulse. As a result, the performance of 
this technique relies on the difference between the long and 
short T2 values in the tissues and the interval between the two 
half pulses. Eddy currents can still produce signal contami-
nation from out-of-slice short-T2 tissue components. 
Moreover, the impact of the first half pulse on the longitudi-
nal magnetization needs to be considered when designing 
the sequence.

To minimize the sensitivity to eddy currents with the half- 
pulse excitation, outer volume suppression (OVS) techniques 
have also been proposed to improve the slice profile by sup-
pressing the signal from out-of-slice tissues [23]. However, 
spatial saturation on both sides of the imaging slice with long 
saturation RF pulses can significantly increase the data 
acquisition time.

 The Impact of Off-Resonance
Factors such as main magnetic field inhomogeneity, mag-
netic susceptibility, chemical shift, and metal implants can 
lead to B0 inhomogeneity and consequently a nonuniform 
precession frequency of the spins. With conventional full-
pulse excitation, a constant resonance frequency offset over 
the slice results in a shift of the excited slice position, while 
spatially varying frequency offsets result in a “potato chip” 
shaped slice. The impact of off-resonance on the excited 
slice profile is more complicated in the case of the half-pulse 
excitation. As illustrated in Fig. 3.10, a constant resonance 
frequency offset causes the excited slice profiles to shift in 
opposite directions with different slice-select gradient polar-
ities. Consequently, the combined slice profile is less selec-
tive as compared to that in the on-resonance scenario. 
Therefore, care must be taken to ensure excellent shimming 
is achieved to minimize the off-resonance effect.

 The Impact of T2 Decay
Signal decay during the excitation for the short T2 species is 
a known concern with conventional full-pulse RF excitation. 
It remains a concern even when the peak RF energy is depos-
ited toward the end of the excitation using the half- pulse 
excitation sequence. The effect of T2 delay during half- pulse 
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Fig. 3.10 Compared to 
on-resonance spins, the slice 
profiles of the 200 Hz 
off-resonance spins are 
shifted in opposite directions 
with opposite slice-select 
gradient polarities in the two 
excitations. As a result, the 
combined slice profile has 
more contamination from 
out-of-slice signal

excitation is shown in Fig. 3.11, where the slice profiles from 
the two excitations with opposite slice-select gradient polari-
ties and the combined signal are simulated for two species 
with long (100 ms) and short (1 ms) T2s, respectively. The 
half pulse is 1.6 ms in duration. As can be seen, faster T2 
decay during the RF pulse results in a lower effective flip 
angle/signal and blurrier slice profile. In some cases, the 
impact of T2 decay can be reduced by using shorter RF 
pulses.

 Data Acquisition and Reconstruction

2D UTE MRI uses radial acquisition-based trajectories such 
as radial lines and spirals to sample k-space. These k-space 
sampling strategies are also sensitive to gradient timing 

errors, eddy currents induced by the readout gradients, off- 
resonance effects, and fast T2 decay. These effects can be 
corrected/mitigated during either data acquisition or image 
reconstruction.

 Gradient Timing Errors and Eddy Currents
Like gradient timing errors between the slice-select gradient 
and the RF excitation, gradient timing errors during data 
acquisition can come from timing differences between the 
gradient coils on different axes, as well as timing errors 
between the readout gradients and data sampling. Eddy cur-
rents during data acquisition can be introduced by readout 
gradient amplitude changes or the long time constant eddy 
current components from the slice-select gradient. Both gra-
dient timing errors and eddy currents cause deviation of 
k-space trajectories from the nominal ones and mismatch 
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Fig. 3.11 Simulation of the 
effect of T2 decay during 
half-pulse excitations. The 
slice profiles from the two 
excitations with opposite 
slice-select gradient polarities 
(to achieve a nominal flip 
angle of 30°) are shown in the 
second and third rows, and 
the combined signal from 
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sharp slice profile

between the sampled data and their k-space locations if left 
uncorrected. As described earlier, gradient timing errors and 
B0 and linear eddy current terms can be measured. The mea-
sured gradient timing errors can be used to align the readout 
gradient on each axis with the data acquisition. B0 eddy cur-
rents can be corrected by removing the corresponding phases 
from the acquired data on a per-point basis along the trajec-
tory. In contrast, linear eddy currents can be corrected by 
matching the acquired data with the measured k-space trajec-
tories during image reconstruction. If the readout trajectories 
are rotation invariant (e.g., radial trajectories), linear combi-
nations of the measured B0 and linear eddy current terms on 
the orthogonal axes can be used to calculate the corrections 
needed for trajectories at arbitrary angles.

 Off-Resonance Effects
Off-resonance effects can lead to signal loss, geometric dis-
tortions, and blurring in MRI images during data acquisi-
tion. UTE MRI is more resilient to signal loss due to 
off-resonance than conventional sequences as the use of 

ultrashort TEs results in reduced intravoxel dephasing. 
Since radial and spiral trajectories rotate in different direc-
tions in k-space, the point spread function (PSF) or impulse 
response of off-resonance during readout is a ring-like func-
tion with a radius proportional to the off-resonance fre-
quency. As a result, off-resonance causes blurring in the 
images. In contrast, in Cartesian acquisitions, it results in a 
linear shift in the readout/frequency encoding direction. 
Several methods have been proposed to correct for off-reso-
nance effects during readout for non-Cartesian acquisitions 
[24–26].

 T2 Decay
In UTE MRI, T2 decay during data acquisition effectively 
applies a low-pass filter to the acquired data. For imaging 
short-T2 species, the fast T2 delay limits the spatial resolution 
that can be achieved. To minimize the impact of T2 decay 
during readout, shorter readout durations can be used, for 
example, by increasing the acquisition bandwidth.
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 Imaging Multiple Slices

Similar strategies, as used for acquiring multiple slices in 
conventional 2D imaging using full pulses for excitation, can 
be adopted to image multiple slices with 2D UTE 
MRI.  However, care needs to be taken to minimize the 
impact of the relatively broad profiles of the excited slices 
with half pulses.

 Conclusion

2D UTE imaging allows visualization of tissues with short 
T2/T2* values using relatively short acquisition times. This 
chapter describes basic strategies needed to achieve 2D UTE 
images. Practical issues, such as imaging off-isocenter slices, 
the impact of gradient timing errors and eddy currents, off- 
resonance effects, and their impacts on image quality during 
both excitation and data acquisition, are described. Strategies 
to address or mitigate these effects are presented.
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 Introduction

Conventional magnetic resonance imaging (MRI) techniques 
allow direct imaging of species with relatively long trans-
verse relaxation times (T2s). Spatial localization is achieved 
by using three orthogonal magnetic field gradients for slice 
selection (Gz), phase encoding (Gy), and frequency encoding 
(Gx), respectively [1]. The Gz gradient, together with a 
radiofrequency (RF) pulse, rotates proton magnetization to 
form a thin slice for two-dimensional (2D) imaging, or to 
form a thick slab for three-dimensional (3D) imaging. The 
Gy gradient enables the protons to gain or lose different phase 
increments according to their location on the y-axis. 
Meanwhile, the Gx gradient allows proton magnetizations to 
rotate at different frequencies according to their locations on 
the x-axis. Cartesian sampling is typically used to acquire the 
phase and frequency encoding data. Inverse Fourier 
Transformation (FT) of the k-space data reconstructs the 
final 2D or 3D MR images. Many MR techniques have been 
developed to generate high spatial resolution MR imaging of 
soft tissues in the body. Most sequences are either T1- 
weighted or T2-weighted and utilize spin echo or gradient 

echo acquisitions. A spin echo is usually generated by a 90° 
pulse followed by a 180° pulse, whereas a gradient echo is 
usually generated by a single low flip angle RF pulse in con-
junction with gradient reversal. The echo time (TE), defined 
as the time between the end of the RF pulse and the begin-
ning of the read gradient, and the repetition time (TR), 
defined as the time between successive pulse sequences 
applied to the same slice or slab, are two key imaging param-
eters. Gradient echo sequences typically have much shorter 
TEs and TRs than spin echo sequences.

Conventional MR sequences cannot directly image tis-
sues with short- and ultrashort-T2s due to the fast decay of 
their transverse magnetizations to near zero before the spa-
tial encoding gradients are applied and the signal is detected 
[2]. As a result, short- and ultrashort-T2 tissues appear as sig-
nal voids on conventional clinical MR images. The lack of 
signal also means that conventional MRI techniques are 
often of little value for morphological and quantitative 
assessment of short- and ultrashort-T2 tissues. Their MR 
relaxation times (e.g., T1, T2, T2*, and T1ρ) and other tissue 
properties (e.g., magnetization transfer, perfusion, diffusion, 
and susceptibility) are often not well-characterized [3, 4]. 
These properties can include early biochemical changes such 
as proteoglycan depletion, collagen degradation, and changes 
in water content. They may play critical roles in early diag-
nosis and treatment monitoring at stages of disease progres-
sion where little or no morphological change has occurred.

Ultrashort echo time (UTE) sequences enable direct visu-
alization of short- and ultrashort-T2 tissues that are otherwise 
low to zero signal in clinical MR imaging [2]. This is usually 
achieved by acquiring the free induction decay (FID) of the 
MR signal as soon after the end of the RF excitation pulse as 
possible in combination with a radial center-out k-space tra-
jectory and data sampling of a few hundred ms. Typical min-
imum TE values (defined as the time between the end of the 
RF pulse and the beginning of the read gradient) for clinical 
scanners range between a few tens and a few hundred ms. 
Volumetric 3D UTE techniques have gained higher popular-
ity in recent years compared to 2D techniques, in part due to 
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the greater availability of anisotropic resolution and field of 
view (FOV) capability for 3D UTE imaging [5–7]. In addi-
tion, applying slab selection (along with 3D k-space encod-
ing) is less sensitive to gradient imperfections such as eddy 
current delays than relying solely on 2D slice selection in the 
z-direction. The introduction of novel contrast mechanisms 
provides an excellent depiction of short-T2 tissues [5]. The 
development of quantitative UTE imaging techniques also 
provides systematic evaluation of MR relaxation times and 
tissue properties, which are not possible with conventional 
sequences [3].

 Data Acquisition

UTE sequences are generally based on gradient echo acqui-
sitions with TEs much shorter than those used in spin echo or 
fast spin echo acquisitions. There are several factors affect-
ing the minimal achievable TE in regular gradient echo 
imaging. First, there is a delay after the initial RF excitation 
when the slice-selection gradient is needed to rephase the 
MR signal. Second, an extra delay is introduced due to the 
need for the phase encoding gradient. Third, the initial 
dephasing lobe of the frequency encoding gradient and the 
data acquisition before the center of k-space further delay 
TE. Finally, the use of a relatively long excitation RF pulse, 
usually of sinc shape required for slice or slab excitation, 

further delays TE which is more accurately defined as the 
time between the peak of the RF pulse and the acquisition of 
the k-space center. As a result, conventional gradient echo 
sequences typically have TEs of the order of several ms or 
longer.

In order to significantly reduce TE, it is important to elim-
inate the time needed for slice/slab selection, phase encod-
ing, and dephasing/rephasing of the frequency encoding 
gradient and to minimize the time for RF excitation and fre-
quency encoding. A 3D UTE sequence can meet all these 
requirements by employing a short nonselective rectangular 
pulse (duration of the order of 10–100 μs) for volumetric 
excitation, followed by 3D radial ramp sampling with 
k-space traversed radially from k = 0 outwards [7]. Radial 
mapping of 3D k-space rather than conventional Cartesian 
k-space sampling eliminates the requirement for phase 
encoding. Radial ramp sampling also eliminates the need for 
dephasing and rephasing lobes of the frequency encoding 
gradient. A short rectangular pulse eliminates the time 
needed for slice encoding and minimizes the time needed for 
signal-excitation. Eddy currents associated with the slice/
slab-selective gradients are also eliminated, although ramp 
sampling is still subject to eddy currents. Figure  4.1a–c 
shows the pulse sequence diagram for 3D UTE radial imag-
ing, as well as different k-space sampling trajectories.

In radial sampling, Np projections are acquired with Nr- 
acquired data points along each projection. This results in 
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Fig. 4.1 Diagrams of the 3D radial UTE sequence (a) which employs 
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UTE (3D Cones) sequence (d) which employs a short rectangular pulse 
excitation followed by twisted radial sampling (e) with conical view 
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nonuniform sampling density with overweighted low spatial 
frequencies. The radial sampling supports an alias-free 
reconstruction when Np equals π times Nr and 2D projection 
reconstruction (PR) is used. To get one image with isotropic 
in-plane spatial resolution, Fourier encoding spin-warp 
imaging requires Nr phase encoding lines. Therefore, radial 
ramp sampling PR acquisition is a factor of π less efficient 
than 2D spin-warp imaging. This decrease in sampling effi-
ciency is due to the oversampling of central k-space, espe-
cially for 3D PR imaging. The PR acquisition is more 
sensitive to magnetic field inhomogeneity, susceptibility, 
chemical shift effects, and eddy currents. However, projec-
tion imaging also provides some desirable properties, includ-
ing more robustness to bulk motion because of the averaging 
effects from repeated sampling of the low spatial frequen-
cies, diffuse aliasing patterns that allow scan time reduction 
through undersampling, and FID acquisition for short-T2 
imaging with a minimal TE [3].

There have been several k-space trajectories employed for 
3D UTE imaging, such as radial-out PR [8], acquisition- 
weighted stack of spirals (AWSOS) [9], twisted projection 
imaging (TPI) [10], variable echo time (vTE) [11], and 
Cones [12]. The radial trajectory can be extended for twisted 
projection imaging (TPI), or further twisted for more effi-
cient 3D Cones imaging (Fig. 4.1d–f) [6, 12]. The Cones tra-
jectory is a generalization of the 3D radial trajectory in which 
spokes twist around one of the axes, resulting in longer read-
out time per TR (higher duty cycle) and increased signal-to-
noise ratio (SNR) efficiency. More twisting can be added to 
the Cones trajectory to further increase readout time and 
reduce the total number of readouts required for full sam-
pling. Thus, the 3D Cones trajectory provides the flexibility 
to reduce total scan time while increasing SNR efficiency at 
the cost of an increased sampling window [12], which even-
tually leads to increased spatial blurring. The Cones trajec-

tory design requires consideration of slew rate limitations 
imposed by typical gradient hardware, proper adjustment of 
the sampling density, and careful consideration of the rela-
tionship between cones to minimize aliasing artifacts inside 
the specified FOV [12]. Special reconstruction techniques 
are needed to generate 3D UTE images from radial or Cones 
sampling.

 Reconstruction

In conventional MRI, Cartesian sampling is typically used to 
collect phase and frequency encoding data in k-space. The 
final MR images are reconstructed using inverse FT of the 
2D or 3D k-space data [1]. Radial or spiral UTE data sets do 
not fall on a regular Cartesian grid in spatial frequency space. 
Figure 4.2 shows schematic 2D k-space data sampled with 
the radial trajectory (Fig. 4.2a), spiral trajectory (Fig. 4.2b), 
and regridding reconstruction (Fig. 4.2c). A 3D radial UTE 
k-space is very similar to Fig. 4.2a but with a 3D koosh ball 
or similar sampling pattern. 3D Cones UTE k-space is simi-
lar to Fig. 4.2b but with conical view ordering of 3D spiral 
data [12]. There are many options for the reconstruction of 
non-Cartesian data, including back- projection, conjugate 
phase reconstruction, and regridding. The most popular way 
is to resample the radial or spiral data to a Cartesian grid, 
followed by inverse FT of re-gridded Cartesian k-space data 
to reconstruct the final UTE images. Figure 4.2c shows the 
basic idea of regridding, where data points lie along the sam-
pled k-space trajectory. Each k-space data point is convolved 
with a gridding kernel. After every data point along each 
k-space trajectory is processed, a final Cartesian grid is pro-
duced [13]. A 3D inverse FT is then performed to generate 
the final UTE images.

Ky

DKj, max

DKr

Kx

Ky

Kx

Convolution
Kernel

Cartesian Grid

K-space Trajectory

a b c

Fig. 4.2 Diagrams of k-space data with radial acquisition (a), and spiral acquisition (b), as well as regridding reconstruction (c)
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Fig. 4.3 Slice through the x–z plane of the PSFs for a 3D radial trajec-
tory (a) and a 3D Cones trajectory (b), as well as a sagittal slice through 
the 3D UTE data set acquired with the high (c) and low (d) bandwidth 
3D radial trajectories, and the 3D Cones trajectory (e). The PSF for the 
3D Cones trajectory performs much better inside the prescribed FOV 

than the 3D radial trajectory. A significantly higher SNR was achieved 
for the patellar tendon (solid arrow) with the 3D Cones trajectory 
(SNR = 4.6) than with the 3D radial trajectory using a high bandwidth 
(SNR = 2.2) or a low bandwidth (SNR = 2.9). (Reproduced with per-
mission from Ref. [12])

Figure 4.3 shows the point spread functions (PSFs) for 
undersampled radial trajectories (a) and 3D Cones (b), as 
well as an example of 3D UTE imaging of the knee joint in a 
healthy volunteer (c–e) [12]. The PSFs are symmetric about 
the z-axis, with much better performance observed with the 
3D Cones trajectory than with the undersampled 3D radial 
trajectory. The 3D Cones trajectory has a highly diffuse, low- 
amplitude aliasing pattern in the x–y plane outside of the pre-
scribed FOV allowing substantial undersampling in these 
directions to further speed up data acquisition. In contrast, 
there is a relatively coherent aliasing pattern along the z-axis 
outside the prescribed FOV due to the 3D Cones acquisition 
symmetry around the z-axis [12]. Therefore, undersampling 
in this direction should be avoided. A slab-select excitation 
in the z-direction can be used to limit the acquired FOV to 
the prescribed FOV for reduced artifacts (more details about 
this technique will be discussed in the section “Slab-Selective 
Excitation”). The advantage of the 3D Cones trajectory over 
the radial trajectory was demonstrated by calculating SNRs 
for the patellar tendon in the volunteer’s knee joint. The 3D 
Cones trajectory provides a significantly higher SNR than 
the 3D radial trajectory with either a high or low bandwidth 
(BW) [12]. Similar results were achieved for the patella.

Figure 4.4 shows a more systematic study of the PSFs 
generated for four different trajectory lengths, ranging from 
a pure radial trajectory (readout duration 624 μs), trajectories 
with more twist (readout duration 680–1600 μs), to a more 
spiral-like trajectory with many full turns within one spoke 
(readout duration 4000 μs). The last trajectory only serves 

for the purpose of comparison since such long trajectories 
introduce undesired T2* blurring of short-T2 tissues. The des-
ignated k-space trajectories are designed to achieve a fixed 
short scan time of 55 s, FOV = 24 cm, and isotropic spatial 
resolution = 1 mm. Indicated in Fig. 4.4a are the undersam-
pling factors required to achieve the same scan time. The 
PSFs are shown in Fig. 4.4b at twice the FOV (48 cm) of the 
reconstructed images (indicated by the dashed boxes) to 
show the region outside the supported area. The high under-
sampling for the radial trajectory results in only a small 
region of support surrounded by diffuse radial streaks, while 
the longer trajectories result in a larger region of FOV sup-
port but have a more coherent aliasing signal just outside that 
region. A standard-resolution phantom was imaged using a 
clinical 3T MRI system. Acquisition parameters included 
BW = ±125 kHz, isotropic FOV = 24 cm and spatial resolu-
tion = 1 mm, TE = 30 μs, and total scan time of 55 s. The 
native symmetry direction of the Cones design was along the 
z-axis, which was perpendicular to the axial images shown in 
Fig.  4.4c, d. These images were also reformatted into the 
coronal plane, as shown in Fig. 4.4e, f, which lies in the same 
plane as the PSFs. Two distinct artifacts can be observed. 
The images generated by the very short radial trajectory and 
the highest degree of undersampling show visible streak arti-
facts (red oval). At the other extreme, the image using a very 
long readout trajectory (last row) results in less visible alias-
ing artifacts with some blurring near the edge of the phantom 
(see also Fig. 4.4g). The trajectory in the second row shows 
reduced artifact compared to pure radial sampling without 
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Fig. 4.4 K-space trajectories with various readout durations and curva-
tures (a). Corresponding PSFs for the x–z plane (b). Two axial slices (c, 
d). Two reformatted coronal slices. Image artifacts are highlighted by 
ovals (d, e). Many of these artifacts are less severe for the trajectory in 

the second row (Tread = 680 μs). 1D lines through two walls of the 
phantom (as indicated in f), showing increased blurring for longer tra-
jectories (g)

the significant blurring seen in the very long readout trajec-
tory. Finally, as expected, the SNR in the images from the 
longer trajectories is visibly higher than that seen with the 
shorter ones.

 RF Excitation

Transverse relaxation during RF excitation does not usually 
require consideration in conventional MR imaging of long-
T2 species, where T2 is typically much longer than the RF 
pulse duration. However, the T2* relaxation may be signifi-
cant in imaging of short-T2 species where T2*s may be of the 
order of the pulse duration or much shorter. As a result, UTE 
imaging of short-T2 species typically uses a short rectangular 
pulse for more efficient excitation. However, the nonselec-
tive short hard pulse may produce undesired aliasing arti-

facts, which may be reduced by using a slab-selective 
excitation pulse as there is a relatively coherent aliasing pat-
tern along the z-axis outside of the prescribed FOV in 3D 
UTE imaging. Water excitation pulses have also been imple-
mented to create high contrast for UTE imaging of short-T2 
tissues.

 Hard RF Excitation

Efficient excitation of short-T2 species requires a wide RF 
excitation BW since the spectral profile increases in tissues 
with short T2. A short rectangular pulse with maximal B1 
power is therefore ideal for short-T2 excitation. The short 
pulse duration maximizes RF pulse spectral BW and mini-
mizes signal loss during excitation, which, together with a 
high B1, maximizes the excitation efficiency. The excitation 
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efficiency is greatly reduced when the RF pulse duration is 
increased and the pulse amplitude is decreased. Figure 4.5a 
shows the “critical” transverse relaxation rate, T2

crit = (2γB1)−1, 
during excitation without appreciable T1 relaxation [14]. The 
RF pulse effect is not purely a rotation but a modification of 

the magnetization amplitude if magnetization experiences 
non-negligible relaxation during the excitation pulse. The 
excitation efficiency, defined as Mxy/sin(α), is a function of T2 
and α, which equals γB1p where p is the pulse duration. This 
T2-dependent excitation can be used to create relaxation- 

Fig. 4.5 Simulation of the short-T2 excitation as a function of pulse 
duration p or nominal excitation angle α = γB1p and R2 (thick lines) (a). 
The relaxation-parameter contrast mechanism is based on two hard RF 
pulses with different durations but equal pulse areas to generate T2- 
selective excitation (b). An example imaging of the skull is shown with 
3D UTE pairing a fast excitation pulse with UTE (24.47 μT RF, 34 μs 
TE) (c) and a slow excitation pulse with a later echo (1.53 μT RF, 2 ms 

TE) (d). Subtraction of the two 3D UTE data sets (b) and (c) provides 
high-contrast imaging of the skull (e), which can be further improved 
by normalizing the difference to remove proton density weighting with 
contrast in the normalized difference MR-sim.-CT image (f) resem-
bling that of an X-ray CT image (g) acquired from the same subject. 
(Reproduced with permission from Ref. [14])
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parameter contrast that is compatible with UTE imaging of 
short-T2 species such as cortical bone [14]. Figure  4.5a 
shows RF excitation pulse parameters selected to determine 
the extent of concurrent relaxation and excitation, where the 
pulse duration p and the amplitude are changed to adjust the 
relaxation dependence of the image contrast. Two pulse 
durations (i.e., p1 and p2) can be chosen to selectively detect 
signals from magnetization within a specific range of T2 val-
ues. Subtraction of two UTE datasets with the same imaging 
parameters but different RF excitation pulses creates T2-
specific contrast. Figure 4.5c–f shows an example of imag-
ing the skull of a healthy volunteer using 3D radial UTE. UTE 
with a short RF pulse detects all anatomical regions, includ-
ing the skull (Fig. 4.5c). The second echo UTE image with a 
long-duration low-power pulse selectively avoids excitation 
and reception of signals from the skull (Fig. 4.5d). Subtraction 
of the two datasets provides high- contrast imaging of the 
skull (Fig. 4.5e). The normalized difference image (Fig. 4.5f) 
shows excellent positive contrast for the skull similar to that 
observed with X-ray CT (Fig. 4.5g) [14].

 Slab-Selective Excitation

The 3D UTE sequence can apply a slice-selection gradient 
on the z-axis. This allows the application of slab selection to 
excite spins only from anatomies within the desired region 
(e.g., in sagittal spine imaging). This reduces the aliasing (or 
streak) artifacts commonly encountered with non-Cartesian 
imaging [15]. The simulation study by Gurney et al. demon-

strates a relatively coherent aliasing pattern along the z-axis 
outside of the prescribed FOV in 3D Cones imaging which 
can be reduced by using a slab-select excitation in the 
z-direction [12]. As a result, the slab-selective pulse is 
expected to greatly reduce aliasing artifacts, especially when 
the slab coverage is narrow and the coil sensitivity is wide. 
Conventional slab selection in clinical MR sequences usu-
ally applies a symmetric sinc RF excitation pulse during the 
flattop portion of a slab-selection gradient, followed by a 
rewinder gradient of the opposite polarity. The required 
ramp-down and rewinder gradient usually push the mini-
mum TE out to greater than 1 ms, making them impractical 
for UTE imaging. The rewinder time can be minimized by 
using a minimum-phase Shinnar–Le Roux (SLR) pulse [16] 
which concentrates most of the RF energy toward the end of 
the pulse (Fig.  4.6) and hence reduces the phase through 
which the slice needs to be rewound (i.e., reduced isodelay). 
Keeping the same excitation k-space deposition during the 
gradient ramp-down requires variable-rate selective excita-
tion (VERSE) correction of the RF pulse [17].

Figure 4.7 shows slab profiles measured in a water bottle 
phantom. The slab profiles were obtained by imaging an 
approximately three times larger through-slice FOV than the 
slab-selective excitation and reformatting the data to image 
the slab profile shown in the top row. The second row shows 
averaged line profiles through the slabs. The last row shows 
the simulated profiles, including real (red) and imaginary 
(blue) parts. They agree well with the experimental profiles.

Figure 4.8 shows axial images of an ex vivo human brain 
using a hard pulse and the slab-selection pulse discussed 
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Fig. 4.7 Experimental slab profiles measured in a water bottle phan-
tom. These were obtained by imaging an approximately three times 
larger through-slice FOV than the slab-selective excitation and refor-
matting the data to image the slab profile (top row). Row two shows 

average line profiles through the slabs. For comparison, the last row 
shows the simulated profiles, including real (red), imaginary (blue), and 
magnitude (black) components, which agree well with the experimental 
profiles

Localizer Hard Pulse Slab Selectivea b c

Fig. 4.8 A relatively thin imaging slab on the localizer of an ex vivo 
brain sample (a), the corresponding 3D UTE axial images using a hard 
pulse (b), and the slab-selection pulse (c). The hard pulse excitation 
shows through-slice artifacts because the through-slice length of the 

brain phantom (~20 cm) greatly exceeds the encoded volume in the slab 
direction (20  mm, red box on coronal localizer), causing aliasing 
artifacts. On the other hand, slab-selective imaging exhibits no visible 
major artifacts
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above. The encoded volume in the slab direction was ten 
slices with 2  mm slice thickness (see red box on coronal 
localizer in Fig. 4.8a). The slab-selective imaging exhibits no 
major visible artifacts (Fig.  4.8c). On the other hand, the 
hard pulse excitation shows through-slice artifacts (Fig. 4.8b) 
because the through-slice length of the brain phantom 
(~20  cm) greatly exceeds the encoded volume in the slab 
direction (20 mm) and causes aliasing artifacts.

 Water Excitation

Due to the minimal TE used, 3D UTE images are inherently 
low in image contrast. This contrast can be improved by 
suppressing signals from long-T2 tissues such as fat. 
Although UTE is generally compatible with chemical shift 
suppression (chem-sat) techniques, this technique has the 
potential to significantly reduce short-T2 signals of interest. 
As an alternative, direct water-selective excitation can be 
used to excite only water-based signals. This has the advan-
tage that short-T2 signals are not as directly affected as they 
are with chemical shift saturation techniques. Springer et al. 

used a 1–1 double RF excitation pulse to selectively excite 
only water signals [18]. In this technique, a short RF pulse 
centered on the water resonance frequency is used to excite 
both fat and water at the same time. This is followed by a 
waiting period that allows fat signals to accumulate an off- 
resonance phase of 180° relative to water (e.g., 1.14 ms at 
3 T). After this, a second identical on-water-resonance RF 
pulse is applied which tips the water signals again by the 
same flip angle while returning the fat magnetization back 
to the positive z-axis. As a consequence, it does not contrib-
ute to the imaging signals. The resulting images show excel-
lent fat suppression on MSK images. Similarly, Ma et  al. 
have developed an excitation scheme using a combination 
of a narrow BW soft RF pulse centered on the fat frequency, 
followed by a short hard pulse (with a wide BW covering 
both the fat and water signals) centered on the water fre-
quency but using the opposite flip angle (Fig. 4.9a, b) [19]. 
The resulting excited transverse magnetization only con-
tains water signals. The fat suppression quality is similar 
with either technique, but short-T2 tissues (e.g., meniscus) 
are better preserved with the soft-hard composite excitation 
scheme (Fig. 4.9c–e).

a

–α, ∆f

a

90°, ∆f
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Fig. 4.9 The soft-hard composite pulse. This employs a soft RF pulse 
centered on fat on-resonance frequency (Δf) with a negative flip angle 
(−α) which is used to flip only the fat magnetization. This is followed 
by a short hard pulse with a positive flip angle (α) which flips all the 
magnetizations (i.e., fat and water) in the opposite direction (a). The 
commonly used FatSat UTE pulse employs a 90° soft pulse centered on 
fat on-resonance frequency to flip and spoil the fat magnetization, 

followed by a hard pulse for water signal excitation (b). An example is 
shown on 3D UTE Cones imaging of the knee joint of a 24-year-old 
volunteer using excitations with a single hard pulse (c), the soft-hard 
water excitation pulse (d), and the conventional FatSat module (e). Fat 
was suppressed by both the soft-hard pulse and the FatSat module, but 
the short-T2 signals are much better preserved with the soft-hard pulse 
(yellow arrows in d). (Reproduced with permission from Ref. [19])
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 Sampling Window

Imaging short-T2 species requires consideration of trans-
verse relaxation during the data acquisition window, as T2 or 
T2* is of the order of the duration of the sampling window, or 
even shorter. Rahmer et  al. investigated the effects of T2* 
decay during signal acquisition on the 1D, 2D, and 3D radial 
PSFs [7]. The impact of short-T2* relaxation on the PSF 
depends on the k-space trajectory. An exponential T2* decay 

in time corresponds to a centric exponential decay in k-space. 
The image space blurring function Pdec(r) is just the 3D 
Fourier transform of this decay function. Pdec(r) for 2D and 
1D radial FID sampling can be derived in a similar way. 
Figure 4.10a–c shows the normalized blurring functions for 
the exemplary case in which the sampling window is four 
times longer than T2*. A smaller linewidth is observed in the 
3D blurring function than in its 2D and 1D counterparts. 
Figure 4.10d–f shows an image of a short-T2 phantom (rolled 

Fig. 4.10 Simulated PSF and blurring function for three sampling pat-
terns, including unblurred PSF (a), normalized blurring functions for 
the exemplary case TAQ/T2 = 4 (b), and total PSFs for TAQ/T2 = 4 obtained 
from the convolution of (a) with (b) shown in (c). 3D UTE images of 
rolled rubberband (T2 = 660 μs) with three different readout window 
durations TAQ of 0.68 ms (d), 3.50 ms (e), and 5.25 ms (f). Short-T2 blur-

ring function extracted from the image data by deconvolution of images 
(e) and (f) with (d), respectively (g). Solid lines correspond to simulated 
blurring functions. A normalized plot of the same data emphasizes the 
increase in linewidth with increasing TAQ (h). (Reproduced with permis-
sion from Ref. [7])
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rubber band with T2* = 660 μs) acquired using TAQ = 0.68, 
3.50, and 5.25 ms, respectively. The blurring function was 
extracted by deconvolution of the unblurred image 
(Fig.  4.10d) from the long-TAQ images (Fig.  4.10e, f). 
Figure  4.10g shows the extracted blurring function. 
Figure 4.10h displays the same data scaled to unit amplitude 
to highlight the line broadening effect. The data were then 
modeled using the 3D blurring function for T2 = 660 μs and 
respective sampling durations of TAQ  =  3.50 and 5.25  ms. 
Theoretical calculation suggests that the blurring function 
depends on T2/TAQ to the power of 3, while the fitted data 
show a power of 3.5 as the best fit. This is attributed to addi-
tional dephasing due to local off- resonances which is not 
compensated for by the applied single-frequency off-reso-
nance correction. Aside from this effect, amplitude loss and 
line-broadening are both reproduced in the theoretical 3D 
blurring function. The theoretical and experimental results 
demonstrate that UTE imaging should aim at a short TE and 
optimize the  readout- window duration to obtain high, well-
resolved signals from short-T2 species. According to the 
theoretically derived optimal TAQ criterion for a given T2 spe-
cies, an optimal sampling window can be found that maxi-
mizes the SNR while introducing only slight blurring. Strong 
gradients and high reception bandwidths must be employed 
to meet the SNR criterion for short-T2 species as the optimal 
window duration TAQ is shorter than T2 (e.g., TAQ = 0.69 T2 for 
3D radial FID sampling) [7]. This theory also holds for 2D 
UTE sampling, where the optimal duration of the acquisition 
window is TAQ = 0.81 T2. However, the Rahmer study shows 
a somewhat simplified optimal sampling window. The sam-
pling window is optimized only for SNR without consider-
ing spatial resolution maximization. Furthermore, for 
mathematical simplicity, a constant readout gradient is 
assumed to obtain a linear relationship between time and 
radial k value: k(t) = γGt. In reality, UTE imaging is based on 
radial ramp sampling of the FID which significantly impacts 
the optimal sampling window. Ramp sampling leads to 
repeated sampling of low spatial frequency data. As a result, 
the optimal sampling window from the Rahmer study would 
produce low-resolution images of short-T2 species such as 
cortical bone. With radial ramp sampling of UTE FID data, a 
longer window is needed to obtain improved spatial resolu-
tion of short-T2 species. The simplified model works best for 
zero echo time (ZTE) type sequences, where k-space data 
points are sampled after gradients are fully ramped up [20].

 Eddy Currents

UTE sequences acquire data with variable read gradients. 
The data points at and near the k-space center are acquired 
during the ramp-up period of the read gradients (ramp sam-
pling). If there is a mismatch between the nominally designed 
gradients and the ones that actually occur in the scanner 
bore, this may result in gridding errors and image artifacts 
[21, 22]. These gradient imperfections may include gradient 
group delays or more general gradient amplitude distortions. 
For simple 3D UTE imaging, group delay corrections are 
often an effective way to compensate for gradient imperfec-
tions. These can be performed using specialized calibration 
sequences (especially if gradient-to- gradient delays need to 
be corrected as well), or simple manual tuning of the single 
overall group delay of the gradients relative to the data acqui-
sition window (DAQ) [23–25]. For example, Addy et al. used 
an efficient linear time- invariant (LTI) characterization of the 
MR gradients to estimate trajectories achieved in the scanner 
[25]. Figure 4.11 shows phantom images of spiral, EPI, and 
3D Cones reconstructions with and without trajectory cor-
rection. The corrected images show greatly improved image 
quality, as shown in Fig. 4.11b–d.

A similar but more automated/unsupervised method was 
developed by Herrman et  al. [26]. In their work, a UTE 
sequence was utilized with each acquisition containing a 
quick calibration scan which utilized the phase of the read-
outs to detect the actual k-space center. Their approach used 
a short, integrated calibration scan which included a small 
pre-phase gradient applied just before the main readout gra-
dient. Determining the maximum coherence of the phase 
information in the calibration scan allowed the determination 
of the actual k-space center. This information was then used 
to automatically correct the k-space trajectories of the imag-
ing portion of the sequence. Figure 4.12 shows orthogonal 
phantom images with and without k-space correction. The 
corrected images show significantly reduced artifacts [26].

More complex waveform designs, such as Cones, may 
require a more thorough correction technique, for example, 
measuring individual gradient waveforms and applying 
correction during reconstruction. Duyn et  al. have also 
developed a simple technique to accurately measure the 
actual k-space trajectory and to allow the correction of gra-
dient hardware imperfections for arbitrary gradient wave-
forms [27].
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Fig. 4.11 Axial phantom images using spiral (top), oblique EPI (mid-
dle), and 3D Cones (bottom) reconstructions with the original trajecto-
ries (a), and trajectories estimated using the average delay (b), 
LTI-based delay (c), and full LTI-estimated (d) models. Difference 

images for spiral (second row) and EPI (fourth row) are made by 
comparison to a reference image reconstruction based on measured 
trajectories, and are scaled by 8×. (Reproduced with permission from 
Ref. [25])
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Fig. 4.12 Gradient delay calibration using 45 spokes of the measured 
calibration data from the x-y plane with the magnitude shown in (a), the 
phase in (b), and an enlarged central part of (b) shown in (c). The colors 
characterize the spoke index using a continous jet color map where blue 
is the first and red the last index. The dashed black line marks the 
expected position of the k-space center. The effect of delay correction is 

demonstrated through phantom images in three orthogonal planes of a 
structure phantom reconstructed without gradient delay correction (d), 
with global delay correction as extracted from the template (e), and 
with both global delay and axis-specific delays (f). (Reproduced with 
permission from Ref. [26])

 Contrast Mechanisms

UTE sequences allow direct detection of signals from short-
T2 species; however, this does not necessarily mean that 
short-T2 species will be obvious. Most short-T2 species, such 
as bone and myelin, have lower proton densities than sur-

rounding or associated long-T2 species [28, 29]. As a result, 
they may display much lower signals than long-T2 species, 
making them relatively inapparent even with UTE sequences. 
A series of contrast mechanisms have been developed to 
improve the depiction of short-T2 species, including fat sup-
pression, dual-echo acquisition followed by echo subtraction 
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(ES) [7], long-T2 saturation [30], inversion recovery (IR) [2], 
fat–water separation [31], and water excitation [18, 19]. A 
few major contrast mechanisms for 3D UTE imaging will be 
summarized here. Part II of this book provides more detail 
about short-T2 contrast mechanisms.

 UTE Imaging with Fat Saturation

The basic 3D UTE imaging sequence employs a short TR to 
reduce the total scan time. The short TR and short TE com-
bination provides high T1-weighting, leading to a high signal 
for fat with 3D UTE imaging of short-T2 species. Besides, 
UTE imaging of short-T2 species suffers from fat contamina-
tion due to partial volume effects and off- resonance artifacts 
induced by the non-Cartesian UTE acquisition [32]. Thus, 
fat suppression is very important for UTE imaging of muscu-
loskeletal tissues. Figure 4.13 shows a cadaveric ankle speci-
men imaged with clinical T1-weighted FSE and 3D UTE 
Cones sequences. Conventional clinical sequences show 
near-zero signal for the Achilles tendon and enthesis, while 
the 3D UTE Cones sequence shows high signal from both 
tissues [33].

Fat suppression pulses can saturate signals from short-T2 
species directly due to spectral overlap or indirectly due to 

magnetization transfer [28, 34]. Chemical shift-based 
decomposition techniques such as the single- or multipoint 
Dixon approach and iterative decomposition of water and 
fat with echo asymmetry and least squares estimation 
(IDEAL) provide excellent water–fat signal separation for 
long-T2 tissues [35]. These techniques can be combined 
with UTE, such as UTE-based IDEAL (UTE-IDEAL) [36], 
to preserve signals from short-T2 species while providing 
high-contrast, water-only images, as well as T2* and fat 
fraction maps. The recently developed single-point Dixon-
UTE technique allows fast water and fat separation [37]. Its 
combination with UTE is another promising approach for 
fast imaging of short-T2 species without fat contamination 
[31, 38]. Chapters 15 and 16 provide more details about the 
various fat/water separation techniques used with UTE 
imaging of short-T2 species.

 UTE Imaging with Multi-echo Acquisition 
and Subtraction

Dual-echo 3D UTE data acquisition and subsequent ES are 
very effective for suppressing long-T2 signals and providing 
high-contrast imaging of short-T2 species [7]. Short-T2 con-
trast is achieved by subtracting a second echo image from the 

a bFig. 4.13 Morphological 
imaging of a cadaveric human 
ankle specimen at 3 T using a 
clinical T1-weighted FSE (a) 
and a 3D UTE Cones 
sequence with fat suppression 
(b). The Achilles tendon (thin 
arrow) and enthesis (thick 
arrow) are invisible with the 
clinical T1-FSE sequence in 
(a), but show high signal and 
contrast with the fat-saturated 
3D UTE Cones sequence in 
(b). (Reproduced with 
permission from Ref. [33])
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a b c
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Fig. 4.14 Dual-echo 3D UTE imaging of the Achilles tendon of a vol-
unteer with a TE of 8 μs (a, d) and 2.2 ms (b, e), and the corresponding 
ES (c, f). The MR “invisible” Achilles tendon shows a high signal and 

contrast on the 3D UTE ES images in the sagittal (c) and axial (f) 
planes. (Reproduced with permission from Ref. [5])

first FID image, a technique that is equivalent to T2 bandpass 
filtering. Signals from long-T2 species decay minimally by 
the time of the second echo, leading to a significant reduction 
in long-T2 signals after ES.  Signals from short-T2 species 
decay significantly by the time of the second echo and are 
much less affected by ES. Figure 4.14 shows an example of 
3D UTE Cones imaging of a healthy volunteer’s Achilles 
tendon at the ankle joint. The UTE images (Fig. 4.14a, d) 

show little contrast for the Achilles tendon due to the lack of 
T2-weighting, while more contrast is seen on the later echo 
image (Fig.  4.14b, e). Dual-echo subtraction can be per-
formed to highlight the short-T2 Achilles tendon (Fig. 4.14c, 
f), which typically appears as a signal void with conventional 
clinical MR imaging [5]. Chapter 11 provides a more com-
prehensive summary of the various ES techniques used for 
high-contrast imaging of short-T2 species.
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 Adiabatic Inversion Recovery UTE (IR-UTE)

Magnetization inversion is another method used in UTE MRI 
to generate contrast and selectively suppress certain signals in 
images, such as long-T2 fat and water signals in muscle. 
Traditionally, one acquires a single k-space spoke after each 
application of a single inversion pulse (Fig. 4.15a) [2]. A more 
efficient approach is the collection of several k-space spokes 
(e.g., Np spokes) after application of a single inversion pulse 

(Fig. 4.15b for an example with Np = 5) [6]. This can reduce 
the total scan time by a factor of Np. The inversion pulse is 
repeated every TR period, during which Np k-space spokes are 
obtained. The spokes are separated by short time intervals τ. 
During each spoke, one UTE k-space line is acquired. The TI is 
defined as the time from the center of the inversion pulse to the 
center of the group of k-space spokes in the data acquisition, so 
that the sequence timing asymptotically approaches the con-
ventional single-spoke case for small values of Np. In order to 
minimize the total scan time, TR should typically be chosen to 
be the minimum allowed value, as determined by specific 
absorption rate (SAR), gradient, and RF duty cycles, as well as 
sequence timing.

Figure 4.16 shows an axial scan of the tibia and a sagittal scan 
of the knee joint of a healthy volunteer using the 3D IR-UTE 
sequence. The adiabatic IR preparation provides excellent sup-
pression of signals from bone marrow and muscle and provides 
high signal and contrast for cortical and trabecular bone as well 
as the patellar tendon. This figure also shows signal from coil 
elements and padding that contains short-T2 materials.

In recent years, a series of adiabatic IR-prepared UTE 
techniques have been developed for high-contrast imaging of 
short-T2 species, such as single adiabatic IR-UTE [39–41], 
dual adiabatic IR UTE (dual-IR-UTE) [42–44], double adia-
batic IR UTE (double-IR-UTE) [45], adiabatic IR and fat 
saturation UTE (IR-FS-UTE) [46], double echo sliding IR 
UTE (DESIRE UTE) [47], and short TR adiabatic IR UTE 
(STAIR-UTE) [48]. These contrast mechanisms are most 
promising in large part because of the insensitivity of adia-

Conventional way:

IR

Mz

One UTE k-sp line

TI

a

Efficient way:
(five times faster)

IR

Mz

Five UTE k-sp line

TI

τ

b

Fig. 4.15 Diagram of an adiabatic IR preparation used with 3D UTE 
pulse sequences: conventional single-spoke IR (a), and more efficient 
multispoke design (b). (Reproduced with permission from Ref. [6])

a b

Fig. 4.16 3D IR-UTE Cones imaging of the tibial midshaft (a) and the knee joint (b) in a healthy volunteer. High signal and contrast are generated 
for the tibial cortex, patella, and tendons, as well as coil elements and padding

M. Carl et al.



45

batic inversion pulses to B1 and B0 inhomogeneities [49]. 
Chapter 13 provides a systematic review of adiabatic 
IR-based UTE techniques for morphological and quantita-
tive imaging of short-T2 species.

 Quantitative UTE Imaging

UTE sequences can also be used for quantitative imaging of 
short-T2 species. This is important as quantitative imaging 
frequently allows early detection of tissue changes more 
effectively than morphological imaging, since morphologi-
cal changes typically happen at later stages in disease pro-
gression. A variety of quantitative UTE techniques have been 
developed to measure MR relaxation times (i.e., T1, T2, T2*, 
T1ρ) and other tissue properties (e.g., proton density, magne-
tization transfer ratio, magnetization transfer modeling of 
macromolecular proton fraction (MMF), perfusion, diffu-
sion, and susceptibility) [3]. These techniques have great 
potential for improving diagnosis. A few quantitative 3D 
UTE imaging techniques will be described here. Part III of 
this book provides a systematic review of quantitative MRI 
techniques for short- and ultrashort-T2 tissues.

 T2* Quantification

T2* refers to the apparent transverse relaxation, which 
describes the exponential decay in Mxy following an RF exci-
tation pulse as a function of time. T2* is an important tissue 

property that incorporates T2 but is additionally affected by 
inhomogeneities in B0 and susceptibility-induced field dis-
tortions produced by tissue, with the latter usually dominant 
in short-T2 tissues. Conventional sequences cannot provide 
accurate T2* mapping for short-T2 species due to the lack of 
detectable signals. UTE sequences solve this challenge. 
UTE-based T2* (UTE-T2*) mapping allows quantitative 
assessment of collagen fibril integrity and organization in 
short-T2 species such as the deep articular cartilage, menisci, 
ligaments, and tendons [3]. UTE-T2* values have been 
shown to track cartilage extracellular matrix degeneration as 
determined by polarized light microscopy [50]. UTE-T2* 
values in deep articular cartilage are typically elevated with 
increased cartilage degeneration in subjects with osteoarthri-
tis (OA) or anterior cruciate ligament (ACL) injury [50, 51]. 
UTE-T2* maps can be generated from a series of 3D Cones 
images acquired at a series of TEs (nonuniform spacing for 
more accurate T2* mapping) [12]. The Cones sequence sam-
ples MRI data starting at the center of k-space and twisting 
outwards along conical surfaces in 3D while allowing the use 
of anisotropic FOVs and resolution to speed up data acquisi-
tion. Two sets of interleaved 3D multi-echo UTE Cones data 
(e.g., set #1: TEs = 32 μs, 3.6, 7.2, 16.0 ms; set #2: TEs = 1, 
4.7, 9.0, 12.7 ms) can be acquired for better detection of fast 
signal decay from short-T2 species. Williams et al. applied 
the 3D UTE Cones T2* mapping technique to the study of 
alterations to the medial tibiofemoral subsurface cartilage 
matrix in human subjects 2 years after ACL reconstruction 
(ACLR) [52]. Their knee cartilage was found to be morpho-
logically intact in 92% (35/38) of subjects (Fig. 4.17). In the 
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Fig. 4.17 UTE-T2* maps in an uninjured 29-year-old male control 
subject with typical laminar appearance to UTE-T2* values (a), and a 
34-year-old male ACLR subject 2 years after reconstruction surgery, 
with no morphological evidence of medial cartilage (Outerbridge grade 

0) or meniscus pathology (b). Elevations to UTE-T2* values throughout 
medial femorotibial cartilage, particularly in deep medial femoral 
cartilage (white arrows) were observed in the ACLR patient. 
(Reproduced with permission from Ref. [52])
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medial compartment, 37% (14/38) of the subjects had intact 
and normal cartilage (grade 0), and 55% (21/38) showed 
intact cartilage with some areas of signal brightening (grade 
1). Disruption to articular surfaces in the medial compart-
ment (grade 2 partial-thickness defect) was seen in only 8% 
(3/38) of those subjects [52]. The results suggest that 3D 
Cones- based UTE-T2* mapping may be an efficient way of 
assessing degenerative changes in the knee joint.

Biological tissues frequently contain different water com-
partments with distinct T2* values. Quantifying different 
water components may be problematic with clinical MR 
sequences, as the initial TEs are usually too long to detect 
enough signals from shorter T2 components. Signals from 
short-T2 water components in short-T2 tissues, such as ten-
dons and bone, can be detected using UTE-based sequences. 
A multicomponent T2* analysis has been proposed to evalu-
ate different water components in short-T2 tissues [53, 54]. 
Single and multicomponent UTE-T2* analyses have been 
used to evaluate short-T2 tissue degeneration [52, 55], iron 
deposition [56], temperature mapping [22], and soft tissue 
calcification [57]. Chapter 22 provides a systematic review 
of different T2* quantification techniques and clinical 
applications.

 T1 Quantification

Conventional T1 quantification techniques based on inver-
sion or saturation recovery are problematic for short-T2 spe-
cies due to significant signal decay during the relatively long 
duration inversion/saturation pulses used in clinical MR 
sequences. Variable repetition time (VTR) and variable flip 
angle (VFA) methods have been used for T1 mapping [58, 
59], but these methods are sensitive to B1 field inhomogene-
ity. To overcome this limitation, an actual flip angle imaging 
(AFI) technique has been proposed for rapid B1 mapping 
[60]. However, the AFI sequence is based on conventional 
MR data acquisitions and cannot be used for mapping the B1 
and T1 of short-T2 species due to a lack of detectable signal. 
Short-T2 signal loss during the excitation process should also 
be considered for more accurate T1 quantification. UTE-type 
sequences are needed for accurate quantification of the T1 of 
short-T2 species. The combination of UTE, AFI, and VFA 
techniques (3D UTE-AFI-VFA) can address all of the above 
challenges [61, 62]. Figure 4.18 shows excellent T1 fitting for 
various knee joint tissues in a healthy volunteer. The T1 val-
ues for long-T2 species, such as cartilage (T1 = 1133 ± 40 ms 
at 3 T), muscle (T1 = 1406 ± 63 ms), and fat (T1 = 386 ± 2 ms), 
are largely consistent with the literature [59]. Relatively 
short-T1 values are found in short-T2 species, such as the 
meniscus (T1  =  832  ±  18  ms), quadriceps tendon 
(T1 = 779 ± 7 ms), patellar tendon (T1 = 637 ± 16 ms), and 
ACL (T1 = 870 ± 13 ms).

The T1 values for short-T2 species, such as the menisci, 
ligaments, and tendons, remain to be confirmed due to the 
lack of reference standard. T1 is field strength dependent, 
with a longer T1 expected at higher B0 fields. Reference 
values can be derived from a spectrometer at 3 T where 
the strong RF and gradient systems allow accurate quanti-
fication of T1 values for short-T2 tissues, and the values 
can be used to validate UTE-measured T1s obtained with 
a whole-body clinical 3T MR scanner. There are several 
UTE-based T1 quantification techniques that have been 
developed in recent years, including saturation recovery 
UTE (SR-UTE) [2, 40], adiabatic IR-UTE [63], UTE-
VTR [61], UTE-VFA [62], and their combinations. The 
advantages and disadvantages of each technique are sum-
marized in Chap. 21.

 T1ρ Quantification

T1ρ is the time constant for spin-lattice relaxation in the 
rotating frame in the presence of an external spin-lock pulse 
[64]. T1ρ reflects slow interactions between motion-restricted 
water molecules and their local macromolecular environ-
ment, thereby providing unique biochemical information in 
the low-frequency region ranging from a few hundred Hz to 
a few kHz [64]. Changes to the extracellular matrix, such as 
proteoglycan loss, may be reflected in measurements of T1ρ 
and T1ρ dispersion (T1ρ values as a function of the spin- 
locking field) [65]. T1ρ has been employed to assess the 
properties of the macromolecular environment inside tis-
sues, such as loss of proteoglycan in musculoskeletal tissues 
[66]. However, conventional T1ρ imaging sequences cannot 
evaluate short-T2 species due to the lack of detectable sig-
nal. UTE-based T1ρ (UTE-T1ρ) sequences have been devel-
oped to evaluate macromolecular changes in short-T2 
species [67, 68]. In this technique, a continuous wave spin-
lock pulse is used for magnetization preparation, with the 
magnetization stored along the z-axis subsequently detected 
by UTE data acquisition. This technique enables T1ρ imag-
ing of various short-T2 species such as the Achilles tendon, 
ligaments, and menisci. Figure 4.19 shows 3D Cones-based 
UTE-T1ρ imaging of the Achilles tendon in a healthy volun-
teer [68]. The conventional gradient echo-based T1ρ sequence 
shows little signal from the Achilles tendon because of its 
relatively long TE. The 3D Cones UTE-T1ρ sequence shows 
a much higher signal in the Achilles tendon and provides 
excellent single-component exponential fitting with a short 
mean T1ρ of 3.07 ± 0.35 ms. The 3D UTE-T1ρ sequence can 
potentially assess proteoglycan loss in both long-T2 and 
short-T2 species in the musculoskeletal system.

Conventional T1ρ imaging shows a significant magic angle 
effect [69]. T1ρ values can be doubled when collagen fibers 
are reoriented from 0° to near 54° (the magic angle) relative 
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Fig. 4.18 The 3D UTE Cones sequence with a single TR can be used 
for T1 measurement with the variable flip angle (VFA) method (a). The 
3D UTE Cones actual flip angle imaging (AFI) sequence employs a 
pair of interleaved TRs for accurate B1 mapping, which can be combined 
with the VFA method (UTE-AFI-VFA) to improve the accuracy of T1 
mapping (b). The 3D UTE-AFI-VFA method was applied to the knee 

joint of a 35-year-old volunteer to quantitatively image the meniscus 
(c), quadriceps tendon (d), patellar tendon (e), and ACL (f), as well as 
the corresponding T1 fitting results, including a T1 of 832 ± 18 ms for 
meniscus (g), 779 ± 7 ms for quadriceps tendon (h), 637 ± 16 ms for the 
patellar tendon (i), and 870 ± 13 ms for ACL (j). (Reproduced with 
permission from Ref. [62])
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Fig. 4.19 The 3D UTE-T1ρ sequence employs a spin-lock preparation 
pulse followed by a Cones data acquisition (a). The preparation pulse 
consists of a rectangular 90° pulse followed by a composite spin-lock 
pulse and another −90° rectangular pulse. The phase of the second half 
of the composite spin-lock pulse is shifted 180° from the first half to 

reduce B1 inhomogeneity-related artifacts. The Achilles tendon of a 
healthy volunteer was subject to fat-saturated UTE-T1ρ imaging with 
four spin-lock times of 0, 1, 5, and 10 ms (b). The excellent exponential 
curve fitting demonstrated a short T1ρ of 3.07 ± 0.35 ms for the Achilles 
tendon (c). (Reproduced with permission from Ref. [68])

to the B0 field. Trains of adiabatic inversion pulses have been 
employed to measure adiabatic T1ρ (AdiabT1ρ), which is less 
sensitive to the magic angle effect [70]. A UTE-based 

AdiabT1ρ (UTE-AdiabT1ρ) sequence has been developed to 
provide orientation-independent T1ρ mapping of both short- 
and long-T2 tissues on a clinical whole-body scanner [71].
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T1ρ relaxation also depends on the power of the spin-lock 
pulse. A stronger spin-lock pulse tends to “lock” the trans-
verse magnetization more efficiently along its direction, 
thereby producing a longer T1ρ value. This phenomenon is 
called T1ρ dispersion. The self-diffusion effect dominates at 
low spin-lock powers (i.e., ω1  <  100  Hz) while chemical 
exchange dominates at higher spin-lock powers (several hun-
dred or thousand Hz) [72]. The UTE-T1ρ sequence provides 
reliable T1ρ mapping of short-T2 species as well as the related 
T1ρ dispersion [67, 68, 73] and may be used to detect early 
changes in musculoskeletal tissues. A systematic review of 
the various T1ρ techniques and clinical applications is sum-
marized in Chap. 23.

 Magnetization Transfer Quantification

Magnetization transfer (MT) refers to the transfer of spin 
magnetization from macromolecular protons to water pro-
tons and has been introduced for quantitative evaluation of 
water and macromolecular proton pools in long-T2 species 
[74]. A saturation pulse is placed at a frequency offset Δf 
away from the water peak to saturate macromolecular pro-
tons, which exchange with water protons either by chemical 
exchange or magnetization transfer, leading to a significant 
reduction in the detectable signal. As a result, MT imaging 
allows indirect assessment of macromolecules with restricted 
motion and extremely short T2s (of the order of 10  μs). 
However, clinical MT sequences cannot assess short-T2 spe-
cies due to the lack of detectable signals. UTE- based MT 
(UTE-MT) sequences resolve this limitation and can be used 

to indirectly evaluate macromolecular protons in short-T2 
species such as cortical bone. Springer et al. first introduced 
the 3D UTE-MT sequence to calculate the MT ratio (MTR) 
in cortical bone [75]. MTR is semiquantitative and shows 
only a moderate correlation with the biomechanical proper-
ties of cadaveric human bone samples [76]. A two- pool MT 
model has been proposed to extract fundamental parameters 
describing a free pool composed of water protons and a 
semisolid pool composed of collagen protons in biological 
tissues [77]. This two-pool MT model can be combined with 
3D UTE data acquisition, in which multiple spokes (Nsp) are 
acquired after each MT preparation to reduce the scan time 
by a factor of Nsp [78, 79]. Figure 4.20 shows the 3D Cones 
UTE-MT sequence, along with imaging of a bovine cortical 
bone sample. Excellent two-pool MT modeling and MT 
parameter mapping were achieved using a Gaussian line-
shape fitting. Maps of macromolecular proton fraction 
(MPF), collagen backbone proton transverse relaxation 
(T2m), exchange rate (RM0m), and spin-lattice relaxation rate 
(R1w) can be generated for cortical bone, which is “invisible” 
with conventional MR sequences.

UTE-MT techniques provide a panel of biomarkers, 
including MTR and MT modeling of macromolecular proton 
fraction, exchange, and relaxation rates for both short- and 
long-T2 species [75, 80]. Furthermore, the UTE-MT bio-
markers are much less insensitive to the magic angle effect 
than conventional T2 and T1ρ [80] and may provide a more 
robust evaluation of tissue degeneration. Ex vivo studies 
have demonstrated the efficacy of this technique in detecting 
degenerative changes in musculoskeletal tissues [81, 82]. 
Decreased MMF and MTR were observed within cartilage 
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Fig. 4.20 The 3D UTE-MT sequence employs a Fermi pulse for MT 
preparation followed by Cones data acquisition (a). Multiple spokes 
(Nsp) are sampled after each Fermi pulse to speed up data acquisition 
(by a factor of Nsp) (b). Selected UTE-MT images of a bovine bone 
sample acquired with an MT power of 300° and five frequency offsets 
of 2 kHz (c), 5 kHz (d), 10 kHz (e), 20 kHz (f), and 50 kHz (g), as well 

as an MT power of 1100° and five frequency offsets of 2 kHz (h), 5 kHz 
(i), 10 kHz (j), 20 kHz (k), and 50 kHz (l). Excellent two-pool fitting is 
achieved (m), providing maps of macromolecular proton fraction (n), 
collagen backbone proton transverse relaxation T2m (o), exchange rate 
RM0m (p), and spin-lattice relaxation rate R1w (q). (Reproduced with 
permission from Ref. [79])
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and meniscus in mild and advanced OA compared to healthy 
subjects [83, 84]. A systematic review of the UTE-MT tech-
niques and clinical applications is summarized in Chap. 25.

 Conclusion

3D UTE is a powerful imaging tool to image short-T2 species 
that would otherwise be invisible with conventional clinical 
MRI sequences. With recent advances in data acquisition, 
non-Cartesian image reconstruction, short-T2 signal excita-
tion, sampling window optimization, and eddy currents cor-
rection, 3D UTE has become an efficient technique with 
potential for widespread clinical adoption. 3D Cones, with 
its flexible k-space design, have the potential to further 
improve scan efficiency and reduce scan time [6, 12]. Various 
morphological UTE imaging techniques have been devel-
oped [3]. Among the different contrast mechanisms, dual-
echo UTE with ES is the most time-efficient method, but it is 
sensitive to chemical shift, off-resonance, and susceptibility 
effects [3]. Adiabatic IR-based techniques are very promis-
ing as they are insensitive to B1 and B0 inhomogeneities [49]. 
A series of quantitative UTE imaging techniques have been 
developed for more robust assessment of short-T2 tissue 
degeneration, such as collagen degradation (via UTE-T2*) 
[52], proteoglycan depletion (via UTE-T1ρ) [82], and macro-
molecular changes (via UTE-MT modeling) [81]. All the 
major MR vendors have implemented UTE-type sequences 
on their equipment. With further development and optimiza-
tion, 3D UTE MRI techniques can be used to improve the 
diagnosis of various diseases in the body’s musculoskeletal, 
nervous, respiratory, gastrointestinal, and cardiovascular 
systems.
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5Zero Echo Time (ZTE) MRI

Markus Weiger and Klaas P. Pruessmann

 Introduction

Generally, magnetic resonance imaging (MRI) of tissues or 
materials with rapid transverse relaxation needs to follow two 
fundamental principles [1]. First, to capture sufficient signal, 
gradient encoding and data acquisition must be started quickly 
after signal excitation. Second, to prevent resolution loss due 
to apodization in k-space, the time range after excitation dur-
ing which all data is acquired, must be sufficiently small. 
Implementing these principles with different weighting and by 
using different conceptual approaches leads to four basic 
sequences dedicated to short-T2 MRI, namely, constant time 
imaging (CTI) [2], single-point imaging (SPI) [3], ultrashort 
echo time (UTE) imaging [4], and zero echo time (ZTE) imag-
ing [5–8]—which is the topic of the present chapter.

The ZTE sequence is shown in Fig. 5.1a. To efficiently 
capture and encode rapidly decaying signals, the sequence 
abstains from slice selection and phase encoding and covers 
3D k-space with straight radial center-out trajectories. As a 
particular concept, only after setting the radial encoding gra-
dient, radiofrequency (RF) excitation is performed. This is 
then immediately followed by data acquisition. This simple 
sequence scheme is the imaging analog of the pulse-acquire 
NMR experiment and was in fact used in the very first 
reported MRI scan [9]. It was only later identified and 
exploited as an approach particularly suitable for short-T2 
imaging.

The ZTE sequence is very effective at coping with rapidly 
decaying signals because it encodes fresh transverse magne-
tization immediately at full k-space speed and with zero 
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Fig. 5.1 The basic ZTE pulse sequence. (a) After setting the radial 
projection gradient (G) to full strength, an RF pulse of sufficient 
bandwidth is applied and the free induction decay signal is acquired 
(AQ) after the RF dead-time (black dots  =  acquired, white 
dots  =  missed). As gradient encoding starts immediately after signal 
creation, k = 0 is met inside the pulse, and TE is effectively zero. (b) 1D 

spokes are collected in a center-out radial fashion in order to fill the 
3D-k-space volume of interest (one central plane is shown). The data 
missed during the dead-time translate into a gap in k-space, which leads 
to a spherical void in the k-space center. (Adapted with permission from 
Ref. [21])

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35197-6_5&domain=pdf
https://doi.org/10.1007/978-3-031-35197-6_5
mailto:weiger@biomed.ee.ethz.ch


54

delay. All fresh magnetization leaves the center of k-space at 
the exact time at which it is created, leading to the notion of 
zero TE in analogy to the earlier UTE technique. This desir-
able capability comes with the challenge of keeping pace at 
the level of signal detection and starting data acquisition 
equally rapidly. With common MRI systems this is not quite 
possible due to the finite time required for switching RF 
chains from transmit to receive operation. This dead-time 
results in a gap in k-space which appears as a spherical void 
at the center of k-space (Fig.  5.1b), which needs to be 
addressed with additional measures specific to the ZTE 
approach (see sections “The Dead-Time Gap” and “Image 
Reconstruction”).

Another challenge arises from excitation during the read-
out gradient, requiring RF pulses with corresponding high 
bandwidths, which can be substantially greater than those 
used in other modes of imaging. Suitably high bandwidths 
can be achieved with sufficiently short hard pulses or, for 
larger flip angles, with frequency-modulated pulses (see sec-
tion “Excitation”).

Conversely, the encoding gradient in the ZTE sequence 
does not need to be switched on and off; it only requires 
adjustment of its direction between successive excitations. 
This renders scanning relatively silent and minimizes gradi-
ent slew rate requirements as well as eddy currents. Moreover, 
with only minimal sequence overhead for excitation and 
spoiling, very short, sub-millisecond repetition times (TRs) 
are feasible (see section “Further Sequence Aspects”).

The principal difference between the ZTE sequence and 
its UTE counterpart is the temporal order of setting the 
encoding gradient and RF excitation. However, this swap is 
of considerable consequence. In addition to the opportunities 
and requirements mentioned above, ZTE imaging does not 

suffer from fidelity issues introduced by gradient ramping. 
On the other hand, it does not offer the freedom to adjust TE, 
which, in the UTE variant, provides control over T2* contrast 
and options for background signal suppression.

This chapter discusses ZTE imaging in detail, along with 
a number of other closely related techniques. The presenta-
tion covers sequence aspects, image reconstruction, hard-
ware requirements, and applications.

 The Dead-Time Gap

Both the key advantages and the main challenges of ZTE 
imaging are associated with RF excitation after the readout 
gradient has been switched on and is at full strength. It is this 
strategy that secures immediate gradient encoding at full 
k-space speed. However, it also renders the technique blind 
to the stretch of k-space covered during the RF pulse and to 
the period required to switch from RF transmission to signal 
reception. The different contributions to this dead-time are 
illustrated in Fig. 5.2. The RF pulse contribution amounts to 
the fraction of the pulse duration that extends beyond the 
magnetic center of the pulse, which is the actual center for 
symmetric waveforms of constant frequency. After the RF 
pulse, switching to receive mode requires either detuning the 
transmit coil and tuning the receive coil or, with a transmit- 
receive coil, redirecting the RF path by the use of a transmit- 
receive (T/R) switch. Beyond the immediate duration of 
these processes, spikes, and transients that corrupt the 
received signal often add to the dead-time. Finally, additional 
time is lost due to bandpass filtering for data decimation, 
which requires a lead-in time that is related to the net filter 
length.

Dead-time

RF pulse T/R switching Filter lead-in DW DWOV

Fig. 5.2 Contributions to the initial RF dead-time of the ZTE sequence. 
For symmetric RF pulses of constant frequency, the magnetic center is 
located at the pulse center, so only half of its duration contributes to the 
dead-time. During transmit-receive (T/R) switching, the MR signal is 
corrupted by spikes and transients. Following these RF events, fully 
filtered and uncorrupted data are only available after the lead-in time of 

the digital filter, corresponding to half of its length in the case of a 
symmetric filter with a finite impulse response. The dwell time DW = 1/
BW corresponds to the bandwidth (BW) in the target FOV, according to 
Nyquist, whereas DWOV is smaller and associated with radial 
oversampling. (Adapted with permission from Ref. [1])
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The total dead-time causes an initial gap in the acquired 
data, which, for the radial center-out ZTE encoding scheme, 
corresponds to a spherical void in the center of k-space (see 
Fig. 5.1b). The size of this gap is typically indicated in terms 
of Nyquist intervals dk = 1/FOV, where FOV is the field of 
view. With simple Fourier reconstruction, the k-space gap 
causes low-frequency artifacts in the reconstructed images. 
A variety of approaches have been developed to address 
these.

 Minimizing Dead-Time

The first and natural strategy is to minimize each dead-time 
contribution. For a given flip angle, the duration of the RF 
pulse can only be reduced by increasing RF power, an 
approach constrained by hardware specifications and limits 
for specific absorption rate (SAR). Alternatively, the dead- 
time contribution of a long RF pulse can be greatly reduced 
by splitting the pulse into short sub-pulses interleaved with 
data acquisition as is done with the sweep imaging with 
Fourier transform (SWIFT) technique [10] (see section 
“Sweep Pulse”). As a third option, the dead-time contribu-
tion of continuous, long RF pulses can be avoided by using 
pulse- encoded ZTE [11], which involves slight variation of 
the pulse and algebraic reconstruction (see section “Sweep 
Pulse”).

Decreasing the duration of T/R switching requires 
improvements in the electronics (see section “RF Chain”) 
and, potentially, suppression of coil ringdown [12–15], 
depending on which transients are dominant.

The filter lead-in time can be minimized to a certain 
degree by means of filter design. In addition, it can be very 
effectively reduced by increasing the filter bandwidth and 
corresponding oversampling, albeit at the price of more data 
entering image reconstruction. This drawback can be greatly 
mitigated by multi-rate data acquisition [16], which limits 
oversampling to the vicinity of switching events.

For given dead-time, the size of the k-space gap scales 
linearly with the strength of the readout gradient. Hence, 
irrespective of dead-time, the gap can be reduced by scaling 
down the gradient. This, however, increases the time required 
to cover the desired k-space range, which should not exceed 
the shortest T2 of interest to prevent image blurring due to 
signal decay [17].

 Providing Missing Data

Common Fourier reconstruction is applicable only when the 
k-space gap is not more than dk/2, which limits the diameter of 
the central void in k-space to one dwell. This is frequently not 
possible using the measures listed above, and requires means 
for filling the void that are not part of regular scanning.

One option is to fill the center of k-space by algebraic 
reconstruction [18, 19]. Based on radial oversampling, this 
approach achieves filling of the gap by finite support extrap-
olation (see section “Algebraic ZTE”). However, it is limited 
to gaps up to approximately 3 dk.

For larger gaps, several techniques have been developed 
to obtain the missing data by complementary acquisitions at 
lower gradient amplitudes (Fig.  5.3). In water- and fat- 
suppressed projection proton MRI (WASPI) [20], a second 
set of radial acquisitions is performed with greatly reduced 
gradient strength. This approach is very time-efficient but 
results in a discontinuity in T2* weighting at the boundary of 
the k-space gap, and this can impair depiction [21]. In point-
wise encoding time reduction with radial acquisition 
(PETRA) [22], the data inside the gap are acquired in a sin-
gle-point fashion on a Cartesian grid [23]. Continuous T2* 
weighting gives it better depiction fidelity; however, this is at 
the expense of time with relatively inefficient single-point 
acquisition. Hybrid filling (HYFI) [24] is intermediate 
between these two options and combines a core of Cartesian 
single-point sampling with surrounding concentric shells, 
which are radially sampled.

WASPI PETRA HYFI

Gap

Spherical
k-space void

Fig. 5.3 Techniques to fill the spherical k-space void caused by the 
dead-time gap in ZTE data. WASPI, PETRA, and HYFI all provide the 
missing data using additional acquisitions at lower gradient strengths. 
However, these techniques differ in acquisition timing and geometry. In 
WASPI, a second set of radial acquisitions is performed with greatly 

reduced gradient strength. In PETRA, the k-space inside the gap is 
acquired single-pointwise on a Cartesian grid. HYFI consists of a 
Cartesian single-point core surrounded by several radially acquired 
shells. (Adapted with permission from Ref. [24])
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Notably, single-point acquisition in central k-space as 
used by PETRA and HYFI implies a finite TE, with its lower 
limit determined by the minimum dead-time. This finite TE 
is associated with some loss in short-T2 sensitivity, but it 
also introduces valuable contrast options (see section 
“Contrast”).

 Simultaneous RF Operation

In view of the effort required to address the k-space gap, an 
ideal solution would be to avoid the gap in the first place. To 
this end, efforts have been made to perform RF excitation 
and acquisition simultaneously, and thus remove the need for 
RF switching. One approach is based on sideband modula-
tion [25], or, equivalently, two-photon excitation [26]. This 
permits spectral decoupling of the transmit and receive 
chains and has been successfully used for imaging with 
simultaneous excitation and acquisition [27, 28]. However, it 
comes with a trade-off in terms of transmit and receive effi-
ciency and thus between SAR and signal-to-noise ratio 
(SNR). A second approach is decoupling by exact cancel-
ation of cross-talk, which has also been used in imaging 
experiments [29–31] but it is challenging at regular transmit-
ter power, particularly in vivo where motion and physiology 
can cause the coupling to fluctuate. Because of these con-
straints, simultaneous RF operation has not yet reached rou-
tine use.

 Excitation

Another challenge posed by the ZTE sequence is the unifor-
mity of RF excitation. The spectral selectivity of the excita-
tion must be contained to prevent artifacts due to inconsistency 
of data obtained using different gradient directions [32]. To 
address this, the spectrum of the RF pulse must cover the 
band of Larmor frequencies induced by the readout gradient 
with sufficient uniformity. This requirement leads to a par-
ticular entanglement between signal bandwidth, flip angle, 
pulse duration, dead-time (see section “The Dead- Time 
Gap”), transmit power, and SAR.

 Hard Pulse

The traditional ZTE sequence uses a hard pulse, i.e., a pulse 
with constant amplitude and frequency that is short enough 
to uniformly excite the imaged object (Fig. 5.4a). As a rule of 
thumb, for robust uniformity, the pulse duration should not 
exceed approximately DW/3 [33], where DW = 1/BW is the 
Nyquist dwell time and BW is the signal bandwidth across 

the FOV. However, in practice durations up to about DW can 
also provide useful results although they may need appropri-
ate correction during image reconstruction (see section “RF 
Pulses”).

When shortening a hard pulse to meet bandwidth require-
ments, its power must be increased in proportion to the 
inverse square of its duration to maintain an optimal flip 
angle. With strong readout gradients this demand may exceed 

a Hard pulse

b Sweep pulse

c Pulse encoding

d SWIFT

Dead-time

AQ

AQ

AQ

AQ

amp

freq

amp

freq

amp

freq

DW

+∆f

–∆f

Fig. 5.4 Different excitation strategies for ZTE-type imaging. (a) The 
simplest, traditional approach is a hard pulse. It must be sufficiently 
short to excite the full bandwidth spanned by the readout gradient over 
the FOV that potentially limits the achievable flip angle. (b) Using a 
frequency-swept pulse instead renders the bandwidth independent of 
the pulse length, thus allowing larger flip angles. However, the pulse 
duration is limited by the acceptable total dead-time. (c) With pulse 
encoding, the contribution of the pulse to the dead-time can be elimi-
nated, enabling much longer sweep pulses. This is achieved by employ-
ing slightly different pulses in successive excitations, e.g., with small 
frequency offsets. (d) Very long frequency-swept pulses are used with 
the SWIFT technique, where excitation and acquisition are performed 
quasi-simultaneously by alternating between the two modes of opera-
tion. A downside to this approach is that two dead-times occur for each 
pulse interval which reduces both the RF and the acquisition duty 
cycles. Furthermore, the switching rate is governed by the Nyquist 
dwell time DW, thus limiting the achievable bandwidth
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the power limits of the transmit chain. In this case, a feasible 
hard pulse may miss the optimal flip angle, resulting in a loss 
of SNR and/or T1 contrast. In addition to hardware limits, 
SAR limits must be observed. At a fixed flip angle, the SAR 
of a block pulse increases in proportion to the inverse of its 
duration, which can become limiting in high-bandwidth 
applications (see section “High Bandwidth”).

 Sweep Pulse

The strict relationship between pulse duration and band-
width is overcome by frequency modulation, particularly by 
pulses with a frequency sweep, which provide approxi-
mately uniform spreads of power in the time and spectral 
domains (Fig. 5.4b) [34, 35]. This enables the use of longer 
pulses to achieve higher flip angles. Notably, the SAR of 
frequency- swept pulses does not depend on the pulse dura-
tion but only on flip angle and bandwidth. However, 
increased pulse duration does add to the total dead-time, 
which may exceed the feasible range for algebraic recon-
struction. It also increases the time required for filling the 
k-space gap by complementary acquisition (see section 
“Providing Missing Data”).

One solution to this problem is to perform frequency- 
swept excitation and data acquisition in a rapidly interleaved 
fashion, as done in the SWIFT technique [10] (Fig.  5.4d). 
The rate of interleaving matches the pulse bandwidth, and 
each pair of pulse and acquisition intervals includes two RF 
switching operations. This approach reduces the pulse- 
related dead-time to half the duration of a sub-pulse and 
enables the use of sweep pulses of arbitrary length. As it 
involves frequent alternation between transmit and receive 
operation, it particularly benefits from rapid T/R switches, 
which favor both the achievable bandwidth and the net acqui-
sition time [36].

For long, continuous sweep pulses the dead-time penalty 
has been addressed by pulse encoding [11], which uses an 
algebraic reconstruction framework and accounts for the 
full-pulse waveform (see section “RF Pulses”). The condi-
tioning of this signal model benefits greatly from the succes-
sive use of two pulses that cover the same bandwidth but 
with different phase modulation, e.g., due to a small mutual 
frequency offset (Fig. 5.4c). Although at first sight this comes 
at the price of doubling the scan time, SNR efficiency is nev-
ertheless maintained, and various sequence modifications are 
possible to circumvent this issue.

As an important note, rapid transverse relaxation during 
extended RF excitation does not entail signal loss if the pulse 
is appropriately taken into account during image reconstruc-
tion [11].

 Reducing Gradient Strength

When the excitation bandwidth reaches power or SAR lim-
its, it may be reduced by using a lower gradient strength dur-
ing the application of the RF pulse and only ramping up the 
gradient to full strength thereafter. This intermediate 
sequence between ZTE and UTE has been suggested for 
gradient-modulated PETRA [37], ramped hybrid encoding 
(RHE) [38], and gradient-modulated SWIFT [39]. Its benefit 
in terms of excitation bandwidth comes with a certain trade- 
off against effective resolution at very short T2 values, and 
potential eddy current effects due to gradient ramping. For 
high-bandwidth applications (see section “High Bandwidth”), 
even reduced ramp times may be too long. In these regards, 
too, the ramped approach covers a middle ground between 
ZTE and UTE imaging.

 Image Reconstruction

Generally, image reconstruction amounts to inverting all rel-
evant encoding that the recorded signal experienced, be it 
from dynamic gradient fields or fields of other spatial order, 
static fields, RF coil sensitivities, or RF pulses. In an alge-
braic formulation, the linear model s = Eρ describes how the 
signal s is obtained from spin density ρ by the application of 
the encoding matrix E, assembling all the contributions men-
tioned above [40]. The image ρρ = Fs  is then obtained by the 
application of the reconstruction matrix, typically calculated 
as the pseudoinverse F = E+.

The actual content of E, as well as the particular algo-
rithm used to calculate ρρ  via F, strongly depend on sequence 
design and experimental setup, and only those aspects that 
are specific for ZTE imaging are described below.

 Algebraic ZTE

From data obtained with the basic ZTE sequence shown in 
Fig.  5.1, the algebraic approach enables reconstruction of 
artifact-free images for k-space gaps up to approximately 
3 dk. To this end, oversampling is used during radial acquisi-
tion (Fig.  5.5a), and image reconstruction is based on the 
assumption that all signal originates strictly from inside the 
reconstructed FOV. Jointly with oversampling, this assump-
tion enables so-called finite support extrapolation [41] into 
the k-space gap, as illustrated in Fig.  5.5b. At the level of 
encoding functions, it can be understood as the ability to 
approximate the missing low harmonics by linear combina-
tion of the harmonics associated with the actually acquired 
data, provided that it is oversampled.
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Fig. 5.5 Principles of algebraic reconstruction (AR) in ZTE imaging. 
(a) ZTE data acquisition scheme in 3D k-space, represented by a 2D 
plane through the center. Data points, as required according to the 
Nyquist criterion for the chosen FOV, are at distance apart dk. From 
these points, the acquired data are shown in black, while missing data 
are shown in red. Additional data points acquired due to radial 
oversampling by a factor ov (which is two in this case) are shown in 
green and result in an actual sampling distance dkov = dk/ov. The result-
ing gap in k-space leads to an empty central sphere, which has a radius 
of 2.5 dk in the case shown. The grey bar indicates all data points 
involved in the AR of a 1D projection. (b) Encoding functions involved 
in the acquisition and AR of a 1D ZTE projection. The k-values are 
given in units of Nyquist intervals dk. Each encoding function corre-

sponds to a data point in (a), while only the central part of the positive 
k-space half is shown. The continuous spatial representation is depicted 
in a range covering twice the FOV, corresponding to twofold oversam-
pling. The encoding functions as actually employed during data acqui-
sition and used for AR are shown in black and green. The red ones are 
missing due to the gap, and are implicitly replaced by the effective 
encoding functions during AR.  It can be anticipated that within the 
FOV, the encoding functions added by oversampling are not orthogonal 
to the Nyquist set and are therefore able to serve for creating the miss-
ing functions by linear combination. Hence, the assumed band limita-
tion of the signal and the applied oversampling are the basis for enabling 
AR of ZTE data, thus involving finite support extrapolation of the miss-
ing data [41]. (Adapted with permission from Ref. [44])

In principle, the described reconstruction could be directly 
applied to the complete ZTE data set, resulting in a 3D image. 
However, the associated matrices would usually be impracti-
cally large, prompting iterative approaches [42], yet with 
potentially slow convergence related to suboptimal condition-
ing introduced by the gap. Alternatively, in the present case of 
pure radial sampling, the finite support extrapolation can be 
limited to 1D treatment of two opposite k-space spokes. 
Hence, in the signal model, ρ describes a 1D projection of the 
3D object, and s assembles data obtained with identical gradi-
ent strength but opposite polarities. In the encoding matrix E, 
each row holds the harmonic function associated with a data 
sample, initial rows are missing due to the dead-time gap, 
additional rows are inserted by oversampling, and the finite 
FOV is reflected by the length of the rows.

The complete ZTE reconstruction procedure is illustrated in 
Fig. 5.6, where the projections obtained by 1D algebraic recon-
struction are Fourier-transformed back to k-space, followed by 
standard 3D gridding [43]. As 3D radial data have a highly 
nonuniform k-space density, an appropriate correction must be 
applied, and this is done efficiently using the rho filter [1].

Unfortunately, the algebraic approach is limited to gaps 
up to approximately 3 dk, as conditioning of the encoding 

matrix deteriorates with increasing gap size. This strongly 
penalizes the presence of background signal and enhances 
noise [44].

In this context, parallel imaging can play an interesting 
supporting role, where the extent of the coil footprint in 
k-space is utilized to expand the maximum possible gap 
size [45].

 ZTE with Gap-Filling

Reconstructing images for ZTE-based techniques using 
additional acquisitions to fill the k-space gap, such as 
WASPI, PETRA, and HYFI (see section “Providing Missing 
Data”), is more straightforward. As in the 3D part of alge-
braic ZTE, data are fed into a 3D gridding procedure. 
However, as the k-space patterns obtained with gap-filling 
are less regular than with pure radial sampling, more atten-
tion needs to be paid to density correction. In principle, the 
latter is performed inherently when using iterative gridding 
algorithms [42]. However, convergence can considerably be 
improved by including pre-calculated density correction 
functions [46].
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Fig. 5.6 Overview of algebraic reconstruction (AR) in ZTE imaging. 
One acquisition provides oversampled data with an initial gap. From 
two acquisitions of opposite gradient polarity (a), a 1D projection (b) is 
obtained by AR. The corresponding k-space data with both the gap and 
the oversampling removed (c) are obtained by inverse Fourier transform 
(IFT). N such k-space profiles with different projection directions are 
assembled (d) and interpolated onto a Cartesian grid (e) by a standard 
gridding procedure. The final 3D image (f) is obtained by 3D FT. The 
gray background indicates the k-space domain. (Adapted with permis-
sion from Ref. [19])

 RF Pulses

As discussed in section “Excitation,” RF excitation plays an 
unfamiliar role in ZTE imaging. In particular, it can affect 
signal encoding and may need to be considered in image 
reconstruction.

Hard pulses which are sufficiently short to provide 
largely uniform excitation can be neglected. However, 
longer hard pulses that introduce spatially dependent 
 signal weighting need to be included in image recon-
struction to limit errors arising from inconsistency in the 
data set [32].

Sweep pulses always have stronger encoding properties 
due to the typically approximately quadratic phase in their 
spectrum. They can either be directly included in the signal 
model [34, 35] or taken into account in the image domain by 
means of deconvolution [10].

For pulse-encoded ZTE [11], at least two different pulse 
shapes are assembled in one encoding matrix, thus combin-
ing gradient and pulse information during image reconstruc-
tion. In this way, pulse knowledge and finite support 
assumption are jointly used to enable generation of the data 
missing in the dead-time gap.

Purely radial encoding schemes (e.g., algebraic ZTE, 
WASPI, or SWIFT) offer the advantage that pulse-based 
image reconstruction can be limited to 1D before 3D grid-
ding (cf. Fig. 5.6). For the less regular patterns of PETRA 
and HYFI, more involved approaches are necessary to com-
bine pulse correction with 3D reconstruction [34].

 Further Sequence Aspects

Apart from the main properties of the ZTE method, there are 
a few further aspects in which it differs from standard MRI 
techniques:

 Gradients

One beneficial property of the ZTE sequence is that switch-
ing gradients on and off between TR intervals can be avoided, 
and only the subsequent radial direction must be prepared. In 
this way, acoustic noise is greatly reduced and eddy currents 
are minimized.

However, this mode of operation precludes the implemen-
tation of standard gradient spoiling where the same gradient 
integral per dimension in physical space is applied during 
each TR.  Hence, the destruction of unwanted coherences 
must be achieved by extending the readout gradient and 
introducing randomization in the order of the radial 
directions.

Apart from the spoiling aspect, the selection and order of 
gradient directions also determine the angular distance 
between successive spokes and hence the required slew rate, 
which, in turn, affects the acoustic noise. Moreover, in some 
cases, interleaving of packages of equal k-space coverage is 
desired, e.g., for motion correction [47] or contrast prepara-
tion (see section “Contrast”). To serve these requirements, 
several selection algorithms have been proposed [48–52].

 Repetition Time

The simple structure of the ZTE sequence without gradient 
switching, with a high acquisition duty cycle and usually 
short encoding durations, has the potential to achieve very 
short TRs, down to a few hundred microseconds [53]. This 
feature matches well the limitations with respect to achiev-
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able flip angles (see section “Excitation”), and so Ernst angle 
operation may still be feasible.

Notably, in this low flip angle, short TR regime, both SNR 
efficiency and SAR are independent of TR when the flip 
angle is adjusted accordingly [1].

 Geometry

For pure radial frequency encoding, there is no particular 
readout dimension in which bandwidth-limited filtering can 
be applied to restrict the FOV. Hence, to avoid aliasing, the 
encoded FOV must cover the entire object, which may require 
more encoding effort than with conventional sequences.

For isotropic encoding, the 3D FOV of ZTE images is 
spherical, which may not be optimal for a given object shape 
or anatomy. As a simple solution, different gradient strengths 
may be selected per dimension, leading to an ellipsoidal FOV 
with anisotropic resolution. Alternatively, encoding may be 
designed to choose FOV and resolution independently [54].

Radial encoding also complicates imaging with an off- 
centered FOV, as frequencies need to be adapted for each gra-
dient direction [19]. For excitation, this means that the carrier 
frequency of each RF pulse must be set independently. For 
data acquisition, the receiver frequency of each TR interval 
must be adapted accordingly, or, alternatively, radial overs-
ampling can be performed and the off-center can be applied 
by data demodulation during image reconstruction.

 Contrast

With zero TE and potentially small excitation flip angles (see 
section “Excitation”), there is limited intrinsic contrast in 

ZTE images, which often exhibit predominantly spin density 
weighting. Therefore, different ways of adding contrast to 
ZTE data have been developed [55].

Having TE = 0 means that k = 0 data—which dominate 
contrast—are obtained without any T2* weighting. 
However, k-values at increasing distance from the center do 
experience signal decay. Hence, by making gradients 
weaker and readouts longer, some T2* weighting can be 
introduced [19]; however, this is associated with increased 
blurring. As mentioned previously (see section “Providing 
Missing Data”), the ZTE variants with SPI-based gap-fill-
ing (PETRA and HYFI) have a finite TE, which also offers 
control of T2* weighting by increasing the dead-time above 
the technical minimum [24]. At unmodified gradient 
strength, this approach increases the k-space gap and thus 
scan time, which can be avoided by using weaker gradients, 
although this leads to longer readout durations. For longer 
TEs, it is more practical to create echo-based images by 
either inverting gradients [22, 56] or applying echo shifting 
[57]. Data with different TEs allow emphasizing short-T2 
components by image subtraction or model-based quantifi-
cation of component T2* and amplitudes. As an example, 
Fig. 5.7 illustrates T2* mapping of samples with sub-milli-
second T2s.

Another approach is to create contrast using magnetiza-
tion preparations, such as inversion recovery, long-T2 sig-
nal suppression, diffusion weighting, or magnetization 
transfer [58]. As these preparations usually take much lon-
ger than a ZTE TR, multiple TR intervals should follow 
the preparation in a segmented fashion to make the 
sequence time-efficient. Figure 5.8 shows such an exam-
ple, where long-T2 suppression of water and/or fat signals 
is used to create positive short-T2 contrast in musculoskel-
etal (MSK) MRI.

TE [µs] 0 500 1000 2000

µs
55 200 600

Fig. 5.7 T2* mapping in 
MnCl2 solutions with rapid 
transverse relaxation 
(≈50–1500 μs). First three 
columns: series of HYFI 
images taken at different 
TE = dead-time of 55, 100, 
200, 400, 600 μs (only a 
subset is displayed). Last 
column: maps of transverse 
relaxation times obtained by 
pixel-wise fitting the signal 
decay. (Adapted with 
permission from Ref. [24])
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Fig. 5.8 Generating contrast in ZTE imaging by magnetization prepa-
ration demonstrated on an excised lamb joint. (a) Non-prepared ZTE 
image showing primarily proton density and some T1 contrast. (b) In 
gradient echo imaging, signals from short-T2 tissues are reduced, par-
ticularly those from cortical bone. (c) With ZTE imaging using fat sup-
pression, both short- and long-T2 water signals remain. (d) Selectively 
suppressing long-T2 water in the ZTE images removes signals from 
cartilage and muscle, and fat signal dominates the image. (e) 

Suppressing both fat and long-T2 water results in positive contrast for 
short-T2 tissues, showing primarily trabecular and cortical bone. The 
remaining high fat signal (right) indicates its imperfect suppression due 
to local off-resonance. Note that also in trabecular bone, fat suppression 
may be imperfect due to local off-resonance at tissue interfaces, which 
could be improved by inversion recovery-based presaturation. (f) In the 
CT reference image, strong similarities with the MRI data in (e) are 
observed. (Adapted with permission from Ref. [66])

 Hardware

Overall, the concept of setting the read gradient before RF 
excitation moves some of the demands on MRI hardware 
from the gradient system to the RF chain, but it also poses 
some specific challenges on the gradient side.

 RF Chain

Minimizing the contribution of T/R switching to dead-time 
is key for successful and efficient ZTE imaging (see section 
“Minimizing Dead-time”). To this end, several designs that 

minimize spikes and transients have been developed to bring 
switching times down to the low microsecond range [59–61]. 
The particular need and challenge are to realize rapid switch-
ing at high power (i.e., in the kW range) and so enable suf-
ficiently short RF pulses (see section “Excitation”).

The ability to detect signals with very short T2s also 
applies to the materials of the MR scanner, in particular com-
ponents of, and near the RF coils (Fig. 5.9). To avoid associ-
ated artifacts and additional restrictions on the imaging 
protocol, ideally the materials used for coil construction 
should not contain the observed nucleus [62–64]. For proton- 
based MRI, suitable materials are nonmagnetic metals, glass, 
and fluorinated polymers.

5 Zero Echo Time (ZTE) MRI



62

Fig. 5.9 Background signal in ZTE imaging. Images of a human head 
were acquired at 7 T using a T/R birdcage RF coil. Numerous extraneous 
signals were detected, including those from very short-T2 materials of 
the RF coil and cables, the head support, and the patient table. The 
unwanted signals require encoding a large FOV to prevent aliasing, 
particularly with algebraic ZTE, where out-of-band signal can be 
strongly enhanced (see section “Algebraic ZTE”). Within the head, 
nonuniformities typical with 7 T imaging are observed. (Adapted with 
permission from Ref. [1])

 Console

Short and possibly modulated RF pulses as well as tight 
sequence timing require sequence definition with temporal 
resolution in the microsecond range and below. This require-
ment may not be fulfilled on commercial MR systems but is 
enabled in more advanced devices [53].

On the receiver side, high acquisition bandwidths up to 
the MHz range are necessary to cover signals sampled at 
large gradient strength (see section “High Bandwidth”) 
potentially with oversampling (see section “Providing 
Missing Data”). Moreover, in conjunction with high spatial 
resolution and array detection, 3D acquisition with oversam-
pling yields very large quantities of data that need to be han-
dled and stored. Furthermore, minimization of the dead-time 
contributed by digital filtering (see section “Minimizing 
Dead-time”) benefits from improved performance and flexi-
bility in the receiver system [16].

 Gradient System

Unlike conventional MRI and UTE imaging, the quasi- 
continuous gradient operation with ZTE sequences means 

that slew rate is of ancillary importance and only affects the 
minimum possible TR.  On the other hand, high gradient 
strength is crucial to achieving high spatial resolution for 
samples with short T2s (see section “High Bandwidth”). 
Moreover, continuous operation requires a full duty cycle, 
which is a rather uncommon criterion for gradient systems 
but has been realized in a dedicated design [65].

 Applications

The key parameter in application protocols is the signal 
bandwidth, as it affects both dead-time gap and RF excita-
tion. The bandwidth is governed by the targeted spatial reso-
lution and T2 values according to BW ≈ M/2/T2, where the 
temporal range of data acquisition is limited to approxi-
mately T2 to contain blurring [1, 17], and the image matrix 
size M characterizes the resolution independent of object 
size. With this key role, bandwidth requirements can be used 
to assign applications to the two somewhat distinct groups 
described below.

 Moderate Bandwidth

For many typical short-T2 applications, the bandwidth 
amounts to a few hundred kHz. For example, with the rule of 
thumb given above, T2  =  400  μs and M  =  200 lead to 
BW ≈  250  kHz. The necessary gradient strength is often 
available on commercial systems, even at full duty cycle. For 
the previous example, a FOV of 20 cm requires a gradient 
strength of 29 mT/m. Depending on the specifications of the 
RF chain, k-space gaps may be small enough to employ alge-
braic ZTE. Otherwise, gap-filling with relatively low over-
head should be possible. Figure  5.10 shows four such 
applications from MSK, pulmonary, dental, and head MRI.

For applications in this category, usually UTE imaging 
can also be employed. Possible benefits of the ZTE tech-
niques include improved short-T2 sensitivity due to higher 
initial k-space speed, greater robustness against eddy cur-
rents, and much reduced acoustic noise.

 High Bandwidth

With very short target T2s (e.g., below 100 μs) and/or higher 
resolution, higher bandwidth is required reaching into the 
MHz range. Hence, a new regime is entered concerning 
hardware and methodological requirements, which are usu-
ally not provided on today’s clinical systems. However, 
employing dedicated hardware such as high-performance 
gradients (see section “Gradient System”) and rapid T/R 
switches (see section “RF Chain”) as well as appropriate 
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Fig. 5.10 Selected short-T2 applications with moderate signal band-
width (BW) obtained with algebraic ZTE MRI. (a) MSK: human knee 
acquired at 7  T with isotropic spatial resolution of 0.75  mm and 
BW = 250 kHz in 4 m 17 s. (Reproduced with permission from [64]). 
(b) Pulmonary: mouse lung acquired at 4.7 T with a spatial resolution 
of 0.31 mm and BW = 200 kHz in 4 m 30 s using respiratory gating. 
(Reproduced with permission from [67]). (c) Dental: excised human 

tooth acquired at 11.7 T with a resolution 0.13 × 0.13 × 0.18 mm3 and 
BW = 200 kHz in 21 m 18 s. (Reproduced with permission from [68]). 
(d) Head: Human head acquired at 3 T with a resolution of 1.04 mm and 
BW = 300 kHz in 19 m 28 s. T1-weighting was achieved by employing 
pulse-encoded ZTE with a sweep pulse of 35 μs duration. (Adapted 
with permission from Ref. [11])

excitation (see section “Sweep Pulse”) and efficient acqui-
sition schemes (see section “Providing Missing Data”) 
enables applications in this extreme regime. The benefits of 
using high bandwidths in short-T2 MRI are illustrated in 
Fig. 5.11.

A particularly promising application in vivo is the direct 
depiction of the myelin bilayer where most of the signal has 
an ultrashort T2 (see Chap. 41 “Myelin Bilayer Imaging”). 
The particular challenges of using high bandwidths in vivo 
are SAR limitations, which also ultimately constrain SNR.

5 Zero Echo Time (ZTE) MRI
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Fig. 5.11 Selected short-T2 
applications with high signal 
bandwidth (BW) acquired at 
3 T. (a) Materials: PMMA 
(polymethylmethacrylate) 
sample with T2 ≈ 10 μs 
acquired with isotropic spatial 
resolution of 0.7 mm, 
BW = 200|1000 kHz, and 
G = 40|200 mT/m. Actually, 
resolving the grid structure 
requires high bandwidth. 
(Adapted with permission 
from [69]). (b) Bone: portion 
of bovine tibia with 
T2 ≈ 150 μs acquired with 
resolution of 0.4 mm, 
BW = 158|766 kHz, and 
G = 41|200 mT/m. Fine 
details are only resolved at 
high bandwidth. (Adapted 
with permission from [69]). 
(c) Mummy: mummified foot 
specimen from about 
1550–1100 BC acquired with 
resolution of 0.6 mm, 
BW = 1125 kHz, and 
G = 98 mT/m. (Adapted with 
permission from Ref. [70])

 Conclusion

Overall, ZTE imaging plays an increasingly important role 
in short-T2 MRI due to its particularly high sensitivity to the 
targeted species and its general robustness. The key to suc-
cessful deployment has been developments which overcome 
specific methodological and hardware challenges. With these 
advances, applications that give MRI access to a new range 
of tissues and materials have become possible.
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6Pointwise Encoding Time Reduction 
with Radial Acquisition (PETRA) MRI

David Grodzki

 Introduction

As discussed in previous chapters in this book, there are two 
different general approaches to imaging of species with 
short T2s. The first approach is UTE (ultrashort echo time) 
imaging in which radiofrequency (RF) pulses are applied 
initially, and then gradients are ramped up to a constant 
value during the readout. The second approach is ZTE (zero 
echo time) imaging in which the readout gradients are 
switched on initially, and after they are fully ramped up, the 
RF pulse is applied. This is the reverse order of what is used 
with UTE.  During the readout, both approaches acquire 
k-space with radial center-out projections in order to acquire 
data as quickly as possible. With UTE imaging, there is a 
delay from the end of the RF pulse to the beginning of 
k-space encoding (which usually starts on the ramp-up of 
the gradients). With ZTE imaging, k-space encoding and 
data acquisition are not possible during the application of 
the RF pulse and the time required to switch from transmit 
to receive mode so that the central region of k-space (begin-
ning at the middle of the RF pulse) is not mapped, and map-
ping of this is done algebraically or using an additional 
separate acquisition.

UTE acquisitions allow flexible TE settings, e.g., for T2
* 

quantification and 2D acquisitions as well as flexible 
flip angles such as used with conventional sequences. On the 
other hand, since the gradients are already ramped up before 
the RF excitation, no time is lost during ramping of the gra-
dients with ZTE, and encoding effectively starts in the mid-
dle of the RF pulse. Thus, looking at each k-space point, 

encoding times with ZTE are shorter, and less signal is lost 
due to T2 decay during the acquisition. Also, potential gradi-
ent delays or eddy currents during gradient ramping, which 
can significantly decrease the robustness of UTE acquisi-
tions, are not relevant with ZTE sequences. Nevertheless, 
ZTE scans are limited to 3D imaging and generally to very 
short hard RF pulses with limited flip angles.

Another aspect of ZTE imaging is the need for extremely 
short hardware switching times between the end of the RF 
pulse and the beginning of the readout (called T hardware 
[THW] in this chapter). As the encoding starts in the middle of 
the RF pulse, early k-space points during the readout are 
missed because of the time required for switching, as illus-
trated in Fig. 6.1. In any case, the first k-space point—which 
is at the center of k-space—cannot be acquired, because it 
would need to be measured in the middle of the RF pulse. As 
described in previous chapters of this book, algebraic recon-
struction of the missing points can be used, but it becomes 
ineffective if the missing gap in k-space is larger than four 
points [1]. Thus, to allow algebraic reconstruction and imag-
ing with ZTE, THW needs to be well below 10 μs with typical 
MR system settings.

On clinical scanners using standard coils, switching times 
as short as 10 μs are not usually achievable, so ZTE cannot 
be applied. To overcome this, the goal of the PETRA 
sequence [2] is to achieve the shortest possible encoding 
time given the hardware limitations of the MR system and to 
produce viable and robust scans on every MR scanner with 
every coil setup without need for fast hardware switching 
times.
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Fig. 6.1 Illustration of a ZTE 
repetition. THW describes the 
time that the hardware 
requires to switch from 
transmit mode (TX) to receive 
mode (RX). TE is defined as 
the time measured from the 
middle of the RF pulse to the 
beginning of the acquisition. 
Because encoding of spins 
effectively starts in the middle 
of the RF pulse, k-space 
points from there up until the 
end of THW are missed

Fig. 6.2 Diagram of PETRA k-space mapping. The acquisition in the 
outer k-space parts is radial and is similar to a ZTE acquisition, while 
the acquisition in the inner k-space points is Cartesian and is acquired 
pointwise. (Reproduced with permission from Ref. [2])

 The Petra Acquisition

In order to completely fill the missing points of a ZTE acqui-
sition independent of scanner switching times, the PETRA 
sequence utilizes a combination of radial and Cartesian 
acquisitions, as shown in Fig. 6.2.

The outer radial part of the sequence is similar to the ZTE 
sequence. The radial spokes are evenly distributed over a 
sphere in k-space as described by Saff and Kuijaars in refer-
ence [3] using the trajectory described by Nielles- Vallespin 
et al. in reference [4]. After the gradient ramp-up, a hard low 
flip angle pulse is applied and the readout is started at the 
earliest possible time, as indicated in Fig. 6.1. As with ZTE, 

the applied absolute gradient strength 


G  is kept constant 

during the radial part, while the direction of 


G changes with 
each repetition. As encoding of spins starts at t = 0 at the 
middle of the RF pulse, k-space values with |



k | < k* where

 k G* = g


TE  (6.1)

cannot be measured because they would require data acquisi-
tion before the hardware is ready for this. The missing points 
in the middle of k-space are essential both for image recon-
struction and to achieve high signal-to-noise (SNR) ratios.

With the PETRA approach, the missing points are 
acquired pointwise in the central Cartesian part of the 
sequence. In general, every Cartesian k-space value that lies 
within the sphere where |k| < k* is measured. The Cartesian 
measurement runs similar to single-point ramped imaging 
with T1 enhancement (SPRITE) sequences as described in 
references [5–7]. In this part of the sequence, gradients are 
ramped up before the RF pulse is applied and one single 
point is acquired at t  =  TE.  To measure a certain k-space 
point 



k  with |


k | ≤ k*, the gradient strength in each spatial 
direction is given by

 





G
k

TE
=
g  (6.2)

All gradients are zero for 


k = 0 and so a free induction 
decay (FID) signal is acquired at this point with t = TE.

While in the radial part of the sequence the absolute gra-

dient strength 


G  is kept constant, in the Cartesian part, the 

encoding time is kept constant. Equations 6.1 and 6.2 imply 
that the applied gradient strength in the Cartesian part of the 
sequence is always lower than the gradient strength used dur-
ing the radial part of the sequence. In our implementation, 
only one k-space point is acquired at each Cartesian readout. 
Figure  6.3 illustrates the encoding times for the PETRA 
sequence. It is important to note that due to the combination 
of the Cartesian single-point acquisition with the radial 
acquisition, there is no discontinuity in the encoding time. 
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Fig. 6.3 Illustration of encoding time (TEnc) vs k-space number for 
UTE and PETRA acquisitions. PETRA has shorter encoding times at 
every k-space point. The encoding time for PETRA is constant in the 
Cartesian part of the sequence for k < k* and increases linearly during 
the radial acquisition. (Reproduced with permission from Ref. [2])

This also means that the phase evolution is continuous which 
is different from methods like WASPI and is an important 
factor in ensuring robustness during PETRA acquisitions.

Due to the additional Cartesian acquisition part, the 
PETRA acquisition time is longer than the ZTE acquisition 
time. As an example, for a matrix size of 2563, FOV = 300 
mm, TE = 70 μs and a gradient strength of 8 mT/m, around 
1400 points need to be acquired in the Cartesian part. This 
compares to usually around 50,000 spokes in the radial part 
and corresponds to an increase in scan time of less than 3%. 
To resolve faster relaxing signals, a higher gradient strength 
may be needed to shorten the total readout time in the radial 
part. In this case, more data points are missed in the center of 
k-space, and these need to be sampled in the Cartesian way 
which prolongs scan time.

In principle with PETRA, TE could be set to any value 
longer than THW plus half of the pulse duration. This is not 
possible with the ZTE sequence. For longer TEs with 
PETRA, more points need to be acquired in the Cartesian 
part of the sequence, and scan times can get significantly lon-
ger. For this reason, TE is usually set to the shortest possible 
value.

At the end of each repetition, spins need to be completely 
spoiled. The contrast resembles that of FLASH (fast low 
angle shot) and ranges from proton density to T1, depending 
on the TR and flip angle. For a given tissue with known val-
ues of T1 and proton density, signal arising from the tissue 
can be approximated by the Ernst equation.

In vivo there are usually different proton pools with a 
wide variety of different T2

*s present in each voxel. To obtain 

an image that only contains signals from tissues with short 
T2s, two methods have been proposed in the literature: firstly, 
use of T2-selective pre-pulses to suppress tissues with longer 
T2s [8–10]. In reference [11], an improved suppression 
method for the PETRA sequence is presented. The second 
option is to reverse the gradient after the readout and refocus 
the spins to produce a second echo at a second TE, TE2. With 
this method, two images are produced in one measurement. 
The two images can be subtracted, leaving only signals from 
tissue with a short T2. In reference [12], the subtraction 
method was found to be more reliable than the T2-selective 
pre-pulse method. In our implementation, a second echo is 
acquired with the PETRA sequence. Gradient directions are 
inverted once the first half-projection is acquired, and spins 
are refocused from a gradient echo at t = TE2. During the 
second readout, a full projection is acquired. It is possible to 
reconstruct the second echo with data acquired only from 
radial spokes, as no gap arises in the k-space with this echo.

 Image Reconstruction

In its current implementation, central k-space is filled using a 
Cartesian grid. While the points acquired in the Cartesian 
part of the sequence can simply be filled in their correspond-
ing positions, data handling for the radial part is more com-
plex. Before the radial spokes are mapped onto the Cartesian 
grid, their values have to be weighted with a density matrix 
[13]. The density matrix needs to be adapted to the density of 
points in the Cartesian center of k-space. Also, if not enough 
radial spokes are acquired and k-space is radially undersam-
pled, a certain level (or plateau) is reached in the outer part 
of the density matrix. This can improve image quality at the 
expense of image resolution. In our implementation, we use 
a density matrix that adapts to these needs using the methods 
described in reference [14].

According to the Nyquist criterion, the total number of 
radial spokes NSpokes needed is given by NSpokes  = 4πR2 [4], 
where R is the number of points acquired with each radial 
half-projection. A matrix size of N = 2563 in which R = 128 
points are acquired at every half-projection would therefore 
need NSpokes ≈ 200,000 radial spokes. In practice, a value of 
NSpokes of around 50,000 is used. The level of the plateau of 
the density matrix is reached at point RPl of the readout. After 
the density matrices are applied to the radially sampled data, 
points are mapped onto the Cartesian grid using a Kaiser- 
Bessel- Window [15] with a width of 3.0 and ß  =  4.2054, 
which was used in reference [4]. For receiver channel combi-
nations, a weighted root-sum-of-squares algorithm is used 
for image reconstruction.
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 Correction of Unintended Slice Selectivity [1]

Many of the main sequences described in this book—includ-
ing the PETRA, ZTE, SPRITE and WASPI sequences—
apply a short hard pulse excitation while gradients are 
switched on for each k-space spoke or point that is acquired 
in the corresponding repetition. As an approximation, these 
pulses are assumed to be infinitesimally short and completely 
nonspatially selective so that effects of the pulse spectral 
profile can be ignored.

However, in reality, the RF pulses have a finite duration 
of, e.g., 3–20 μs, which is necessary to achieve sufficient 
excitation within potential RF power amplifier (RFPA) or 
SAR restrictions. This corresponds to a full width at half 
maximum (FWHM) of the sinc-shaped spectral profile of 
60–300 kHz. In the current implementation of the PETRA 
sequence, a hard pulse with an effective duration of 14 μs is 
applied, allowing flip angles of up to 6–8°.

With a finite pulse duration, the spectral bandwidth and 
profile become important, and it becomes obvious that the 
excitation is not truly nonspatially selective. A slice that is 
defined by the spectral profile of the RF pulse and the gradient 
constellation is excited. The thickness of the excited slice 
scales inversely with readout gradient strength. Throughout 
the sequence, this excited slice not only rotates when different 
radial projections are acquired but also changes its thickness if 
the gradient strength is changed. The bandwidth of the excita-
tion must be large enough to avoid unwanted slice selectivity 
in the object. For the SWIFT (sweep imaging with Fourier 
transformation) sequence, this means that the rectangular 
excitation shape must cover the entire object at the applied 
gradient strength. For hard pulse excitations, the FWHM 
should be as large as possible to ensure a homogeneous excita-
tion. If the excitation bandwidth is not sufficient for the applied 
gradient strength and FOV, the excitation is not homogeneous 
over the object as demonstrated in the following Fig. 6.4.

The effect becomes more severe with higher readout gra-
dient amplitudes. High gradient amplitudes, however, are 
required especially for acquisitions in which tissues with 
extremely fast-decaying signals need to be imaged with data 
acquired as rapidly as possible in order to reduce the signal 
decay over the acquired k-space spoke.

The following simulation in Fig.  6.5 demonstrates the 
effect of the slice selectivity with a PETRA sequence at dif-
ferent gradient strengths.

Assuming a one-dimensional object with the magnetiza-
tion distribution f(x) in image space, during an idealized MRI 
scan, k-space F(k) is measured as

 
F k f x e( ) = ( )å

x

ikx

 (6.3)

To obtain an MR image, k-space is inverse Fourier-
transformed to image space by

 
I x F k e( ) = ( )å -

k

ikx

 (6.4)

and the image I(x) = f(x). The magnetization distribution f(x) 
in Eq. 6.3 during nonselective excitation in the presence of 
gradients is superposed by the spectral shape of the excita-
tion pulse P(x), and it is given by the Fourier transform (FT) 
of the pulse shape in time domain p(t). The hard pulse 
sequences use a rectangular excitation pulse p(t):
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with duration τ and RF excitation field B1. In the frequency 
domain, this corresponds to a sinc-shaped spectral profile 
P(ω) with
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which is accounted for in the k-space values of the recon-
struction. In the presence of gradient G, the resonance fre-
quency ω is a function of the point x in image space, given by

 w p= 2 g xG  (6.8)

In the case of alternating gradients throughout the 
sequence, ω is also a function of the acquired k-space point 
k. The excitation profile of the pulse therefore can be 
expressed as P(ω) = P(ω,k). The disturbed k-space F′(k)

Fig. 6.4 Illustration of unwanted slice selectivity with hard RF pulse 
sequences. If the bandwidth of the excitation is not sufficient, the 
excitation is not homogeneous over the object, and a slice with a sinc- 
shaped profile is obtained. The minimum of the profile within the FOV, 
Pmin, is about 0.15 for line 1, 0.88 for line 2, and 0.98 for line 3. 
(Reproduced with permission from Ref. [16])
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a b c d

e f g h

Fig. 6.5 PETRA simulation of a two-dimensional object f(x,y) and the 
expected image perturbations of the original object in (a) I′(x,y) with 
different gradient strengths (b–h). The maximum gradient strengths 
were 4, 8, 12, 16, 20, 30, and 40  mT/m from (b) to (h). Simulated 

FOV = 300 mm, N = 2502, pulse duration τ = 14 μs, and TE = 70 μs. The 
high signal outer boundary is progressively lost from (b) to (e) and 
becomes lower signal and biphasic in (f–h). (Reproduced with 
permission from Ref. [16])

 
¢( ) = ( ) ( )åF k f x P x k e

x

ikx,  (6.9)

is measured. If the disturbed k-space F′(k) is inverse Fourier-
transformed to image space using Eq.  6.4, the disturbed 
image I′(x) ≠ f(x) is calculated:

 
¢ ¢( ) = ( )å -I x F k e

k

ikx

 (6.10)

In the current implementation of the PETRA sequence, 
the influence of the excitation profile is solved by using 
matrix inversion instead of inverse FTs. Defining the matrix

 D P x k ekx
ikx,= ( )  (6.11)

with N  ×  N  =  N2 elements, Eq.  6.9 can be rewritten as a 
matrix equation

 F D f¢ =k kx x
 (6.12)

F′
k is the perturbed k-space data measured on the MRI 

scan. The elements of Dkx are known and can be calculated. 
They depend on the gradient trajectories and timings of the 
specific sequence, pulse profiles, resolution, and FOV. The 
system of linear equations in Eq. 6.12 can be solved by the 
matrix inversion

 f I D Fx x kx k= = ¢-1  (6.13)

and the unaffected image Ix = fx is obtained.
With nonzero imaging gradients during the excitation, a 

slice defined by the gradient vector 


G and Eq. 6.6 is excited. 
During a repetition of the radial part of the PETRA sequence, 
the absolute gradient strength |



G| = GMax is kept constant. The 

direction of the gradient vector is altered for every repetition, 
and radial spokes that are evenly distributed over a sphere are 
acquired. The excited slices rotate with the direction of the 
projection or acquired k-space point as well. During the 
Cartesian part of the PETRA sequence or SPRITE acquisi-
tion, the gradient vector 



G is calculated according to the 
k-space point to be acquired; see Eq.  6.2. Inserting the 
k-space-dependent gradient strength 



G(


k ) and Eq.  6.8 into 
Eq. 6.6, we obtain

 
P P r k G kw( ) = ( ) = ( )( ),

�� � � � �
sinc rpgt   (6.14)

The FWHM of this excitation profile on a projection 
through k-space is plotted in Fig.  6.6 (dashed line). The 
FWHM indicates the thickness of the slice selected during 
the excitation. While the slice thickness is constant in the 
radial part, it increases as it comes closer to the center of 
k-space in the Cartesian part.

We define r0 =  (γτGMax)−1 as the radius in image space, 
where the spectral profile has its first minimum using GMax. If 
r0 is outside of the FOV, Pmin is the minimal value of P r k





,( ) 
during one measurement. Pmin is reached at 



G G= max   
and the outer edge of the FOV, where 



r = FOV / 2 . Pmin 
illustrates the excitation decrease at the outer edges of the 
FOV; see Fig. 6.4. The maximum value of the spectral profile 
is always situated in the center of the image and is normal-
ized to 1.

P r k,
�� �

 ( )  is symmetric with respect to the origin for both 
the point in image space 



r  and in k-space 


k  and only depends 
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Fig. 6.6 Gradient strength of 
a complete line through 
k-space for the PETRA 
sequence. In the radial part 
with |k| < k* (see Eq. 6.1), |G| 
equals GMax. In the Cartesian 
part with |k| ≤ k*, gradients 
are stepped through according 
to Eq. 6.1 for each k-space 
point. The corresponding 
FWHM of the excitation 
bandwidth (dashed line) is 
inversely proportional to the 
gradient strength. It is 
constant in the radial part and 
rises closer to the center of 
k-space in the Cartesian part. 
(Reproduced with permission 
from Ref. [16])

on the absolutes r


 and k


. This radial symmetry of the 

problem is used in the 3D data handling.
The correction approach presented above can in principle 

also be used in dimensions greater than one. The matrix size 
increases from N2 to N4 elements in 2D and N6 elements in 
3D, which would be approximately 2.8 × 1014 elements for a 
2563 matrix.

The radial symmetry of the spectral shape P r k




,( ) allows 
us to avoid 3D correction with a large number of matrix ele-
ments and exceedingly long image reconstruction times. In 
the radial part of the sequence, half spokes through k-space 
are acquired. These 1D lines can be processed with Eq. 6.13. 
Due to the radial symmetry, the inverted matrix Dkx

-1 only has 
to be calculated once during the entire reconstruction.

Using the Fourier slice theorem [17], the corrected image line 
Ix  =  fx can be processed in a three-dimensional projection or 
Radon reconstruction [18]. The PETRA sequence consists of 
radial and Cartesian acquisition parts. In order to correct and 
combine these two parts, we do not use projection reconstruction 
but Fourier transform the corrected line I(x) back to k-space and 
apply a 3D gridding algorithm in k-space. This k-space line F(k) 
is calculated from the corrected image I(x) using the standard FT 
given in Eq. 6.3. This equation can be written in matrix form with 
the matrix elements Ekx = eikx. Using Eq. 6.13, it can be found 
that the perturbed k-space F′

k yields the unaffected k-space Fk as

 F E D F C Fk kx kx k xk k= ¢ = ¢-1  (6.15)

Due to the radial symmetries, the matrix C E Dxk kx kx= -1 
also needs to be calculated only once during image 
reconstruction.

Because the number of Cartesian points is not too large—
about N = 10–25 points per line—the Cartesian part of the 
sequence is processed with the correction algorithm in 
3D. As an example, for N = 20 points, Cxk has N6 = 6.4 × 107 

complex points. This can easily be handled with current stan-
dard reconstruction systems.

Depending on the RF power amplifier (RFPA) and the 
transmit chain of the scanner, a hard RF pulse does not usu-
ally have a perfectly rectangular shape. In order to determine 
the actual pulse shapes on different systems, pulses were 
measured in test scans with an oscilloscope connected to the 
RFPA of the scanner. FT of these measurements yields the 
actual spectral distribution of the excitation that is fed into 
the correction.

The PETRA sequence can be extended to acquire a sec-
ond gradient echo. For the second echo, a complete projec-
tion through k-space is acquired without any gap arising in 
the middle of k-space. The absolute gradient strength does 
not change during this projection so that Eq. 6.14 loses its 
dependency on 



k . Due to the radial symmetries, in this situ-
ation Eq.  6.9 describes a convolution and the perturbed 
image I′(x) equals I′(x) = f(x)P(x). Thus, for the second echo, 
the influence of the excitation profile can be either elimi-
nated by division in image space or by using Eq. 6.13 for the 
acquired radial projections. This is also the case for a ZTE 
sequence that does not use a Cartesian acquisition and where 


G  is constant throughout the acquisition. On the other 

hand, the SPRITE sequence uses different absolute gradient 
strengths for each k-space point, like the first echo of a 
PETRA acquisition. Thus, for SPRITE, the problem can be 
solved in a similar fashion to that presented here for the 
PETRA sequence.

Figures 6.7 and 6.8 show phantom and in vivo examples 
of the implemented approach, acquired with the PETRA 
sequence. The measurements confirm the simulations shown 
in Fig. 6.4, as well as the functionality of the correction algo-
rithm. As can be seen on the images, even at low gradient 
strengths, where the first minimum is far outside the FOV, 
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Fig. 6.7 Images of a structural phantom acquired with PETRA at dif-
ferent maximum gradient strengths without correction (a–f) and with 
correction (g–l). The dashed rings indicate r0. Images have identical 

windowing scaled to the noise level. The FOV was 300 mm isotropic. 
The complete FOV is shown in the vertical direction. (Reproduced with 
permission from Ref. [16])

a b c d e

f g h i j

Fig. 6.8 In vivo head images acquired with PETRA at different maxi-
mum gradient strengths without correction (a–e) and with correction 
(f–j). The images have identical windowing. The FOV was 300  mm 

isotropic. The complete FOV is shown in the vertical direction. Gradient 
strengths were increasing from 8.6 mT/m to 17.2 mT/m with steps of 
2.15 mT/m. (Reproduced with permission from Ref. [16])
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intensity degradation is visible. For stronger gradients, where 
the selected slice becomes thinner, severe blurring occurs in 
the outer parts of the image. With smaller gradients, where 
the first minimum of the excitation is outside of the object, 
intensity errors in the outer parts as well as slight blurring are 
visible in both the phantom and the in vivo measurements; 
see Figs.  6.7a–f and 6.8a–e. Artifact-free imaging can be 
obtained if Pmin is not less than 0.4, and imaging with only 
slight blurring at the edges of the FOV is still possible if Pmin 
is not less than 0.25. If r0 lies within the object, radial blur-
ring and ringing artifacts occur, as can be seen in Figs. 6.7f 
and 6.8e. These artifacts are due to insufficient excitation of 
the outer image part at high k-space frequencies, while for 
lower k-space frequencies, the excitation is more 
homogeneous.

The proposed correction algorithm restores the influence 
of the excitation pulse within the post-processing by matrix 
inversions in a fast image reconstruction time. Using this 
correction, the influence of the spectral excitation profile can 
be eliminated in the simulation experiments. In the MR mea-
surements, the functionality is proven, but limitations of the 
approach are present. If the first minimum of the excitation is 
outside of the object, the corrected images show improved 
signal intensity homogeneity, and the blurring is eliminated. 
If the first minimum lies within the object, the algorithm is 
no longer able to compensate for the effects of the excitation 
away from the minimum. The noise levels outside of the first 
minimum are raised and the blurring cannot be eliminated. 
As a limitation for the correction algorithm, r0 should be out-
side of the object as the noise level is increased close to mini-
mal excitations. This increase in noise level and signal folded 
into the image can also lead to the appearance of radial ring 
artifacts. Inside of r0, increased image quality is present, and 
blurring is eliminated.

Using the correction, it is possible to use a broader fre-
quency range, and Pmin can be lowered from about 0.4 to 0.0 
for the PETRA sequence. With this, higher readout band-
widths are enabled allowing shorter encoding times and less 
T2

* blurring than with UTE imaging. Furthermore, longer RF 
pulses can be used and these allow use of higher flip angles.

The correction algorithm presented here for the PETRA 
sequence can easily be adapted for other sequences with 
nonzero gradients during excitation such as ZTE, WASPI, 
and SPRITE. It can also be used for nonselective sequences 
with nonzero gradients during excitation such as the Burst 
sequence.

 Discussion and Outlook

The PETRA sequence has been and is used in several clinical 
and nonclinical studies and applications. An example of a 
wrist image acquired with PETRA is shown in Fig. 6.9. For 
further reading, please consult the selected publications ref-
erenced here [19–25].

As explained in more detail in a later chapter in this book, 
a rather unintended benefit of the PETRA sequence is its qui-
etness, which may produce significant increase in patient 
comfort and compliance. Due to the high social and com-
mercial interest in this topic, the PETRA sequence was 
released as a medical product on Siemens Healthcare scan-
ners from 2014 onwards.

Nevertheless, the main intention of the sequence is imag-
ing of tissues with rapidly decaying signals. In reference [1], 
different approaches for filling the missing points in k-space 
with ZTE-like acquisitions are compared. Especially in situ-
ations in which more than four k-space points are missing, 
PETRA was found to generally achieve superior image qual-

a b c

Fig. 6.9 Double echo PETRA imaging of a wrist. (a) displays the first echo with TE = 70 μs, (b) shows the second echo with a TE = 4.6 ms, and 
(c) shows the subtraction of (a) and (b) in which the flexor tendons are well seen. (Reproduced with permission from Ref. [2])
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ity in comparison with other methods (all of which are 
included in this book).

For systems with very short switching times, the differ-
ences between ZTE and PETRA vanish. If transmit and 
receive cannot be performed simultaneously, ZTE always 
misses at least the central k-space point, because encoding 
starts in the middle of the hard pulse. Thus, with extremely 
short switching times, the only difference between PETRA 
and ZTE is that PETRA acquires the k-space center point 
with a single-point acquisition during an FID, while ZTE 
uses algebraic reconstruction to calculate this missing 
information.

Very fast-decaying signals in tissues need to be acquired 
as quickly as possible after excitation to avoid signal loss 
during the readout which is responsible for blurring in the 
image. In the community, this raises an immediate need for 
(a) shorter switching and TEs and (b) shorter readouts with 
higher bandwidths. However, these have some downsides 
that need to be considered, and the requirements vary 
depending on the application.

High readout bandwidths lead to faster acquisition of 
k-space projections and with this to decreased T2 decay dur-
ing the readout, and so blurring is reduced. Due to the shorter 
acquisition window, the minimum TR also decreases. On the 
other hand, higher readout bandwidths decrease the mea-
sured SNR, which is dependent to 1/sqrt (BW). Thus, short-
T2 species might have a better point spread function but 
become barely visible unless more repetitions are performed. 
Acquisition times then become longer and might not be 
acceptable for in vivo scanning.

Shorter switching times and TEs allow earlier acquisition 
of the decaying signal, and the acquired signal intensity of 
the first k-space points increases. Furthermore, with the 
PETRA sequence, the number of Cartesian points is reduced, 
resulting in faster scan times. On the other hand, loss of 
effective sharpness may be introduced in the images. Looking 
at Fig. 6.3 and Eq. 6.1, a shorter TE would move k* closer to 
0, and the flat top part would become smaller. As an example, 
considering a decrease in TE from 70 μs to 10 μs, the first 
k-space points of the line would be acquired with much 
shorter encoding time, while all points > 70 μs would still be 
acquired at the same encoding time. Thus, the relative signal 
difference for a fast-decaying signal between the k-space 
center and outer k-space would increase. This increased sig-
nal difference degrades the point spread function, leading to 
loss of image sharpness.

Thus, neither the need for higher bandwidth nor that for 
shorter switching times alone should dominate pulse 
sequence choice. Depending on the circumstances such as 
the minimum acceptable spatial resolution, available SNR of 
the tissue, scanner performance (e.g., field strength and 
coils), tolerated scan times, and, most importantly, the T2

* of 

the tissue of interest, parameters such as readout bandwidth 
and TE can be optimized. However, the readout bandwidth 
and TE need not necessarily be respectively as high, or as 
short, as possible. On clinical scanners, the gradient ampli-
tude and available SNR are usually the main limitations for 
acquisition of extremely fast-decaying signals, e.g., in solid 
or semisolid species.

After the initial PETRA application in 2014, several 
approaches to improve the overall performance of the tech-
nique have been published. Gradient-modulated (GM) 
PETRA [26] is a method for reducing image blurring and 
SAR limitations or RF peak power. With this technique, gra-
dients are lower during the excitation than during the readout 
itself, bringing the PETRA (and ZTE) sequence closer to the 
UTE approach. In reference [27], compressed sensing meth-
ods were applied to the PETRA sequence, yielding acceler-
ated scan times while maintaining the image quality of the 
original non-accelerated scan. Another approach for reduc-
ing scan times, at least for some dedicated applications, is to 
move to 2D projection, in which no encoding is performed in 
the z-direction, but further research is needed to prove the 
usefulness of this technique. Considering future advances, 
reduction in scan time using machine learning techniques 
and parallel imaging could both benefit the PETRA sequence.

In conclusion, the PETRA sequence is a method for imag-
ing tissues with very fast-decaying signals that generates 
robust images with the shortest possible encoding time. 
Unlike other techniques it does not require changes in con-
ventional clinical MR system hardware to do this.
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and Jiang Du

 Introduction

The MRI sequences designed to image short-T2 tissues can 
be divided into two different classes based on their radiofre-
quency (RF) excitation and data encoding schemes, namely, 
zero echo time (ZTE) [1–5] and ultrashort echo time (UTE) 
[6–8]. The readout scheme in ZTE sequences employs fully 
ramped (or pre-ramped) constant readout gradients to 
quickly encode short-T2 signals in 3D k-space during their 
rapid free induction decay (FID). Data encoding is per-
formed only using the constant plateau of the gradient. UTE 
sequences are based on a different approach in which read-
out gradients are played out only after RF excitation is com-
pleted, and the subsequent RF dead-time (i.e., blind time 
preventing data readout due to the transmit to receive mode 
switching time) has elapsed. In this scheme, data readout is 
performed using both the ramping part and the constant pla-
teau of the gradients.

In general, the strategy for UTE imaging provides flexible 
imaging and allows greater room for modifications of the 
sequence. For example, slice/slab-selection gradients and 
different encoding trajectories, such as spiral [9] and stack- 
of- stars [10], can be readily incorporated into UTE imaging. 
Moreover, UTE imaging allows flexible selection of imaging 

parameters such as flip angle (FA) and readout bandwidth 
(rBW). In contrast, ZTE sequences can be advantageous in 
achieving silent imaging since their gradient slew rate (i.e., 
speed of ramping) can be flexibly reduced to decrease acous-
tic noise without affecting encoding efficiency because the 
encoding scheme only uses the plateau of the gradient. 
Moreover, ZTE sequences can capture signals with ultra-
short-T2 decays more rapidly owing to its use of a fully 
ramped-up gradient that allows data readout with full encod-
ing efficiency beginning at the near zero echo time (TE).

A downside of the ZTE-based approaches is that data are 
missing at the center of k-space due to the lack of data collec-
tion during RF excitation isodelay (i.e., the time between the 
peak and the end of RF pulse) as well as RF transmit-receives 
switching dead-time when the frequency encoding gradient 
is enabled. The k-space trajectory is missing from the origin 
of k-space to the beginning of the data acquisition, which is 
typically immediately after the RF dead-time, and this leaves 
a spherical hole at the center of k-space. Additional data 
acquisition is usually required to fill this gap in the missing 
data. Filling can be achieved by encoding data in a separate 
acquisition using a very low rBW (e.g., 8x lower rBW). This 
leaves a negligibly small region of missing data due to the 
low gradient amplitude. The approach is often called water- 
and fat-suppressed solid-state proton projection imaging 
(WASPI) [11]. Another approach is to use single-point imag-
ing (SPI) to acquire data at the center of k-space. SPI is based 
on a traditional pure phase encoding scheme that acquires a 
single point in a k-space at a constant time delay [12]. SPI is 
free from missing data due to the RF dead-time because the 
k-space trajectory is controlled by scaling the phase encod-
ing gradient. For example, zero amplitude of the phase 
encoding gradient leads to the center of k-space at any TE 
even after the RF dead-time. Combining the ZTE sequence 
with SPI is often called pointwise encoding time reduction 
with radial acquisition (PETRA) [5].

Another issue with ZTE sequences is selective excitation 
of undesirable and uncontrollable spins [13]. With ZTE 
sequences, a short hard pulse is typically used for RF excita-
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tion to achieve a short TE. Due to the nonzero gradient turned 
on during the RF excitation, spins resonate at spatially vary-
ing Larmor frequencies, resulting in selective excitation (or 
slab selection). This unwanted selective excitation (or spa-
tially varying flip angle) occurs in the readout direction and 
has a specific slice profile based on the shape of the applied 
RF pulse. Theoretically, a hard pulse results in a sinc-shaped 
excitation profile. This unwanted selection of spins may 
impair imaging if the main lobe of the slice profile is nar-
rower than the desired field of view (FOV). The direction of 
the selective excitation varies from spoke to spoke due to the 
rotating readout gradient used in the 3D ZTE imaging, result-
ing in different slice profiles which modulate k-space data. 
This produces blurriness in the radial direction. To reduce 
the slice selectivity effect and thus minimize interference of 
ZTE imaging, a shorter RF pulse (i.e., lower flip angle) and 
a lower gradient amplitude (i.e., a lower rBW) should be 
used. However, this often limits signal-to-noise-ratio (SNR) 
and image contrast and exacerbates chemical shift artifacts 
due to the longer readout duration.

To address the two issues mentioned above (i.e., missing 
data and unwanted slice selectivity), a ramped hybrid encod-
ing (RHE) technique has been proposed [14]. This benefits 
from the use of SPI and use of controlled gradient ampli-
tudes during RF excitation. In this chapter, RHE and its 
applications are described.

 Single-Point Imaging (SPI)

SPI utilizes pure phase encoding to acquire the data at a sin-
gle k-space coordinate in each TR [12, 15, 16]. As with con-
ventional phase encoding, a k-space location is achieved 
using linearly scaled phase encoding gradients. Figure  7.1 
shows a 1D example of SPI with seven phase encoding steps. 
Note that all data points are acquired with a constant time 
delay (red dotted line in Fig. 7.1). The FOV is determined by 
the number of phase encoding steps, Np, the gradient wave-
form, G, and the encoding time delay, tp, as shown in the 
following equation [17]:
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where γ is the gyromagnetic ratio. Thus, the spatial resolu-
tion (i.e., FOV/Np) depends on the total gradient dephasing 
moment which is the integral of G(t) over time from 0 to tp.

3D SPI can be achieved by applying the phase encoding 
gradients in three orthogonal gradient directions and scaling 
the gradients one by one in a nested loop, resulting in a 3D 
cubical phase encoding pattern. The phase encoding points 
near the corner of the cube (i.e., outside of the inscribed 
sphere) are typically removed to reduce duty cycle demands 
on the gradient system and decrease scan time.

 Slice Selectivity with ZTE Sequences

As mentioned above, ZTE-type sequences suffer from 
unwanted slice selectivity due to the effective gradient field 
present during RF excitation. The slice selectivity effect is also 
problematic in hybrid encoding schemes utilizing SPI such as 
PETRA. Figure 7.2a shows an example of a pulse sequence for 
PETRA. Figure 7.2b shows an example of the excitation pro-
files of a 24 μs hard RF pulse under various encoding gradient 
amplitudes (0, 7, 14, 20, and 30 mT/m). With radial sampling 
the unwanted slice selectivity occurs in the orientation of the 
net readout gradient, which is rotated over many TRs to cover 
3D spherical k-space. In SPI, both the orientation and ampli-
tude of the net phase encoding gradient are changed at each 
TR, which results in slice profiles with various line widths and 
directionalities. Consequently, the net effect of the slice selec-
tivity artifact with hybrid encoding is contributed to by both the 
radial spokes and SPI encoded data modulated with different 
RF excitation profiles. This yields an exotic blurriness artifact, 
as shown in Fig. 7.2c. The longer RF pulse (e.g., a pulse width 
of 24 μs) with the higher gradient amplitude (e.g., 20 mT/m) 
worsens the slice selectivity artifact with PETRA. At the same 
time, frequency encoding-based UTE (FE-UTE) is not affected 
by these artifacts due to its nonselective RF excitation.

RF
Tx/Rx

FID

Gradients

k-space
trajectory

Gmax

Data acquisition

Desired resolution

Sampled at the same
time delay

Fig. 7.1 Single-point imaging (SPI). SPI is a pure phase encoding 
technique in which a single data point is acquired at a constant TE dur-
ing each TR. Different k-space data points are acquired using linearly 
scaled gradients
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Fig. 7.2 Slice selectivity. (a) Pulse sequence diagram for PETRA 
imaging, (b) excitation profile of a 24 μs hard pulse and the resultant 
excitation profiles, and (c) slice selectivity with PETRA and FE-UTE 
(frequency encoding UTE). Note that the degree of slice selectivity 

artifact increases with the higher encoding gradient amplitude and pulse 
width used in PETRA imaging. FE-UTE shows no such artifact due to 
its nonselective excitation. (Adapted with permission from Ref. [14])

As demonstrated in Fig.  7.2, with hybrid encoding, the 
effective FOV under the slice selectivity effect is determined 
by the width of the RF excitation profile which becomes 
broader with shorter RF pulses (i.e., higher excitation band-
widths) and lower gradient amplitudes (i.e., lower readout 
bandwidths), and vice versa. Therefore, a shorter RF pulse 
and a lower rBW can be used with PETRA to alleviate 

unwanted slice selectivity artifacts and achieve the desired 
FOV without compromising image quality. Alternatively, 
phase-modulated RF pulses may be used to allow broader 
excitation bandwidths [18–20]. This approach achieves a 
larger effective FOV with ZTE sequences. However, the 
attainable peak FA with this approach is limited due to the 
use of frequency-swept excitation which requires a higher B1 
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to achieve the same peak FA as a standard hard pulse. 
Another method to address the slice selectivity problem has 
been proposed. This is based on a post-processing technique 
in which the slice selection is demodulated after each k-space 
spoke [13]. To achieve this, prior information is required, 
such as the physical location of each pixel and the corre-
sponding RF excitation profile in space. The downside of 
this approach is that noise can be amplified near zero- 
crossing regions in the slice profile (i.e., lower B1 regions) 
during post-processing, where the data is divided by the slice 
profile. Moreover, it is not trivial to accurately estimate pixel 
locations and excitation profiles due to imperfections with 
MRI systems causing nonlinear distortions of the B0, B1, and 
gradient fields.

 Ramped Hybrid Encoding (RHE)

RHE has been proposed by Jang et al., to control slice selec-
tivity and achieve full encoding efficiency using fast ramp 
sampling. Figure  7.3a shows a pulse sequence diagram of 
RHE. With RHE, an effective gradient during RF excitation, 
GRF is used to control the slice selectivity for a given FA and 
desired FOV. Immediately after the RF excitation, an encod-
ing gradient is ramped up to maximum amplitude, Gmax, to 
achieve full encoding efficiency. Data acquisition is per-
formed after the RF dead-time. Figure 7.3b shows an exam-
ple of the sampling pattern (or k-space trajectory) with 

RHE. Similar to PETRA, SPI is performed to fill the missing 
data in the central area of k-space, while radial frequency 
encoding is performed to acquire data in outer k-space. 
Figure 7.3c shows an example of multi-echo RHE based on 
a gradient echo train using bipolar readout gradients.

In RHE, the minimum diameter of the SPI region required 
to avoid wrapping artifact is determined by the desired FOV, 
the TE, and the gradient shape using the following equation 
for NSPI, the number of spokes:
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where γ  is the reduced gyromagnetic ratio, gS denotes gradi-
ent slew rate, fovD denotes the desired FOV, and tD is the 
desired TE chosen after dead-time.

RHE can be regarded as a generalized technique encom-
passing both hybrid encoding (i.e., PETRA) and ramp sam-
pled FE-UTE. If GRF is set to Gmax, RHE becomes equivalent 
to PETRA.  If GRF is set to zero, RHE becomes similar to 
FE-UTE, except for different timing of the readout gradient 
that is applied immediately after the RF pulse in RHE, not 
after the dead-time. Note that with FE-UTE the gradients 
begin to ramp up after RF dead-time to avoid missing data. 
In this case, RHE still achieves more efficient encoding with 

Half echo Half echo Half echo Half echo Half echo

RF DAQ

Tx/Rx

GRF

Gradients

TE1 TE2TE3
TE4 TE5

Deadtime

RF DAQ

Tx/Rx

GRF

Gmax

Gradients

Ky

Kx

SPI encoding Frequency encoding

a

b

c

Fig. 7.3 Ramped hybrid 
encoding (RHE). (a) Pulse 
sequence diagram, (b) 2D 
example of k-space trajectory, 
and (c) multi-echo RHE. RHE 
controls slice selectivity using 
a low GRF and provides 
efficient encoding by using a 
high Gmax. The ramped-up GRF 
allows more efficient 
encoding than conventional 
UTE sequences at the cost of 
increased scan time due to the 
SPI encoding required to fill 
in the central missing data 
(Adapted with permission 
from Ref. [14])
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a shorter readout duration than FE-UTE, although it requires 
SPI to fill in the missing data.

 Encoding Speed and T2
* Blurring with RHE

When imaging short-T2
* tissues, the data acquisition should 

be performed as fast as possible to minimize signal decay 
during readout which may cause unwanted signal modula-
tion in k-space and time-varying signal weighting from the 
center to the outside of k-space. This is similar to low-pass 
filtering. This effect is often called T2

* blurring as it blurs the 
point spread function (PSF) and the resultant image. It is a 
function of encoding efficiency and speed (i.e., k-space tra-
jectory encoding time compared to encoding time delays) 
and T2

* decay. Figure  7.4a shows simulated per-excitation 
encoding time plotted against k-space position with different 
encoding schemes, including PETRA, RHE, and 
FE-UTE. Figure 7.4b, c shows the corresponding 1D images 
simulated with two different T2

*s (100 and 500 μs). PETRA 
shows the most blurry images (i.e., the highest degree of 
short-T2

* blurriness effect) due to its long readout duration. 

FE-UTE shows blurriness when the T2
* is very short (i.e., 

100 μs), resulting from the inefficient sampling at the begin-
ning of data acquisition where it takes a certain amount of 
time to ramp up the gradient to reach full encoding efficiency 
(i.e., maximum gradient amplitude). RHE overall shows the 
most robust imaging for all cases with T2

* of 100 and 500 μs 
at the cost of slight blurriness occurring at the peripheral 
FOV due to the unwanted slice selectivity effect which is 
exacerbated with higher values of GRF.

Figure 7.5 shows results obtained using a LEGO phantom 
(Big Ben, item # 21013, a cowboy minifigure from Palace 
Cinema, item # 10232, and a white horse manufactured by 
LEGO, Billund, Denmark) and made of acrylonitrile butadi-
ene styrene (ABS) with an approximate T2

* of 400–500 μs. 
PETRA with a low readout bandwidth (i.e., Gmax = 7 mT/m) 
exhibits strong T2

* blurriness due to its long encoding time of 
1680 us. PETRA with a higher readout bandwidth (i.e., 
Gmax = 14 and 20 mT/m) improves the blurriness, but results 
in strong slice selectivity artifacts. FE-UTE exhibits no slice 
selectivity artifacts due to its nonselective RF excitation (i.e., 
GRF = 0). RHE with GRF of 7 mT/m shows good image qual-
ity with no strong slice selectivity. RHE shows improved 
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Fig. 7.4 Encoding efficiency (encoding time plotted against k-space 
position) for FE-UTE, PETRA, and RHE (a) and 1D images simulated 
with T2

* = 100 μs (b) and T2
* = 500 μs (c). PETRA with a gradient 

amplitude of 20 mT/m achieves fast encoding in an earlier encoding 
time (red dotted line) but produces a strong slice selectivity artifact. 

FE-UTE exhibits good image quality, but with short T2
*s, it shows some 

blurriness due to inefficient sampling at the beginning of data 
acquisition. RHE achieves good image quality with controlled slice 
selectivity and the most efficient encoding. (Adapted with permission 
from Ref. [14])
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PETRA
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Fig. 7.5 Phantom experiment. PETRA with (a) Gmax = 7 mT/m, (b) 
Gmax  =  14  mT/m, (c) Gmax  =  20  mT/m, (d) FE-UTE with Gmax  =  35 
mT/m, and (e) RHE with GRF = 7 mT/m and Gmax = 35 mT/m. PETRA 
with a low gradient amplitude (7 mT/m) shows an overall blurry image 
due to short-T2

* blurriness caused by its long readout duration (1650 μs). 

With PETRA, higher gradient amplitudes yield sharper images, but 
strong slice selectivity is exhibited. FE-UTE shows overall robust 
imaging with no slice selectivity artifact. RHE exhibits the best image 
quality with no slice selectivity and the best SNR due to its short 
readout duration (438 μs). (Adapted with permission from Ref. [14])

image quality with a higher SNR than FE-UTE, presumably 
due to improved encoding efficiency with a shorter encoding 
time of 438 μs compared to FE-UTE with a slightly longer 
encoding time of 588 μs.

 The Efficacy of SPI in RHE

SPI in RHE plays a critical role in filling the missing data in 
the center of the k-space. SPI is expected to allow more 
robust imaging than WASPI because all the data are acquired 
at a constant TE with near-zero readout duration (i.e., there is 
no T2

* decay or eddy current effect on the data filling the hole 
in k-space). Downsides of SPI are a longer acquisition time 
imposed by expensive single-point encoding and increased 
acoustic noise caused by rapidly changing phase encoding 
gradients.

The benefit of SPI in terms of image quality has been 
reported in the literature. In RHE, the relative size of the 

SPI encoded region in a k-space can be controlled by 
reconstructing data acquired at different TEs; a delayed TE 
results in larger size of SPI in k-space [21, 22]. SPI should 
be slightly oversampled to avoid aliasing artifacts at the 
delayed TE. A phantom experiment was performed to test 
the effect of different sizes of SPI in RHE (2, 3, and 4%) as 
well as 0% SPI (i.e., FE-UTE) (Fig.  7.6a). The images 
with larger SPI regions showed sharper boundaries and 
reduced signal bias inside the object [23]. Figure  7.6b 
shows myelin images from a human brain using adiabatic 
inversion recovery prepared RHE (IR-RHE) to suppress 
long-T2 white and gray matter signals and achieve myelin 
specific contrast [24]. As shown, a larger SPI region dra-
matically improves the myelin contrast and improves sig-
nal suppression in the gray matter regions (green arrows), 
presumably due to the robustness of SPI to eddy current 
effects.

Similarly, multiple images can be reconstructed from the 
same dataset in RHE by applying higher degrees of overs-
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Fig. 7.6 Efficacy of SPI in 
RHE. (a) Phantom experiment 
and (b) in vivo myelin 
imaging in a 30-year-old 
healthy volunteer. RHE with 
larger SPI reduces blurriness 
near the object boundary in 
the phantom experiment. In 
(b) the images with the larger 
SPI show improved myelin 
contrast with suppressed 
signal in gray matter (green 
arrows). RSPI is the ratio of the 
radius of SPI to the radius at 
the maximum k-space 
location. (Adapted with 
permission from Refs. [23, 
24])

ampling in SPI and reconstructing images with delayed 
TEs. Jang et al. showed the efficacy of this strategy using 14 
RHE images obtained in a single scan with oversampled SPI 
for head segmentation [23]. Their study also showed that 
multiple RHE images can be used to improve tissue 
segmentation.

 Applications and Variants of RHE

The feasibility and efficacy of RHE in morphological and 
quantitative imaging have been demonstrated in several 
applications.

 MR-Based Attenuation Correction

Jang et al. proposed a new MR-based attenuation correction 
(MRAC) technique for PET-MRI based on the use of rapid 
dual-echo RHE with oversampled SPI [23]. The rapid RHE 
scan acquires multiple images, including in-phase UTEs at 
52, 54, 56, 58, 60, 62, 64, 66, 68, 70, 72, 74, 76, and 78 μs 
and an out-of-phase gradient recalled echo (TE = 1.1 ms) in 
a scan time of 35 s. This allows segmentation of the head into 
four tissue types (i.e., bone, air, brain, and fat) using a histo-
gram-based approach and a two-point Dixon-based fat and 
water separation technique. The segmented tissue map was 
used to generate pseudo-CT images for subsequent attenua-
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a b c dFig. 7.7 RHE-based MRAC. 
Results with PET/MR 
system-based MRAC using 
LAVA-Flex (MRAC-1) (a) 
and atlas-based method 
(MRAC-2) (b), dual-echo 
RHE-based MRAC (dRHE- 
MRAC) (c), and ground truth 
CT-based attenuation 
correction (CTAC) (d). In 
contrast to MRAC-1 and 
MRAC-2, dRHE-MRAC 
achieves significantly reduced 
error in PET reconstruction 
showing errors below 1% in 
most brain regions. (Adapted 
with permission from Ref. 
[23])

tion correction in PET reconstruction (Fig. 7.7). The same 
sequence has been used for deep learning-based MRAC [25]. 
The MRAC based on dual-echo RHE showed improved per-
formance with a significantly reduced PET reconstruction 
error below 1% in most brain regions compared with conven-
tional MRAC methods (P < 0.05).

 Single-Scan Bicomponent T2
* Mapping 

in the Knee

RHE has also been investigated in musculoskeletal (MSK) 
imaging. Jang et al. showed the feasibility of bicomponent 
T2

* mapping in the human knee using a flyback echo train- 
based RHE sequence in which 16 echoes were acquired in a 
single scan [26]. In this study, the original version of RHE 
was modified to accommodate a selective Shinnar-Le Roux 
(SLR) pulse which was incorporated to achieve slab selec-

tion and fat saturation to suppress signals from adipose tis-
sue. Similar to the study with MRAC where multiple RHE 
images were reconstructed with delayed TEs [23], two RHE 
images at TEs of 0.04 and 0.11 ms were acquired by utilizing 
an oversampled SPI technique (Fig.  7.8a). A total of 16 
echoes were acquired between 0.04 ms and 30 ms, and these 
were used for biexponential fitting of knee joint tissues. 
Figure  7.8b shows estimated bicomponent T2

* parameter 
maps in the patellar tendon, anterior cruciate ligament 
(ACL), posterior cruciate ligament (PCL), and meniscus. 
These showed parameter estimates similar to those reported 
in the literature.
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a b

Fig. 7.8 Single-scan bicomponent T2
* mapping of knee tissues using 

RHE. (a) Pulse sequence diagram and (b) results of bicomponent 
parameter mapping (fs, the short-component fraction; T2

*s, T2
* of the 

short component; T2
*

L, T2
* of the long component) in the patellar ten-

don, ACL, PCL, and meniscus. (Adapted with permission from Ref. 
[26])

 Direct Myelin Imaging with Interleaved Hybrid 
Encoding

UTE imaging has been used frequently for direct myelin 
imaging [27–30]. RHE combined with adiabatic IR prepa-
ration has also been investigated for direct myelin imaging 
in the brain [24]. In this study, dual-echo RHE imaging was 
used to acquire two images (i.e., a UTE image and a gradi-
ent recalled echo image with a longer TE) at the nulling 
point for long-T2 components in white matter. Echo sub-
traction yielded short-T2 contrast which was specific for 
myelin.

For efficient 3D IR imaging, multiple spokes are usually 
encoded with each IR preparation [31–33], so that the scan 
time is shortened by the number of spokes acquired per prep-
aration. With this approach, a group of spokes is acquired 
near the desired inversion time (TI). This results in the inclu-
sion of spokes with shorter and longer TIs than the optimum, 
and imperfect nulling of signal which may result in compro-
mised signal contrast due to the inclusion of data acquired 
with variable T1-weighting, also called T1 blurring. In direct 
myelin imaging based on adiabatic IR, this can be an issue 
too and may result in imperfect nulling of white matter. To 
alleviate this effect, a group of spokes is typically centered 
on a TI chosen so that spokes are acquired before and after 
the nulling point, and so produce both negative and positive 
signals. In this way, the signals from spokes with different 
polarities cancel, and this reduces the error [29, 34].

To further improve the image contrast with IR-RHE, Jang 
et al. have proposed interleaved hybrid encoding (IHE) [24]. 
In conventional PETRA and RHE, it is common to perform 

SPI and radial encodings sequentially with SPI and radial 
frequency encoding performed one after another. However, 
this is not the optimal way for IR-RHE when SPI data in the 
central region of k-space has variable T1-weighting (because 
it is obtained at different TIs). IHE benefits from reordered 
sampling with SPI acquisitions interleaved at TIs near the 
nulling point so that the central region of k-space is filled 
with data acquired at, or near, the desired TI (Fig. 7.9a). This 
approach allows the use of a high number of encoded spokes 
(~60 spokes) per IR preparation. The improved image qual-
ity with IR-IHE with an increased number of spokes per IR 
preparation was demonstrated by a computer simulation 
(Fig. 7.9b). Compared to conventional IR-prepared projec-
tion radial-based UTE (IR-PRUTE) and IR-prepared RHE 
with sequential sampling (IR-HE), IR-IHE exhibited much 
improved myelin contrast and accurate detection of demye-
linated lesions with up to 61 spokes per IR preparation.

RHE with adiabatic IR and interleaved encoding (i.e., 
IR-IHE) showed the feasibility of in vivo direct myelin imag-
ing in healthy controls and multiple sclerosis (MS) patients 
within a clinically acceptable scan time (6  min 54  s). In 
in vivo experiments with healthy volunteers, IR-IHE showed 
dramatically improved myelin contrast compared to IR-RHE 
using a sequential encoding scheme (Fig. 7.10a). In imaging 
of MS patients, IR-IHE achieved high quality myelin imag-
ing in which normal myelin and demyelinating lesions in 
white matter were detected (red arrows in Fig. 7.10b).
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Fig. 7.9 Interleaved encoding for IR-prepared RHE. (a) Conventional 
sequential ordering of SPI, radial frequency encoding and interleaved 
encoding, and (b) computer simulation of the two encoding schemes 
(IR-HE, IR-based hybrid encoding with sequential encoding; IR-IHE, 
IR-based interleaved hybrid encoding) as well as IR-based projection 

radial UTE (IR-PRUTE). In the computer simulation, IR-IHE yielded 
dramatically improved myelin image quality with suppression of the 
streak artifacts that were obvious with IR-PRUTE and IR-HE when 
using a high number of spokes per IR preparation. (Adapted with 
permission from Ref. [24])

 RHE-Based Sodium MRI

Sodium (23Na) is an essential chemical element that plays a 
vital role in human physiology. Sodium is the second most 
abundant nucleus that provide endogenous MRI signal in the 
human body. It can be a biomarker for various diseases, 
including tumors [35–37], stroke [38, 39], neurodegenera-
tive disease [40], and MSK disorders [41–43]. Despite its 
promise, sodium MRI suffers from two significant chal-
lenges. First, the 23Na signal is very low compared to clinical 
proton MRI, resulting in low SNR.  Second, 23Na signals 
typically undergoes rapid biexponential T2

* decay. Therefore, 

UTE or ZTE sequences are likely to improve signal acquisi-
tion. Unfortunately, ZTE sequences are not a good option 
due to their limited FA, which is critical due to the low den-
sity of 23Na. As a result, UTE imaging is typically used for 
sodium MRI.

Blunck et al. have recently utilized RHE for sodium MRI 
to take advantage of its efficient and rapid encoding (i.e., 
short readout duration) compared to conventional UTE 
imaging, and this reduces T2

* blurring and increases SNR 
[44]. To allow use of a high FA of 90 degrees, GRF was set to 
zero in this study, and the sequence was described as zero 
GRF RHE (zGRF-RHE). In their 1D computer simulation, 
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Fig. 7.10 In vivo myelin imaging. (a) Efficacy of interleaved encoding 
demonstrated in a healthy volunteer (30-year-old male) and (b) IR-IHE- 
based myelin imaging in MS patients compared with clinical MRI 
sequences (patient A, 59-year-old female; patient B, 51-year-old 

female). As shown in (a), IHE improves myelin contrast with reduced 
artifact in gray matter. In MS patients, IR-IHE provides direct 
morphological information on myelin and demyelinated lesions. 
(Adapted with permission from Ref. [24])
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Fig. 7.11 Zero GRF RHE (zGRF-RHE) in sodium MRI. (a) Phantom 
design, (b) phantom images acquired with zGRF-RHE and UTE, and (c) 
in vivo brain 23Na MRI with UTE and zGRF-RHE. The phantom experi-
ment in (b) shows an improved contour profile with RHE (red arrows) 

compared with UTE. zGRF-RHE in the in  vivo sodium imaging also 
demonstrates improved image quality compared with UTE, with better 
demonstration of the brainstem (red arrow) and ventricular system. 
(Adapted with permission from Ref. [44])

RHE showed reduced T2
* blurring with improved image 

quality. MRI experiments were performed using a research  
7 T MRI scanner (Siemens Healthcare, Erlangen, Germany) 
with a transmit/receive dual-tuned 1H-23Na head coil (QED, 
Mayfield Village, OH). For the phantom experiment, tubes 
with three different diameters (6, 14, and 28 mm) and two 
different saline concentrations (30  mM and 45  mM) were 
prepared (Fig.  7.11a). The resultant RHE images showed 
improved boundary profile (i.e., reduced T2

* blurring) with 
better detection of small vials compared with the UTE image 
(Fig.  7.11b). In vivo experiments also showed improved 
image quality with RHE.  In Fig.  7.11c, RHE exhibits 

improved detail around the brainstem region (red arrow) and 
in the corpus callosum compared with UTE.

 Conclusion

RHE is an extended, generalized form of PETRA that ben-
efits from use of a pre-ramped, controllable gradient during 
RF excitation (GRF). As with PETRA, SPI is utilized to fill 
the missing data in the center of the k-space. The SPI 
encoding fills the missing data and contributes to improved 
image quality, due to its near-zero readout duration and its 
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robustness to eddy current effects. In addition, more aggres-
sive utilization of SPI demonstrated that it is based on 
oversampled SPI. This approach can be used to reconstruct 
multiple images using a single dataset acquired with a sin-
gle scan. These multiple images can help improve brain 
segmentation [23] and allow biexponential fitting [26], as 
well as provide novel uses in direct myelin imaging [24] 
and sodium MRI [44].

RHE lies between ZTE and UTE imaging and benefits 
from their advantages such as pre-ramped-up gradient in ZTE 
and flexible imaging in UTE. A downside with RHE is the 
additional scan time required for SPI encoding. The size of 
the SPI encoding depends on the shape of the gradient wave-
form, including GRF, Gmax and slew rate, as well as RF dead-
time. The scan time for SPI encoding is usually negligibly 
short with clinical MRI scanners unless oversampling is 
applied. It can be a more significant issue when high-perfor-
mance gradient systems are used. To mitigate the additional 
scan time burden, the hybrid filling (HYFI) technique has 
been recently proposed [45]. HYFI utilizes mixed SPI and 
segmented radial frequency encoding to reduce the scan time. 
A downside expected with HYFI is compromise in image 
quality. Systematic comparison of the hybrid encoding family 
with standard UTE and ZTE techniques will be required to 
fully understand their advantages and disadvantages.

References

1. Weiger M, Pruessmann KP, Bracher A-K, et  al. High-resolution 
ZTE imaging of human teeth. NMR Biomed. 2012;25(10):1144–51.

2. Weiger M, Pruessmann KP. MRI with zero echo time. Encycl Magn 
Reson. 2012;1:311–22. https://doi.org/10.1002/9780470034590.
emrstm1292.

3. Wiesinger F, Sacolick LI, Menini A, et al. Zero TE MR bone imag-
ing in the head. Magn Reson Med. 2016;75(1):107–14.

4. Weiger M, Brunner DO, Dietrich BE, Müller CF, Pruessmann KP. 
ZTE imaging in humans. Magn Reson Med. 2013;70(2):328–32.

5. Grodzki DM, Jakob PM, Heismann B. Ultrashort echo time imag-
ing using pointwise encoding time reduction with radial acquisition 
(PETRA). Magn Reson Med. 2012;67(2):510–8.

6. Chang EY, Du J, Chung CB. UTE imaging in the musculoskeletal 
system. J Magn Reson Imaging. 2015;41(4):870–83.

7. Robson MD, Gatehouse PD, Bydder M, Bydder GM.  Magnetic  
resonance: an introduction to ultrashort TE (UTE) imaging. J 
Comput Assist Tomogr. 2003;27(6):825–46.

8. Jerban S, Chang DG, Ma Y, Jang H, Chang EY, Du J. An update 
in qualitative imaging of bone using ultrashort echo time magnetic 
resonance. Front Endocrinol (Lausanne). 2020;11:555756.

9. Gurney PT, Hargreaves BA, Nishimura DG.  Design and  
analysis of a practical 3D cones trajectory. Magn Reson Med. 
2006;55(3):575–82.

10. Zhou Z, Han F, Yan L, Wang DJJ, Hu P.  Golden-ratio rotated  
stack- of- stars acquisition for improved volumetric MRI.  Magn 
Reson Med. 2017;78(6):2290–8.

11. Wu Y, Dai G, Ackerman JL, et al. Water- and fat-suppressed pro-
ton projection MRI (WASPI) of rat femur bone. Magn Reson Med. 
2007;57(3):554–67.

12. Emid S, Creyghton JHN. High resolution NMR imaging in solids. 
Phys B+C. 1985;128(1):81–3.

13. Grodzki DM, Jakob PM, Heismann B. Correcting slice selectivity 
in hard pulse sequences. J Magn Reson. 2012;214(1):61–7.

14. Jang H, Wiens CN, McMillan AB.  Ramped hybrid encoding 
for improved ultrashort echo time imaging. Magn Reson Med. 
2016;76(3):814–25.

15. Jang H, Lu X, Carl M, et al. True phase quantitative susceptibility 
mapping using continuous single-point imaging: a feasibility study. 
Magn Reson Med. 2019;81(3):1907–14.

16. Balcom BJ, Macgregor RP, Beyea SD, Green DP, Armstrong RL, 
Bremner TW. Single-point ramped imaging with T1 enhancement 
(SPRITE). J Magn Reson A. 1996;123(1):131–4.

17. Jang H, McMillan AB. A rapid and robust gradient measurement 
technique using dynamic single-point imaging. Magn Reson Med. 
2017;78(3):950–62.

18. Li C, Magland JF, Seifert AC, Wehrli FW. Correction of excitation 
profile in zero echo time (ZTE) imaging using quadratic phase- 
modulated RF pulse excitation and iterative reconstruction. IEEE 
Trans Med Imaging. 2014;33(4):961–9.

19. Weiger M, Pruessmann KP, Hennel F.  MRI with zero echo 
time: hard versus sweep pulse excitation. Magn Reson Med. 
2011;66(2):379–89.

20. Schieban K, Weiger M, Hennel F, Boss A, Pruessmann KP. ZTE 
imaging with enhanced flip angle using modulated excitation. 
Magn Reson Med. 2015;74(3):684–93.

21. Kaffanke JB, Romanzetti S, Dierkes T, Leach MO, Balcom 
BJ, Jon SN.  Multi-frame SPRITE: a method for resolution 
enhancement of multiple-point SPRITE data. J Magn Reson. 
2013;230:111–6.

22. Jang H, Subramanian S, Devasahayam N, et al. Single acquisition 
quantitative single-point electron paramagnetic resonance imaging. 
Magn Reson Med. 2013;70(4):1173–81.

23. Jang H, Liu F, Bradshaw T, McMillan AB. Rapid dual-echo ramped 
hybrid encoding MR-based attenuation correction (dRHE-MRAC) 
for PET/MR. Magn Reson Med. 2018;79(6):2912–22.

24. Jang H, Ma Y, Searleman AC, et al. Inversion recovery UTE based 
volumetric myelin imaging in human brain using interleaved hybrid 
encoding. Magn Reson Med. 2020;83(3):950–61.

25. Jang H, Liu F, Zhao G, Bradshaw T, McMillan AB. Technical note: 
deep learning based MRAC using rapid ultrashort echo time imag-
ing. Med Phys. 2018;45(8):3697–704.

26. Jang H, McMillan AB, Ma Y, et  al. Rapid single scan ramped 
hybrid-encoding for bicomponent T2

* mapping in a human knee 
joint: a feasibility study. NMR Biomed. 2020;33(11):e4391.

27. Sheth VR, Fan S, He Q, et al. Inversion recovery ultrashort echo 
time magnetic resonance imaging: a method for simultaneous 
direct detection of myelin and high signal demonstration of iron 
deposition in the brain—a feasibility study. Magn Reson Imaging. 
2017;38:87–94.

28. Seifert AC, Li C, Wilhelm MJ, Wehrli SL, Wehrli FW.  Towards 
quantification of myelin by solid-state MRI of the lipid matrix  
protons. NeuroImage. 2017;163:358–67.

29. Ma Y, Searleman AC, Jang H, et  al. Volumetric imaging of 
myelin in  vivo using 3D inversion recovery-prepared ultrashort 
echo time cones magnetic resonance imaging. NMR Biomed. 
2020;33(10):e4326.

30. Jang H, Wei Z, Wu M, et  al. Improved volumetric myelin imag-
ing in human brain using 3D dual echo inversion recovery- 
prepared UTE with complex echo subtraction. Magn Reson Med. 
2020;83(4):1168–77.

31. Nelson F, Poonawalla A, Hou P, Wolinsky J, Narayana P. 3D 
MPRAGE improves classification of cortical lesions in multiple 
sclerosis. Mult Scler. 2008;14(9):1214–9.

7 Ramped Hybrid Encoding

https://doi.org/10.1002/9780470034590.emrstm1292
https://doi.org/10.1002/9780470034590.emrstm1292


90

32. Ma Y, Jerban S, Carl M, et al. Imaging of the region of the osteo-
chondral junction (OCJ) using a 3D adiabatic inversion recovery 
prepared ultrashort echo time cones (3D IR-UTE-cones) sequence 
at 3 T. NMR Biomed. 2019;32(5):e4080.

33. Jang H, Carl M, Ma Y, et  al. Inversion recovery zero echo time 
(IR-ZTE) imaging for direct myelin detection in human brain: a 
feasibility study. Quant Imaging Med Surg. 2020;10(5):895–906.

34. Ma Y, Jang H, Lombardi AF, Corey-Bloom J, Bydder GM. Myelin 
water imaging using a short-TR adiabatic inversion-recovery 
(STAIR) sequence. Magn Reson Med. 2022;88(3):1156–69.

35. Schepkin VD. Sodium MRI of glioma in animal models at ultrahigh 
magnetic fields. NMR Biomed. 2016;29(2):175–86.

36. Nagel AM, Bock M, Hartmann C, et al. The potential of relaxation- 
weighted sodium magnetic resonance imaging as demonstrated on 
brain tumors. Investig Radiol. 2011;46(9):539–47.

37. Ouwerkerk R, Bleich KB, Gillen JS, Pomper MG, Bottomley 
PA. Tissue sodium concentration in human brain tumors as mea-
sured with 23Na MR imaging. Radiology. 2003;227(2):529–37.

38. Wetterling F, Gallagher L, MacRae IM, Junge S, Fagan AJ. Regional 
and temporal variations in tissue sodium concentration during the 
acute stroke phase. Magn Reson Med. 2012;67(3):740–9.

39. Tsang A, Stobbe RW, Asdaghi N, et  al. Relationship between 
sodium intensity and perfusion deficits in acute ischemic stroke. J 
Magn Reson Imaging. 2011;33(1):41–7.

40. Inglese M, Madelin G, Oesingmann N, et al. Brain tissue sodium 
concentration in multiple sclerosis: a sodium imaging study at 3 
tesla. Brain. 2010;133(3):847–57.

41. Zbýň Š, Mlynárik V, Juras V, Szomolanyi P, Trattnig S. Evaluation 
of cartilage repair and osteoarthritis with sodium MRI.  NMR 
Biomed. 2016;29(2):206–15.

42. Marik W, Nemec SF, Zbýň Š, et al. Changes in cartilage and ten-
don composition of patients with type I diabetes mellitus. Investig 
Radiol. 2016;51(4):266–72.

43. Madelin G, Babb JS, Xia D, Chang G, Jerschow A, Regatte 
RR. Reproducibility and repeatability of quantitative sodium mag-
netic resonance imaging in vivo in articular cartilage at 3 T and 7 
T. Magn Reson Med. 2012;68(3):841–9.

44. Blunck Y, Moffat BA, Kolbe SC, Ordidge RJ, Cleary JO, Johnston 
LA.  Zero-gradient-excitation ramped hybrid encoding (zG  
RF -RHE) sodium MRI. Magn Reson Med. 2019;81(2):1172–80.

45. Weiger M, Froidevaux R, Baadsvik EL, Brunner DO, Rösler 
MB, Pruessmann KP.  Advances in MRI of the myelin bilayer. 
NeuroImage. 2020;217:116888.

H. Jang et al.



91© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Du, G. M. Bydder (eds.), MRI of Short- and Ultrashort-T2 Tissues, https://doi.org/10.1007/978-3-031-35197-6_8

8Acquisition-Weighted Stack of Spirals 
(AWSOS) MRI

Yongxian Qian and Fernando E. Boada

 Introduction

This chapter is based on research about technical develop-
ment and clinical applications of the acquisition-weighted 
stack of spirals (AWSOS) technique that we have published 
over the last decade [1–5]. Currently, AWSOS pulse 
sequences are routinely used in our research projects. In this 
chapter we integrate our latest experience with our earlier 
publications and organize the presentation so readers can 
easily understand the ideas and mathematics behind the tech-
nique and quickly learn how to implement it in practice.

In this chapter, ultrashort echo time (UTE) refers to an 
echo time less than 1.0 ms measured from the center of the 
radiofrequency (RF) excitation pulse to the start of data 
acquisition at the k-space center, rather than time measured 
from the end of the RF excitation pulse to the beginning of 
data acquisition which, instead of TE, is called the delay 
time. The main driving force for UTE techniques is clinical 
demand for noninvasive visualization of short-T2 tissues 
such as cartilage (deep layers), menisci, ligaments, tendons, 
parts of muscles, cortical bones, and similar tissues [6]. 
These tissues are not visible using conventional MRI proto-
cols with long TEs of >10 ms.

UTE imaging pulse sequences are specially designed to 
minimize signal decay caused by fast transverse relaxation 
(T2 usually <10 ms). To do so, designs of pulse sequences 
aim to make three of their main components as short as pos-
sible, namely, RF excitation, delay time, and data acquisi-
tion. For instance, RF pulses are usually designed with 
power-efficient rectangular shapes (hard pulses) with a short 
duration of 0.05–1.0 ms. Delay times are usually as short as 
the hardware allows (e.g., 0.02 ms). The relevant hardware 
components include analog-to-digital converters (ADCs) 
and RF coils. Efforts in this direction have resulted in very 

short TEs of 0.6 ms or less on clinical MRI scanners [7, 8]. 
Data acquisition time (or ADC readout time, Ts) is associated 
with the sequence k-space trajectory which may be radial 
and consist of a straight line starting from the center of 
k-space and going out to its periphery. Radial trajectories of 
this type offer the shortest readout time of all k-space trajec-
tories. However, it is highly challenging to take advantage of 
this short readout time while meeting clinical needs for lim-
ited total acquisition (TA) time, high spatial resolution, and 
high signal-to-noise ratio (SNR). Trade-offs have to be made 
among these needs for a pulse sequence to be clinically fea-
sible and useful.

To minimize T2-related signal decay, an ideal design of a 
pulse sequence is to combine a rectangular RF pulse with 
radial k-space acquisition, using the minimum (hardware 
limited) delay time. Use of a rectangular shape makes the RF 
pulse most power-efficient (thus shortest duration) among 
other shapes for a given flip angle. The radial trajectory 
makes data acquisition shortest among all types of k-space 
trajectories in order to minimize T2-related signal decay. 
This ideal case, however, requires a relatively long scan time, 
such as 54 min for a typical three-dimensional (3D) isotropic 
image with a field of view (FOV) of 220 mm, matrix size 
256 × 256, and repetition time (TR) 20 ms. This long scan 
time is not practical for clinical imaging and would limit 
UTE imaging to low spatial resolutions such as a matrix size 
of 64 × 64 for a clinically acceptable 3.5 min acquisition. 
Images with spatial resolution this low may not be clinically 
useful.

To reduce scan time while keeping spatial resolution high, 
the AWSOS technique employs a novel strategy inspired by 
the framework of acquisition-weighted data collections [6], 
in which 3D isotropic imaging is divided into 2D in-plane 
and 1D slice components. In this way, AWSOS not only dra-
matically reduces scan time for high in-plane resolution 
acquisitions but also increases SNR as the slice thickness is 
relatively large compared to the in-plane pixel size. To 
achieve this goal, the AWSOS sequence employs two mea-
sures. First, the slab-select gradient-refocusing lobe is sig-
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nificantly reduced by lowering the amplitude of the 
slab- select gradient. Second, the in-plane phase and fre-
quency encodings are replaced by fast spiral trajectories to 
substantially accelerate in-plane data collections. T2-related 
signal decay during spiral readouts is minimized by properly 
selecting the number of spirals. The AWSOS technique 
acquires k-space data with a delay that varies with the dura-
tion of the slice encoding and is therefore referred to as 
acquisition-weighted stack of spirals, or AWSOS. There is 
independent selection of in-plane resolution and slice thick-
ness. The AWSOS pulse sequence is able to generate high 
in-plane resolution (<1 mm) while keeping slice thickness 
unchanged (thus keeping total scan time short and SNR 
high).

This chapter is a summary based mainly on our previ-
ously published work [1–5], but is reorganized to simplify 
the description of the concepts, mathematics, and implemen-
tation. The chapter includes sections on the pulse sequence, 
mathematics, data acquisition, and technical tips, as well as 
exemplary images of the brain and knee at 1.5 T, 3 T, and 7 T 
to demonstrate the performance of the AWSOS sequence.

 Pulse Sequence

The AWSOS pulse sequence has three principal features: 
selective excitation, variable-duration slice encoding, and 
movable spiral readout (Fig. 8.1a). The selective excitation is 
implemented using a frequency selective RF pulse, such as a 
sinc or Shinnar-Le Roux (SLR) pulse, combined with a slab- 
select gradient of low amplitude to allow use of a short refo-

cusing lobe. The special requirement for a short lobe 
highlights the need for highly selective RF pulses (i.e., with 
a narrow transition between passband and stopband) in order 
to attain a flat profile for the excited slab. This also creates a 
design challenge because low gradient amplitudes stretch the 
RF response and so enlarge the transition band which leads 
to a roll-off slab profile. Our experience suggests that a sinc 
pulse of cycle 1.5 or more is needed to reduce the transition 
band [1]. Another challenge in the design of the RF pulse is 
the concern about the specific absorption rate (SAR) when a 
short RF pulse (with a large B1 value) is used to minimize 
TE. RF amplifier protection of MRI systems sets a limit on 
the maximum value of B1 for certain types of coils (e.g., 
25 μT for head coils) and thus restricts the minimum dura-
tion (or maximum flip angle) of RF pulses that is allowed. 
SAR issues attract more attention with short RF pulses than 
with long RF pulses, because peak power is inversely related 
to duration of the RF pulse. Volume-averaged SAR was cal-
culated for the RF pulses used in AWSOS sequences using 
the formulas provided in Ref. [9]. Both B1 and SAR restric-
tions were addressed in the design of the RF pulses. 
Optimization of RF pulse duration τ, slab thickness h, and 
TE was performed using the well-established relationship 
between them [9].

The slice encoding gradient, which partitions the slab into 
slices, was designed in such a way that the maximum slew 
rate (SR) of the MRI system (or the preset value in the proto-
col) was always used until the gradient amplitude reached 
the maximum value allowed by the system (or the protocol). 
Thus, the duration of the slice encoding gradient was mini-
mized at each encoding step kz and varied from one step to 

a b

Fig. 8.1 AWSOS pulse sequence and the k-space sampling. (a) 
Sequence diagram. A selective RF pulse excites a slab which is then 
partitioned into slices using the variable-duration phase encoding gradi-
ent Gz (not shown for positive Gz due to symmetry). The ordering of 
slice encodings is flexible: it can be sequential, interleaved, or random. 
Movable spiral gradients, Gx and Gy, are played out immediately after 

the slice encodings. ADC data acquisition starts at the beginning of spi-
rals. A minimum delay of Td0 is required. This needs to be determined 
from the system hardware parameters, e.g., 20 μs in some MRI scan-
ners. (b) A cylindrical volume in k-space is sampled by AWSOS data 
acquisitions via using interleaved spirals (red and blue). (Adopted with 
permission from Refs [1, 5])
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another. In addition, the slice encoding gradient overlapped 
the refocusing lobe of slab-select gradient to reduce the total 
duration of the spatial encoding process.

Spiral readouts with the AWSOS pulse sequence start 
immediately after slice encoding, and data acquisition is per-
formed in a plane perpendicular to the slab direction. To 
match the variable duration of the slice encoding, the starting 
time of the spiral gradients and readout is shifted, leading to 
movable spiral readout (Fig. 8.1a).

The AWSOS pulse sequence samples k-space in a cylin-
drical volume (Fig. 8.1b), with the symmetrical axis in the 
slab direction (defined as the kz direction). The slice thick-
ness, Δz, is determined by the maximum value of kz, while 
the slab thickness, h, limits the increment, Δkz, for full sam-
pling under Nyquist sampling criteria. A disk-like area in the 
(kx, ky) plane is sampled using the spiral. The radius of the 
disk is determined by the in-plane spatial resolution Δx. 
Independent selection of in-place resolution from slice thick-
ness offers the opportunity to increase in-plane resolution 
while keeping slice thickness unchanged and thus maintain a 
reasonable SNR.

Image reconstruction of raw data acquired with the 
AWSOS pulse sequence is the same as that for regular spiral 
k-space data sets [1]. First, fast Fourier transform (FFT) is 
performed along the slice encoding (kz) direction to decom-
pose the 3D AWSOS data sets into 2D. Then, a regridding 
algorithm [10, 11] is used to reconstruct images from the 
spiral data set on a slice-by-slice basis.

 Mathematics

 Slab-Select Gradient and Minimum TE

The amplitude G0 of the slab-select gradient pulse is related 
to the slab thickness h,

 G h
0

4= ( )η γ τ
c rf
/  (8.1)

where γ is gyromagnetic ratio in Hz/T, ηc is the sinc cycle, 
and τrf is the duration of the RF pulse. The minimum echo 
time (TEmin) is associated with the RF excitation and given 
by Eq. 8.2:
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where Gmax and Smax are the maximum amplitudes of the gra-
dient and slew rate of the MRI system (or those allowed by 
the protocol), respectively. Optimization of RF duration τrf, 
slab thickness h, and minimum echo time TEmin is imple-
mented using Eqs. 8.1 and 8.2.

Slice Encoding Gradient

To make TEmin as short as possible, the slice encoding gradi-
ent is overlapped with the refocusing lobe of the slab- select 
gradient (Fig. 8.1a), using slightly different waveforms for 
the positive and negative steps of kz. In Fig. 8.3 of Ref. [2], 
under the slab-select gradient, area A is the area under the 
half constant segment, and area B is the area under the decay 
ramp. Area C is the refocusing area and is balanced by areas 
A and B. Waveforms of the slice encoding gradient are char-
acterized using Eqs. 8.3, 8.4, and 8.5:

 C A B G= + = ( ) +( )1 2
0

/ τ τ
rf decay

 (8.3)

where τdecay is duration of the decay ramp. For a slice encod-
ing step kz, the corresponding area D is,

 D k=   
z
/ γ  (8.4)

If area D is smaller than area C, then the slice encoding 
waveform is switched. The total slice encoding area E is 
given in Eq. 8.5:

 E C D k= + <,
z

0 (8.5a)
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The duration and amplitude of the resultant slice encod-
ing gradient are calculated from the waveforms associated 
with area E.

Slice encoding (i.e., kz) may be uniform or nonuniform 
within the limits −kz,max ≤  kz  <  kz,max, where the maximum 
value of kz is determined by the slice thickness Δz (i.e., spatial 
resolution in the slice direction) and kz,max = 1/(2Δz). Slice-
encoding step size Δkz is determined by the slab thickness h 
and Δkz = 1/h, when uniform sampling is implemented.

Spiral Encoding Gradients

The in-plane spiral encoding gradients (Gx, Gy) are designed 
using the analytical formula given by Glover [12] which gen-
erates the shortest readout time given the maximum gradient 
and slew rate and is efficiently computable in real time. 
However, the original version of Glover’s spiral gradients 
has a risk of discontinuity at the transition between the con-
stant slew rate segment and the constant amplitude segment 
when short duration spirals are used. This potential risk is 
avoided in the AWSOS pulse sequence by employing a mod-
ified spiral.

Spiral trajectories in the (kx, ky) plane are also calculated 
during the design of spiral gradients [13]. The number and 
readout time of the spiral interleaves required for Nyquist 
sampling are real-time evaluated for the AWSOS pulse 
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sequence for given FOVs and matrix sizes (or in-plane reso-
lutions). The optimal number of trajectories and readout 
times can then be determined for particular total acquisition 
times and tolerable levels of image blurring.

In addition to the use of analytical formulas, spiral trajec-
tories and gradients can be computed in real time using 
numerical formulas [14] due to the tremendous improvement 
in computation power of MRI systems relative to that avail-
able two decades ago. The numerical computation also over-
comes two pitfalls encountered in the analytical computation 
(i.e., discontinuity in gradients and overshoot in slew rate). 
The numerical computation uses the basic formula for a spi-
ral trajectory and the relationship between gradient g(t) and 
trajectory k(t), under the constraints of maximum gradient 
Gmax and maximum slew rate Smax, as described in Eqs. 8.6, 
8.7, and 8.8:

 k t A t e j t( ) = ( ) ( )θ θ  (8.6)
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In Eq. 8.6, the constant A is determined by the number of 
spiral interleaves Ns and the FOV for full sampling in the 
k-space, A = Ns/(2𝜋FOV). The time step ∆t in k(t) is limited 
to the raster time of the gradients or multiples (or fractions) 
of this under the constraints imposed by Gmax and Smax.

 Data Acquisition

 MRI Systems

The AWSOS pulse sequence is applicable to clinical MRI 
scanners at 1.5 T, 3 T, and 7 T, with maximum gradient 
amplitudes of 40 mT/m and maximum slew rates of 150T/m/s 
or higher. In principle, it is also applicable at low fields such 
as 0.5T or lower, where it may have unique benefits in SNR 
resulting from the long readout time of spiral acquisitions. 
AWSOS pulse sequences have no extra requirement for RF 
transmit or receive coil performance and thus are compatible 
with standard coils and coil arrays for the head and body, as 
well as custom-built ones.

 Optimization of RF Excitation

The RF excitation profile of the slab is critical for the quality 
of AWSOS images when the MRI system’s body coil is 

employed for RF excitation to image a limited area of anat-
omy such as the head or knee. The slab profile is desired to 
be flat, but, in practice, it may be curved or even contami-
nated by wraparound artifacts when low values of the sinc 
cycle are used (Fig. 8.2). Use of sinc cycles of 1.0 and 1.5 
can avoid wraparound artifacts, and the cycle of 1.5 produces 
a better profile (Fig. 8.2f, g). Use of a wide transition band in 
the slab profile decreases the intensity of four to five slices at 
each end of the slab, so that only two-thirds of the total num-
ber of slices is useful. This can be acceptable for imaging of 
the knee joint, but not for the head where higher and lower 
slices are as important as central ones. A nonselective hard 
pulse may be used to achieve a flat profile when a long slab 
is used, or a localized receive coil may be used. SLR pulses 
with linear or minimum phases were employed to try and 
achieve a flat profile, but this did not work out.

The minimum echo time (TEmin) achievable with the 
AWSOS pulse sequence depends on the RF pulse duration, 
slab thickness, and hardware limitations (e.g., maximum gra-
dient Gmax and slew rate Smax, coil switching time from trans-
mit to receive mode, and pulse synchrony). TEmin decreases 
monotonically with increasing slab thickness. For instance, it 
is 0.98 ms at a slab thickness of 10 mm but 0.52 ms at a slab 
thickness of 150 mm when the RF pulse is 0.8 ms in duration. 
Notably, TEmin decreases substantially (∼50%) when the slab 
thickness increases from 10 to 70  mm. Further increase in 
slab thickness does not reduce TEmin a lot (<20%), reflecting 
the small change in the duration of the refocusing gradient. 
TEmin is dominated by the duration of the refocusing gradient 
for short slabs but not by the duration of the RF pulse for long 
slabs. Therefore, decreasing the duration of RF pulse is an 
efficient way of producing a short TEmin, but this is limited by 
safety requirements on clinical MRI scanners. Short RF dura-
tions require large B1 amplitudes, and the maximum B1 is lim-
ited by the RF subsystem. Nevertheless, both RF duration and 
slab thickness can be adjusted to produce the shortest practi-
cal TEmin making careful choice of their values. For instance, 
to achieve a TEmin of 0.6 ms, the minimum slab thickness is 
30 mm for an RF pulse of 0.6 ms duration, 60 mm for 0.8 ms, 
and 200 mm for 1.0 ms.

SAR concerns impose an extra constraint on the duration 
of RF pulses. SAR was estimated in our previous work [1] 
using volume averaging over a spherical head model via 
Eq. 27.43 in Haacke et al. [9]. With parameters σ = 0.3 S/m; 
R  =  200  mm; θ  =  90°; ρ  =  1.0  g/cm3; TR  =  100  ms; and 
τrf  =  0.8  ms, SAR was estimated as 0.165  W/kg at 1.5 T, 
0.666 W/kg at 3 T, and 3.626 W/kg at 7 T, respectively. These 
estimates are within the IEC/FDA limit of 2 W/kg for whole 
body at normal operating mode [9, 15] for 1.5 T and 3 T but 
not for 7 T.  Longer TRs (>200  ms) or smaller flip angles 
(<45°) are required on 7 T scanners to keep SAR within 
safety limits.
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a b c
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Fig. 8.2 AWSOS images of a phantom obtained at 1.5 T: (a–c) axial, 
sagittal, and coronal slices. The oblique comb bars in (a) are clearly 
visible with high in-plane resolution of 0.55 mm. (d–g) Sagittal images 
and slab profiles (below) at different durations and cycles of a sinc RF 
pulse. Short duration and small cycle (d–f) produce wrap-around arti-

facts (arrows). A flat profile (g) is produced at 0.8  ms duration and 
1.5  cycles. TE/TR  =  0.608/100  ms; flip angle  =  30°; 
FOV = 140 × 140 × 150 mm3; matrix size = 256 × 256 × 30; and spiral 
interleaves = 36. (Adopted with permission from Ref. [1])

 Optimal Parameters for Spiral Trajectories

The number of spiral interleaves determines the readout time 
of a spiral interleaf and total scan time. Use of a short read-
out time means that a large number of spiral interleaves are 
needed. Thus, there is a trade-off between readout time and 
spiral number for acceptable total scan times. Given the fact 
that a readout time of two to three times the value of T2 is 
acceptable in UTE MRI (e.g., 6–9 ms for a typical short T2 of 
3.0 ms), the optimal number of spirals is 2–4 for a matrix 
size of 64 × 64, 6–10 for a matrix size of 128 × 128, 18–30 
for a matrix size of 256 × 256, and 60–120 for a matrix size 
of 512 × 512, at a FOV = 220 mm (Table 8.1) [1]. For a FOV 
of 140 mm as used in knee imaging, the numbers become 
3–4 for a matrix size of 64 × 64, 8–12 for a matrix size of 
128 × 128, and 24–40 for a matrix size of 256 × 256. The 
total scan time can be as short as 72 s for an in-plane FOV of 
220 mm. The total scan time can be further reduced if fewer 
slice encodings are used.

Table 8.1 Optimal spiral gradient parameters for AWSOS sequences 
at Gmax = 40 mT/m, Smax = 150T/m/s, and T2 = 3 ms. (Adopted with 
permission from Ref. [1])

FOV 
(mm)

Matrix 
size

Resolution 
(mm)

Number 
of spirals

Readout 
time (ms)

Total 
acquisition 
time (s)a

220 64 3.44 2–4 10.120–
5.064

6–12

128 1.72 6–10 9.544–
5.728

18–30

256 0.86 18–30 9.352–
5.784

54–90

512 0.43 60–120 10.080–
5.448

180–360

140 64 2.19 3–4 8.456–
6.344

9–12

128 1.09 8–12 9.088–
6.160

24–36

256 0.55 24–40 10.064–
6.304

72–120

AWSOS acquisition-weighted stack of spirals, FOV field of view
a Calculated with TR = 100 ms and slice encoding number = 30 without 
signal averaging
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Table 8.2 Efficiency of the AWSOS acquisitions for 3D imaging. (Adopted with permission from Ref. [1])

Sampling mode Total shots Ratio Ratio at Nspiral = 64, Nslice = Nphase = 256
Cartesian/partial radiala Nslice × Nphase 1.0 1.0
Full radial πNphase × Nphase πNphase/Nslice 3.14

AWSOS Nslice × Nspiral Nspiral/Nphase 0.25

AWOS acquisition-weighted stack of spirals, 3D three-dimensional
a Partial radial sampling takes 32% (or 1/π) of that for full radial projections. Isotropic resolution in the three spatial directions was used in the 
calculation

 Typical MRI Scans of the Head and Knee

For scans of the human head at 1.5 T and 3 T, the following 
parameters are used in our practice: a sinc pulse of 0.8 ms 
duration and 1.5 cycles to excite a slab of 180 mm thickness 
to obtain 60 slices of 3 mm thickness (or 120 mm slab thick-
ness for 60 slices of 2 mm thickness); axial slice orientation; 
TE/TR = 0.6/100 ms (with fat saturation); flip angle = 30°; 
in-plane square FOV of 220 mm; spiral interleaves = 24 at 
matrix size 256 × 256 (resolution = 0.86 mm), or 64 at matrix 
size 512 × 512 (resolution = 0.43 mm), or 512 at matrix size 
1024 × 1024 (TR = 40 ms) (resolution = 0.22 mm). TR is 
adjustable to produce a total acquisition time within an 
acceptable range.

For scans of the human knee joint at 1.5 T and 3 T, we 
suggest similar parameters: i.e., a sinc pulse of 0.8 ms dura-
tion and 1.5 cycles to excite a slab of 120 mm thickness for 
60 slices of 2 mm thickness; sagittal (coronal or axial) slice 
orientation; TE/TR  =  0.6/80  ms (with fat saturation); flip 
angle = 30°; in-plane square FOV of 140 mm; spiral inter-
leaves = 24 at matrix size 256 × 256 (resolution = 0.55 mm), 
or 64 at matrix size 512 × 512 (resolution = 0.27 mm), or 512 
at matrix size 1024  ×  1024 (with TR  =  40  ms) 
(resolution = 0.14 mm).

For scans of the human head/knee at 7 T, the following 
parameters are changed: a sinc pulse of 1.0 ms duration and 
1.5 cycles to excite a slab of 180 mm for 60 slices of 3 mm 
thickness (or 120 mm slab thickness for 60 slices at a 2 mm 
thickness); TE/TR  =  0.6/100  ms (with fat saturation); and 
flip angle = 18–20°. Other parameters are the same as those 
used at 3 T.

 Sampling Efficiency and SNR

The efficiency of AWSOS sampling is similar to that of con-
ventional stack of spirals acquisitions [1, 16] and is mea-
sured using the total number of shots (Nslice × Nspiral) needed 
for a Nyquist sampling. The SNR of AWSOS images is esti-
mated by comparing image intensity computed using the 
point spread function (PSF) and its full width at half maxi-
mum (FWHM). This includes effects due to T2 decay during 
slice encoding and spiral readout. The noise variance is com-
puted using a formula for weighted multiple random vari-

ables (Eq. 8.29 as described by Liang and Lauterbur [17]). 
This gives the formulas shown in Eqs. 8.9 and 8.10:
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where Npts is data points per spiral interleaf, wk is sampling- 
density weighting at each point, η  ≈  1.0, and 
NspiralNpts ≈ NphaseNfreq for full spiral sampling and Nphase (Nfreq) 
is the number of phase encodings (frequency encoding 
points). Thus, SNR in spiral sampling is almost the same as 
for Cartesian sampling, when T2 decay is ignored.

Table 8.2 lists the efficiency of AWSOS sampling relative 
to Cartesian and radial sampling. Although UTE imaging 
needs more spirals than conventional long-TE imaging to 
minimize T2 decay, AWSOS sampling is 4 times as fast as 
Cartesian or partial radial sampling, and 12 times as fast as 
full radial sampling. The SNR of a voxel on AWSOS images 
was found to be 91–97% of that without T2 decay, at four 
tested ratios of sampling time Ts to T2, i.e., Ts/T2 = 0.867, 
1.07, 1.93, and 3.21. Spiral readout time did not change SNR 
significantly (<10%).

 Technical Tips

 Positioning of Study Subjects

The AWSOS sequence employs a non-Cartesian data acqui-
sition with a spiral trajectory, and so there is no simple rela-
tionship between the image domain object and k-space data 
in shifting FOVs. As a result, non-Cartesian sampling does 
not support shifting of the FOV on the display screen without 
additional adjustment [18]. Adding a phase term to the raw 
data is necessary to support FOV shifting during data acqui-
sition via analog/digital conversion (ADC) or during image 
reconstruction through mathematically complex multiplica-
tion. Current approaches provided by MRI systems, such as 
phase modification to waveforms of spiral encoding gradi-
ents, allow operators to shift FOVs on the display screen, but 
this generates image distortion when large shifts are made 
(Fig. 8.3). To mitigate this type of distortion, our experience 
suggests positioning the area of interest (e.g., head or knee 
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a b

Fig. 8.3 AWSOS positioning and image distortion of a bottle phantom 
at 3 T: (a) isocenter and (b) off-isocenter positioning of the FOV. At the 
isocenter FOV in (a), there is no image distortion (arrow, magnified 
zone). At the off-isocenter FOV in (b), there is image distortion (arrow, 

magnified zone). The off-isocenter FOV in (b) was obtained with the 
object at the center of the prescribed FOV. TE/TR = 0.6/30 ms; θ = 15°; 
FOV = 220 mm; and matrix size = 256. (Adopted with permission from 
Ref. [3])

joint) at the isocenter of the magnet, or as close as possible to 
this, and ideally within a small fraction of the FOV (<10% of 
FOV) [3]. In the slice direction, however, the AWSOS 
sequence allows free positioning as it uses uniform 
encoding.

Figure 8.3 demonstrates the effect of positioning on image 
blurring. A standard bottle phantom was scanned with and 
without centering the FOV (220 mm). When the FOV was 
placed at the isocenter of the magnet, the phantom image had 
no distortion as shown in the magnified zone in Fig. 8.3a. 
When the FOV was shifted away from the isocenter by dis-
tances of Δx = 54.3 mm and Δy = 33.0 mm, and repositioned 
at the center of the phantom, the image showed obvious dis-
tortion (Fig.  8.3b). However, no distortion was observed 
when the FOV was shifted distances less than 20 mm (not 
shown in the figure). Thus, isocenter positioning minimizes 
image distortion relative to off-center positioning.

 B0 Field Shimming

Spiral data acquisitions in the k-space are sensitive to inho-
mogeneity of the B0 field, and this causes image blurring 
[19]. The blurring can be minimized by good shimming 
(linewidth <60 Hz at 3 T). This is achievable through manual 
shimming and frequency adjustment (a process that removes 
the constant and linear terms in the B0 field inhomogeneity), 
as well as by use of a short spiral readout time [20]. Manual 
shimming, including frequency adjustment, usually needs 
three iterations and requires ~1.5 min to complete, which is 

relatively long compared to auto shimming which requires 
~0.5 min to complete.

 Image Blurring Due to Off-Resonance Effects

Image blurring due to off-resonance is much larger than that 
due to T2 decay and can range from 1–40 times pixel size [1, 
13]. For instance, image blurring is 12 times pixel size with 
a readout duration of 9.352 ms and a small frequency offset 
of 1.0 ppm and 40 times pixel size at 3.4 ppm frequency off-
set (i.e., that of fat signals). As a result, fat signal suppression 
is critically important for AWSOS imaging. In addition, large 
scale blurring is accompanied by wide scattering of pixel 
energy, and this leads to pixel intensities as low as 20% of the 
original value, or even down to the level of background noise 
at high field (≥3 T). As a consequence of this, the spiral read-
out has an inherent ability to suppress off-resonance signals. 
More details about the spiral off- resonance effects and cor-
rections can be found in work by Noll et  al. [19] and 
Yudilevich and Stark [20].

 Image Blurring Due to T2
* Decay

T2
* decay during spiral readout serves as a windowing func-

tion in k-space and causes image blurring which can be 
assessed by measuring the FWHM of the PSF.  Blurring 
increases linearly with spiral readout time [1]. T2

* relaxation 
adds 40–66% blurring to a pixel when the spiral readout is 

8 Acquisition-Weighted Stack of Spirals (AWSOS) MRI



98

two to three times T2
*. On average, 20% blurring is produced 

by each T2
* period in the readout. Notably, even without T2

* 
relaxation, spiral sampling itself contributes 23% to blurring 
because of its disk region in k-space. The pixel size at a read-
out time of three times T2

* nearly doubles pixel size. In addi-
tion, pixel intensity, characterized by the PSF maximum, 
also decreases with spiral readout time. The intensity is 
reduced to 50–42% from its relaxation free value at readouts 
between two to three times T2

*. Thus, T2
* relaxation signifi-

cantly increases image blurring when spiral readouts are 
used. However, this negative effect can be controlled by use 
of short spiral readouts, such as those about twice the dura-
tion of T2

*. These are usually acceptable because the moder-
ate image blurring is compensated for by a substantially 
reduced total acquisition time.

 Examples: Brain Imaging

Figure 8.4 shows AWSOS head images of a healthy volun-
teer obtained at 1.5 T (GE Signa, Milwaukee, WI) with a 
maximum gradient amplitude of 40 mT/m and a maximum 
slew rate of 150 T/m/s. A GE standard birdcage head coil 
was used. The study was approved by our institutional review 
board (IRB). The slices were selected to show most of the 
excited slab centered at slice #15. A high in-plane nominal 
resolution of 0.86 mm was attained, clearly showing small 
structures in the nasal cartilages as well as in white and gray 
matter. The high spatial resolution also resulted in very little 
image blurring from inhomogeneity of the B0 field. 
Measurement showed that fluctuation of the B0 field during 
scanning was within 1.0 ppm.

a b c

d e f

Fig. 8.4 AWSOS images of a healthy human brain at 1.5 T: (a–f) rep-
resentative slices displayed at the same window width and level. The 
intensities of side slices #6 (a) and #25 (f) are decreased due to the 
transition band of the RF pulse. TE/TR = 0.608/500 ms; flip angle = 30°; 

FOV = 220 × 220 × 150 mm3; matrix size = 256 × 256 × 30; and sinc 
RF pulse of 0.8 ms duration and 1.5 cycles. (Adopted with permission 
from Ref. [1])
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a b c

Fig. 8.5 AWSOS images of a healthy human brain at 1.5 T (two slices 
in the upper and lower rows): (a) UTE, (b) long TE, and (c) difference 
between (a) and (b). The difference images highlight meninges and 

parenchyma (arrows) but show low signal in CSF in the ventricles and 
in the parenchyma (arrowheads). (Adopted with permission from Ref. 
[1])

Figure 8.4 also demonstrates substantial signal from 
short-T2 tissues. The nasal cartilage and optic nerve, which 
are rich in short-T2 components, show high intensity on the 
UTE image (Fig. 8.4a). This high signal may be helpful in 
the diagnosis and monitoring of fractured nasal cartilages 
and disease of the optic nerve.

Figure 8.5 shows difference images between UTE 
(0.6 ms) and long TE (10 ms) images. In the top row, the 
meninges are highlighted on the difference image. Also 
shown is reduction of CSF signal in the lateral ventricles 
which may find applications in the imaging of adjacent dis-
ease of the brain. In the bottom row, the brain parenchyma 
is dominated by hyperintense CSF and blood vessels on 
both UTE and long TE images. In contrast, the difference 
image highlights the brain itself and depicts structures 
which may be helpful in disease diagnosis and treatment 
monitoring.

 Examples: Knee Imaging

AWSOS knee imaging was implemented on a clinical 3T 
scanner (Magnetom Trio Tim, Siemens Medical Solutions, 
Erlangen, Germany) using an eight channel knee coil (In 
vivo, Gainesville, FL). The study protocols were approved 
by the authors’ IRB [3].

 Patellar Cartilage and Tendon Images

Figure 8.6 shows AWSOS images of the knee joint of a 
healthy subject. Figure 8.6 (top) shows patellar cartilage at 
two high resolutions of 0.28 mm and 0.14 mm, respectively. 
In Fig. 8.6a, patellar cartilage is fully visible but is only par-
tially visible on conventional images obtained at a long TE 
(≈10 ms). The zoom-in inset clearly presents hyperintensity 
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a b

c d

Fig. 8.6 AWSOS high-resolution UTE image of patellar cartilage and 
tendon in a healthy subject at 3 T. (a) high- and (b) ultrahigh resolution, 
with the inserts showing microstructure in cartilage (arrows). (c, d) 
Local and full views of the patellar tendon, clearly illustrating collagen 
bundles inside the tendon (arrow). B0 indicates the direction of main 
magnetic field. The magic angle effect alters the intensity of the tendon 

in (c) and (d) and produces high signal leading to a bright and dark 
appearance. TE/TR  =  0.6/80  ms; θ  =  30°; FOV  =  140  mm; slice 
thickness  =  2  mm at matrix size  =  512 (a); and 3  mm at matrix 
size = 1024 and TR = 60 ms (b). (Adopted with permission from Ref. 
[3])

across the entire depth of the cartilage, especially in the deep 
uncalcified cartilage. Even brighter signal is visible in the 
calcified layer adjacent to subchondral bone. Across the tis-
sue, signal intensity increases from superficial to deep lay-
ers, reflecting T1 values decreasing from superficial to deep 
tissue, as the UTE image is T1- weighted (TE/TR = 0.6/80 ms). 

In Fig. 8.6b, the higher- resolution image (0.14 mm) shows 
radial microstructure in the patellar cartilage next to the car-
tilage/bone interface and thus has the potential to detect 
microdamage in early osteoarthritis (OA).

Figure 8.6 (bottom) shows a patellar tendon image 
obtained at a high resolution of 0.28 mm, with clearly visible 

Y. Qian and F. E. Boada



101

collagen structure inside, which is otherwise hypointense 
(dark) on conventional MRI at a long TE (≈10  ms). The 
bright and dark areas in the tendon illustrate magic angle 
effects resulting from varying orientation of the collagen 
fibers to the static magnetic field. This is consistent with pre-
vious reports of the magic angle effect in tendons [21].

 Meniscus, ACL, and PCL

Figure 8.7 demonstrates a meniscus in high-resolution trans-
verse and sagittal views [3]. The transverse view clearly 
shows both the medial and lateral menisci (Fig.  8.7a, b), 
while the sagittal view demonstrates high signal intensity 

a b

c d

Fig. 8.7 AWSOS high-resolution UTE image of the meniscus in a 
healthy subject at 3 T. (a, b) Full and zoom-in views of in transverse 
orientation and (c, d) full and zoom-in views in sagittal orientation. In 
the zoom-in views (b, d), small fine structure in the meniscus is clearly 

visible (arrows). TE/TR = 0.6/80 ms; θ = 30°; FOV = 140 mm; matrix 
size = 512; and slice thickness = 2 mm. (Adopted with permission from 
Ref. [3])
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throughout the meniscus (Fig. 8.7c, d). The zoom-in images 
illustrate fine structure in the medial edge of the meniscus 
(Fig.  8.7b) and central structures on the sagittal view 
(Fig. 8.7d). Figure 8.8 shows high-resolution UTE images of 

the anterior cruciate ligament (ACL) and the posterior cruci-
ate ligament (PCL). The ligaments appear hyperintense, in 
contrast to their hypointense appearance with long TE 
images. Ligaments and entheses are also clearly visible.

a b

c d

Fig. 8.8 AWSOS high-resolution UTE image of the PCL (a, b) and 
ACL (c, d) in a healthy subject at 3 T. B0 indicates the direction of main 
magnetic field. Full (a, c) and zoom-in views (b, d) are shown. In the 
zoom-in views, PCL (b) and ACL (d) bundles (arrows) are clearly vis-

ible (arrows). TE/TR = 0.6/80 ms; θ = 30°; FOV = 140 mm; slice thick-
ness = 2 mm; and matrix size 512. (Adopted with permission from Ref. 
[3])
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 Examples: Imaging at 7 T

The 7T MRI has the potential to double the SNR of images 
relative to the 3 T. This is critically important when ultrahigh-
resolution (0.14 mm) UTE imaging is pursued to detect sub-
tle defects and alterations in key tissues of the knee joint, 
such as cartilage, meniscus, ligaments, tendons, and the 
chondro-osseous junction [22–24]. Osteoarthritis (OA), 
especially post-traumatic OA, in the knee joint involves mul-
tiple functional components of the joint. A comprehensive 
interaction among these functional tissues may be responsi-
ble for the onset and progression of OA [25, 26]. Use of 7T 
MRI could unleash the power of UTE imaging to detect dis-
ease onset and progression in OA.

A 7T whole-body MRI scanner (MAGNETOM 7T, 
Siemens) with a 28-channel Tx/Rx knee coil (QED, Ohio) 
was employed to study healthy subjects [4]. IRB approval 
and written informed consent were obtained. Data acquisi-
tion for AWSOS imaging was optimized using the following 
parameters: FOV  =  140  ×  140  ×  120  mm3; matrix 
size = 1024 × 1024 × 60; resolution = 0.14 × 0.14 × 2 mm3; 
flip angle  =  13°; fat saturation (Fatsat)  =  on; TE/
TR  =  0.6/53  ms; spirals  =  250; spiral readout time 
Ts = 16.72 ms; and TA = 13 min 34 s. Image reconstruction 
was implemented offline (due to the limited computation 
capacity of the scanner, version VB17A) using a custom- 
developed program in C++ (MS Visual Studio 2019, 
Redmond, WA). SNR was measured on magnitude images 

by taking the ratio of the mean intensity in a region of inter-
est (ROI) to the adjusted standard deviation (SD) of noise-
only background [27], i.e., SNR = MEAN*0.656/SD.

Figures 8.9, 8.10, and 8.11 demonstrate AWSOS ultra-
high-resolution 7T UTE images and show the potential of 
the images to simultaneously visualize multiple functional 
connective tissues in the knee joint: femoral, tibial, and 
patellar cartilage as well as the chondro-osseous junction 
(Fig. 8.9); menisci (Fig. 8.10); ACL, PCL, and patellar ten-
don (Fig.  8.11). The measured SNR of these tissues was 
22–34, which is high enough to visualize subtle alterations 
in morphology. The SNR in menisci across the male and 
female subjects was nearly constant (23.3 vs. 21.0), sug-
gesting robustness and repeatability of the AWSOS 
technique.

AWSOS ultrahigh-resolution UTE imaging at 7 T pro-
vided in a single scan simultaneous visualization of multiple 
functional components of the knee joint. This advantage 
mainly resulted from matched combination of the AWSOS 
sequence, 7T magnet, and use of a dedicated knee coil. 
Without them, the power of ultrahigh-resolution UTE tech-
nique would not be revealed. The scan time (13 min 34 s) 
was acceptable. The studied subjects did not report com-
plaints and were able to keep their knees still during the scan. 
SAR (specific absorption rate) was an issue that required a 
longer TR (53 ms) when fat saturation was used, compared 
with a shorter TR (20 ms), and thus a shorter scan time of 
5 min 8 s when Fatsat was not used.

a b c

Fig. 8.9 AWSOS ultrahigh-resolution UTE image of femoral cartilage 
(long arrow), tibial cartilage (short arrow), patellar cartilage (long 
arrow), and chondro-osseous junction (red arrows, black region) in a 
50-year-old healthy male, left knee at 7 T. (a) Full FOV; (b) local view 

of the femoral cartilage, tibial cartilage, and chondro-osseous junction; 
and (c) local view of the patellar cartilage. In-plane resolution 0.14 mm 
and slice thickness 2 mm. (Adopted with permission from Ref. [4])
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a b

c

d

Fig. 8.10 AWSOS ultrahigh-resolution UTE image of anterior (long 
arrow) and posterior (short arrow) horns of a meniscus at 7 T. (a, b) Full 
and local views (healthy male, 50 years old, left knee), and (c, d) local 
and full views (healthy female, 47 years old, left knee). The meniscal 

tissue has nearly the same SNR and shows good repeatability of the 
ultrahigh-resolution UTE imaging at 7 T. In-plane resolution 0.14 mm 
and slice thickness 2 mm. (Adopted with permission from Ref. [4])

a b e

c d

Fig. 8.11 AWSOS ultrahigh-resolution UTE image of a healthy sub-
ject (male, 50 years old, left knee) at 7 T. (a, b) Full and local views of 
the ACL. (c, d) Full and local views of the PCL. (e) Local view of the 

patellar tendon (arrow). In-plane resolution 0.14 mm and slice thickness 
2 mm. (Adopted with permission from Ref. [4])

 Discussion

AWSOS is an efficient pulse sequence for high-resolution 
UTE MRI of the human head and knee. The acquisition effi-
ciency was attained by use of selective excitations and spiral 
data collections. The image SNR at high in-plane resolutions 
was preserved due to separation of in-plane resolution from 
slice thickness. The AWSOS pulse sequence is specifically 

suitable for imaging tissues with short T2 values (1–10 ms). 
The minimum T2 is limited by the use of slab-select excita-
tion. This can be avoided by use of a nonselective or hard 
pulse for excitation when appropriate.

The number of slice encodings directly increases the total 
acquisition time with the AWSOS sequence. This number is 
determined by both slab length and slice thickness. When 
slice thickness is fixed (e.g., 2 mm), a shorter slab leads to 
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fewer slice encodings. Another strategy to reduce the number 
of slice encodings is to use variable-density slice encoding 
with more encodings at the center of k-space than at the 
edge. This may reduce the encoding steps by as much as 
60% but increases the complexity of image reconstruction 
(and thus the risk of unwanted image artifacts). Thus, short 
slabs and/or nonuniform slice encoding are options to 
improve the efficiency of AWSOS acquisitions.

Another major contribution to total acquisition time is the 
number of spiral interleaves. The minimum number is lim-
ited by tolerance to image blurring caused by long readout 
times. In our experience, a readout of ∼2 × T2 is tolerable 
(∼58% blurring). Alternatively, the number of spirals can be 
reduced using parallel imaging with multiple coils without 
increasing readout times [28, 29]. When using the AWSOS 
pulse sequence with parallel imaging, it is convenient to skip 
spiral interleaves [29], but the image reconstruction is still 
time- consuming [28–33].

By sampling in a cylindrical volume in the k-space, the 
AWSOS sequence is able to separately select in-plane reso-
lution and slice thickness and thus provides users with flexi-
ble choices of in-plane resolution while maintaining 
acceptable SNRs. For instance, at an in-plane FOV of 
220 mm, users may select image matrix sizes of 64 × 64, 
128 × 128, 256 × 256, 512 × 512, or 1024 × 1024 to produce 
nominal spatial resolutions of 3.4–0.22 mm, without chang-
ing slice thickness. On the other hand, slice thickness may be 
decreased or increased by changing the number of slice 
encodings, while the in-plane resolution remains unchanged.

There are no geometrical restrictions on the selection of 
slice direction in the AWSOS pulse sequence. It can be 
implemented in any part of the body on clinical MRI scan-
ners with conventional coils using standard system parame-
ters (e.g., field strength ≥1.5 T, maximum gradient 
≥40 mT/m, and maximum slew rate ≥ 150T/m/s). However, 
it is suggested that the slice direction should lie in the direc-
tion of lowest spatial resolution, such as use of axial slices in 
imaging the brain.

The AWSOS pulse sequence is applicable to multiple 
nuclei, including protons (1H) and non-protons such as 
sodium (23Na). Thus, there are no specific limitations to the 
type of nucleus with the AWSOS sequence. However, due to 
smaller gyromagnetic ratios, non-proton imaging may 
require larger gradient amplitudes and longer readout times. 
Optimal parameters for slab excitations and spiral readouts 
for non-proton imaging differ from those shown for proton 
imaging in this study.

Slab profile is a challenge with the AWSOS sequence due 
to the low amplitude of the slab-select gradient that is used. 
Approximately two-thirds of the slab is currently located 
within the passband of excitation, while one-third is in the 
transition band, decreasing the efficiency of the AWSOS 
imaging. In the future, RF pulses with narrower transition 
bands need to be developed to address this.

 Summary

The images in this chapter show that the AWSOS sequence 
can perform 3D imaging with ultrashort TEs, high in-plane 
resolution, and short total scan times. These features result 
from variable-duration slice encodings, movable spiral data 
collections, and the separation of in-plane resolution from 
slice thickness.
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9The Variable Echo Time (vTE) Sequence

Benedikt Hager, Vladimir Juras, Olgica Zaric, 
Pavol Szomolanyi, Siegfried Trattnig, and Xeni Deligianni

 Introduction

Conventional MRI sequences with long echo times (TEs) 
usually cannot adequately image tissues such as tendons and 
menisci because the transverse relaxation times (T2s and 
T2*s) of these tissues are very short, and this results in low 
detectable signal. However, tissues with very short T2s and 
T2*s are of great clinical importance, especially in musculo-
skeletal disease.

The variable echo time (vTE) sequence presented here 
uses very fast measurements with sub-ms TEs, to allow 
detection and measurement of tissue short T2s and T2*s. The 
vTE sequence does not achieve TEs as short as those obtained 
with radial UTE sequences, but it requires a much shorter 
scan time for comparable protocols and is less susceptible to 
artifacts caused by system delays and eddy currents. As a 

result, the vTE sequence is more readily usable in clinical 
settings.

In this chapter, the general design of the vTE sequence, its 
various applications, and the differences between it and other 
short TE sequences are explained.

 Sequence Description

Although it is difficult to pin down the exact origin of the vTE 
technique, it could be argued that the general concept under-
pinning it dates back to the technique of NMR Fourier zeug-
matography described by Kumar, Welti, and Ernst in 1975 [1]. 
The latest version of the vTE sequence that we present here is, 
in addition, inspired by more recent work in which a vTE 
approach was used to study cortical bone water, the inner ear, 
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and the human skin with microscopic resolution (<100 μm) by 
Song et al., Techwiboonwong et al., and Ying et al. [2–4]. The 
core concept of the vTE technique is performing phase encod-
ing by varying the duration of the phase encoding gradient 
rather than by varying its amplitude, which is the case with 
conventional clinical MRI sequences [5]. This principle and 
the fact that the signal contrast is determined by the lower spa-
tial frequencies (which are located in the center of k-space) are 
exploited in vTE sequence schemes which achieve very short 
TEs at the center of k-space by using very short duration phase 
encoding pulses. Song and Wehrli extended the concept from 
two dimensions (2D) to three dimensions (3D) by varying 
phase encoding gradients to minimize the TE in both the z- 
and y-directions with 3D partial flip angle gradient and spin 
echo-based acquisitions [2].

The most recent application of the vTE concept described 
here is based on a 3D Cartesian spoiled gradient recalled 
echo (SPGR) sequence [6]. Employing a gradient echo 
sequence allows considerable reduction in total scan time, 
and this can be used to adapt protocols to the specific needs 
of short T2 and T2* tissue imaging. Although the sequence 
was initially realized in 2D versions, 3D versions benefit 
most from the vTE concept. The first TE toward the center of 
k-space is minimized by dynamic adjustment while keeping 
the bandwidth constant (since the minimum TE depends 
strongly on the readout gradients) [2, 4, 6]. The TE is then 
minimized for each line of k-space toward the center where 
smaller gradient moments are required for phase and slice 
encoding. With minimal phase encoding, the TE is deter-
mined by the gradient moments for slice selection and fre-
quency encoding which is the effective TEeff (Fig. 9.1). The 
TE increases with increasing in-plane resolution for fixed 
readout bandwidths and a given slice thickness.

As the phase encoding moment increases, the TEeff 
increases beyond the minimum TE (Fig.  9.1). The vTE 
sequence benefits greatly from increased gradient perfor-
mance (i.e., maximum slew rate and amplitude) as well as 
switching times. The slew rates and maximum amplitude of 

the gradient system greatly affect the minimum value that 
can be achieved for the first TE at a given readout bandwidth. 
As a result, the vTE sequence is particularly suitable for sys-
tems with small bores and strong gradient performance. 
Although interesting results have been shown at 1.5 T, the 
sequence generally performs better at high to very high static 
field strengths (3 T and 7 T).

The vTE scheme has been complemented by the addition 
of other new features in the latest version of the sequence. 
This provides efficient sub-millisecond (sub-ms) TE imag-
ing [6]. The basic characteristics of the sequence, apart from 
the variable TE in the slice and phase directions, are a highly 
asymmetric readout, nonselective radiofrequency (RF) 
pulses for excitation, and 3D Cartesian k-space sampling.

The highly asymmetric partial echo readouts (i.e., typi-
cally 11–16%) with standard Cartesian sampling are of par-
ticular importance for the sequence, as they significantly 
reduce TEs. However, it is well known that partial echo data 
are prone to artifacts. Projection onto convex sets (POCS) 
has been successfully used to avoid these artifacts and 
improve image reconstruction.

Overall, the combination of these techniques reduces the 
effective TE to about 800 μs at spatial resolutions as high as 
500 μm (see Table 9.1), thus providing a comprehensive pro-
tocol that is well suited for tissues with short T2 and T2*s. If 
a longer TE is acceptable, higher resolution, greater cover-
age, and reduced scan times can be achieved.

 RF Excitation

The basic excitation scheme for the sequence consists of 
short, nonselective RF pulses (<500 us), which allow very 
short TEs and so increased signal from short-T2* tissues. The 
excitation pulse duration may be decreased if the flip angle is 
decreased to meet the Ernst angle or contrast requirements.

The robust and fast sequence scheme also supports flexi-
ble addition of magnetization preparation modules, for 

RF

RO

PH/ SL

ky,z = 0 ky,z = kmin ky,z > kmin

TE = TEmin
TE = TEmin TE > TEmin

Fig. 9.1 The vTE sequence. The TE changes depending on the vari-
able pre-phasing gradient moments ky in the phase (PH) and kz in the 
slice (SL) direction. A minimum TE is shown at the center of the 
k-space (left). This is primarily limited by the time acquired for excita-
tion and frequency encoding along the readout (RO) direction. As long 

as the variable phase encoding moments ky and kz take less time than 
that for the excitation and frequency encoding, the minimum TE is 
maintained (center). After this, further increase in the phase encoding 
moments means that TE needs to increase (right) [6]
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Table 9.1 Parameters for some exemplary vTE protocols used in previous studies [6–8]

TEs (ms) Voxel resolution (mm3)/slices Field strength (T) Scan time (min)/averages Region of interest
0.8/8.22 0.55 × 0.55 × 2.5/52 3 T − 1H 2.4/1 Knee joint [6]

0.92/8.08 0.36 × 0.36 × 1.0/120 7 T − 1H 7.5/1 Knee joint [6]

0.98/5.37 0.6 × 0.6 × 5.0/12 3 Ta − 1H 5.4/7 Sciatic nerve [7]

1.02/– 0.42 × 0.42 × 0.5/128 7 T − 1H 6.2/1 Achilles tendon [6]

1.22 1.6 × 1.6 × 3/52 7 T − 23Na 25.1/28 Knee joint [8]
a Wider bore clinical system

Table 9.2 Examples of sequence parameters used with interleaved echo acquisitions to perform T2* mapping [10–12, 15, 16]

TEs (ms) Voxel resolution (mm3)/slices Field strength (T) Scan time (min)/averages Tissue of interest
0.8–20
(20 TEs)

0.7 × 0.7 × 0.7/144 3 T − 1H 12.16/1 Achilles tendon [12]

0.4–12 ms (9 TEs) 0.06 × 0.06 × 0.4/22 7 Ta − 1H 90/4 Menisci [10]

0.66–51.62 (40 
TEs)

0.098 × 0.098 × 0.4/72 7 Ta − 1H 96/1 Achilles and patellar tendon specimens 
[11]

0.75–22.42 (10 
TEs)

0.42 × 1.02 × 0.70/64 3 T − 1H 12.16/1 Menisci [15]

2.64–60.42 (10 
TEs)

4 × 4 × 15/12 7 T − 23Na 46:50/24 Kidneys [16]

a Experiments with an additional MR microscopy system [10, 11]

example, to suppress fat signals [9, 10]. Fat signal suppres-
sion is especially important for visualizing short T2 and T2* 
components in clinical musculoskeletal (MSK) imaging and 
frequently improves the quality of images.

In the specific case of vTE schemes, fast spectral water 
excitation based on a short binomial excitation has been 
extensively studied and demonstrates excellent fat sup-
pression in addition to an improved signal-to-noise ratio 
(SNR) [9]. Compared to conventional fat saturation (FAT- 
SAT) methods, binomial excitation offers greater time effi-
ciency since little additional time is needed for 
magnetization preparation. In addition and in agreement 
with the simulations, a binomial pulse close to 90° was 
less sensitive to main magnetic field inhomogeneities, 
yielded minimum signal loss, and had comparable quality 
fat suppression to that obtained with a 180° inversion 
pulse. It should be underlined that, for short-T2 and T2* 
tissues, as well as operation at lower field strengths, the 
choice of the water–fat phase evolution time for binomial 
pulses is important.

 Multiple Contrasts and Reconstruction

In the original form of the sequence, the first echo image is 
determined by the vTE scheme [6], while the subsequent sec-
ond and other following images are fully sampled. 
Nevertheless, due to the flexibility of the sequence, alternative 
multi-echo sampling schemes with interleaved echo sampling 
have been developed [6, 10–13]. The second echo can be 
either fully or partially sampled. Partial sampling is used, for 

example, with interleaved repetition of the variable echo [6]. 
Newer versions of the sequence are especially suitable for T2* 
mapping of short T2 and T2* tissues, as the sampling and TEs 
are particularly flexible. Typically, TEs are rather densely dis-
tributed following the first TE and sparsely distributed at later 
TEs. However, this can be handled flexibly.

Online reconstruction of the double contrast (positive 
contrast) and reordering of the echoes have been programmed 
online with the IceLuva Plugin [14], which provides impor-
tant initial feedback to the operator and makes the sequence 
suitable for clinical protocols.

 Comparison with Other Short TE Sequences

In general, TEs of less than 1 ms down to a value of 0.4 ms 
can be achieved with vTE sequences [6, 10]. These TEs 
can be considered ultrashort by definition [17]. However, 
TEs in the ultrashort range of 0.2–0.3 ms, which are pos-
sible with non-Cartesian UTE and other ultrashort TE 
sampling techniques such as ZTE, cannot be achieved. 
vTE sequences benefit from the robustness of Fourier-
encoding, offer high- resolution imaging, and have good 
SNRs which are achievable in clinically feasible scan 
times (Tables 9.1 and 9.2). Moreover, Cartesian sampling 
is more resistant to gradient imperfections than radial sam-
pling. Another important point is that scanning is not 
restricted to positioning at the isocenter of the magnet or 
the use of isotropic voxels. Acceleration methods such as 
parallel imaging and partial Fourier acquisitions can also 
be readily used with vTE.

9 The Variable Echo Time (vTE) Sequence
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Fig. 9.2 Achilles tendon. Comparison of first echo, R2 map, T2* short-
component map, T2* single-component (mono) map, and T2* long-
component map with plots of signal against time for the single-component 
(mono) maps and bicomponent maps (upper row) and the vTE images 

and corresponding plots (bottom row) [12, 20]. Signals in the shorter 
ultrashort-T2 range are detected in the upper row but not in the lower 
row

In addition, due to their flexibility and robustness as well 
as the successful integration of interleaved schemes, vTE 
sequences are particularly suitable for T2* mapping of tis-
sues with short-T2 and T2* values [10–12, 15]. The echo 
spacing achieved with these sequence schemes is particu-
larly well adapted to such tissues. This includes, for exam-
ple, 1H-imaging protocols with 20 echoes in vivo [12, 18] 
and 40 echoes ex vivo [11], as well as 23Na imaging with 10 
echoes in vivo [16] and 18 echoes ex vivo [19].

When comparing UTE with vTE in terms of T2* quantifica-
tion, UTE-T2*, especially for bicomponent analysis performed 
at 3 T (see Fig.  9.2), provides more reliable results simply 
because there are more data points covering the ultrashort-T2* 
component. Images acquired with the vTE sequence, on the 
other hand, are more suitable for routine clinical use because 
of their higher resolution, faster acquisition, and lower vulner-
ability to blurring artifacts [12]. The robustness, insensitivity 
to gradient timing, and Cartesian k-space sampling of vTE 
provide considerable benefits with ultrahigh field MRI scan-
ners. It was shown that the vTE-T2* results at both 3T and 7T 
scanners are comparable for most fast-relaxing MSK tissues; 
the only discrepancy found was with cartilage, but this was 
very likely due to the use of a suboptimal TE range which was 
not suitable for higher T2* values [12].

 Outlook

For the study of tissues with short-T2 and T2* values, proto-
cols with not only short TEs but also very high spatial resolu-
tion are required. The vTE sequence described here allows 
very good compromises between TE, spatial resolution, and 
scan time. While it has been used for various applications, 
from imaging of cells labeled with superparamagnetic iron 
oxides [21], sciatic nerve imaging [7], and sodium imaging 
in the kidney [16], MSK applications, such as 1H T2* map-
ping of menisci and tendons [11, 12, 15] and 23Na imaging 
[8] are among the most successful.

 MR Microscopy Using a vTE Sequence

To achieve very high spatial resolution, potentially even in 
the microscopic range (<100 μm), and to calculate accurate 
quantitative T2* maps with equally high spatial resolution, 
both hardware and sequence specific requirements must be 
met. In this context, SNR is a crucial measure. It compares 
the desired signal with the background noise. Acceptable 
voxel size in MRI is a function of machine SNR; higher SNR 
allows higher spatial resolution.
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The following hardware features are crucial to achieving 
high SNR (and high spatial resolution):

Field strength: The higher the field strength, the higher the 
achievable SNR. A higher SNR allows higher spatial res-
olution and/or shorter measurement times. For higher 
field strengths (B0  >  0.5T), the SNR is directly propor-
tional to the field strength [22], i.e., SNR ∝ B0.

Coil diameter: A smaller coil absorbs less noise from a 
smaller volume and increases SNR. Thus, smaller coils 
show increased sensitivity, but the volume from which the 
coil can receive signals is also smaller. An inversely pro-
portional relationship between coil diameter (d) and SNR 
has been reported for ordinary birdcage coils [23, 24], i.e., 
SNR ∝ 1/d.

Gradient strength: Another factor of importance in achieving 
high SNR is the gradient strength in millitesla per meter 
(mT m−1). Stronger gradients are usually advantageous 
for achieving higher spatial resolution because they 
increase SNR efficiency. The achievable spatial resolu-
tion is approximately proportional to the gradient strength 
[25].

In addition to hardware, sequence specific properties are 
another important factor in measuring samples at micro-
scopic resolution and using sub-ms TEs. For a classical 
radial center-out UTE sequence, the FID sampling starts 
directly at the k-space center, and therefore, the TE is com-
monly limited only by the length of the RF pulse and the 
capability of the hardware to switch between transmit and 
receive mode [26]. The possibilities offered by UTE 
sequences have already been outlined in other chapters in 
this book. However, it is worth noting again that tissues or 
materials with extremely short transverse relaxation times 
(T2*  <  0.1  ms) cannot be directly imaged with these 
sequences using conventional clinical systems.

In contrast to radial UTE sequences, the vTE sequence, 
which is based on a spoiled GRE sequence, has a rectilinear 
sampling scheme [6]. As a result, it does not provide the 
same lower ultrashort TE values as UTE and ZTE sequences 
and hence cannot image tissues such as cortical bone. 
However, the use of the vTE technique in combination with 
an asymmetric readout and short, hard, nonselective pulses 
allows TEs of less than 1 ms using conventional whole-body 
MRI systems, and when very strong gradients are used (e.g., 
750 mT m−1), even TEs of around 0.4 ms are possible. This 
makes it particularly suitable for the study of highly ordered 
collagen-rich tissues, such as menisci and tendons [7]. The 
reason for these shorter TEs is that strong gradients and a 
slew rate of 7500 mT m−1 ms−1, as was used in recent studies 
[10, 11], also lead to a more efficient asymmetric readout, 
i.e., the TE in outer k-space can also be significantly short-
ened. Moreover, the vTE approach can be performed more 

efficiently. Thus the TE at the k-space center can be short-
ened even further (compared to conventional clinical MRI 
systems), leading to the already mentioned effective TEs of 
as short as 0.4 ms.

Furthermore, the rectilinear sampling scheme of the vTE 
sequence offers advantages over radial UTE sequences in 
terms of k-space efficiency, provided that the Nyquist crite-
rion is satisfied. Outer k-space contains the higher spatial 
frequencies that are important for image details, e.g., infor-
mation about edges. While radial center-out UTE sequences 
allow use of extremely short TEs, to adequately sample the 
outer k-space, they must oversample the inner k-space and 
use many more radial readout spokes overall (when com-
pared to the readout lines in Cartesian sequences such as the 
vTE sequence), resulting in a significantly longer measure-
ment time for a similar spatial resolution. It should also be 
noted that a Nyquist criterion that is not met should be 
avoided, as it is usually manifested by streak artifacts and 
inadequate image quality with UTE sequences as a result of 
their radial acquisitions.

By meeting the hardware requirements described above 
and using the vTE sequence, ultrahigh spatial resolution, 
nearly blur free images can be obtained, and high-resolution 
T2* maps can be calculated. In publications by Hager et al., 
this combination was used to study menisci, Achilles ten-
dons, and patellar tendons [10, 11]. Tissues were measured 
in  vitro using an MR microscopy system with a gradient 
strength of 750  mT  m−1 (RRI, Billerica, Massachusetts, 
USA) and on a clinical 7T scanner (Siemens Magnetom 
Terra, Erlangen, Germany) using small 19- and 39-mm vol-
ume resonators (Rapid Biomedical, Würzburg, Germany).

The focus of these studies was to investigate the T2* char-
acteristics and the orientation dependence of T2* in these tis-
sues. Figure  9.3 shows (a) a representative T2* map of a 
degenerate human meniscus, (b) a comparison with a 
Picrosirius red-stained slice using polarized light, (c) a first 
echo image of the vTE sequence (TE = 0.4 ms), and (d) the 
eighth echo image (TE  =  8  ms) obtained with the vTE 
sequence [10].

Transverse relaxation time anisotropy of the Achilles ten-
don and the patellar tendon was studied using the vTE 
sequence with in-plane microscopic resolution [11].  
Figure 9.4 shows (a) a representative T2* map of one Achilles 
tendon measured at 11 angles (0°, 10°, 20°, 30°, 40°, 50°, 55°, 
60°, 70°, 80°, and 90°), (b) the corresponding boxplot that 
shows how the T2* values change with the angle to B0 and that 
the lowest values are obtained with fibers at 0° to B0 and  
the highest values are in the range of the magic angle (fibers 
are ≈ 60° to B0), (c) the position of the ROIs, and (d) the cor-
responding line plot for compartment-specific T2* analysis.

When comparing the fiber-to-field angles for the maxi-
mum and minimum of the dipolar interaction (0° and 55°), it 
was found that T2* values in the Achilles tendon and patellar 
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Fig. 9.3 (a) Representative T2* map of a degenerate human meniscus. 
(b) Corresponding Picrosirius red-stained slice obtained using a polar-
ized light filter. The yellow arrows indicate fibrous tissue. (c) First echo 

(TE = 0.4 ms) of the vTE sequence. (d) Eighth echo (TE = 8 ms) of the 
vTE sequence. (Adapted with permission from Ref. [10])

tendon changed on average by factors of 15.5 and 16.0, 
respectively. For individual ROIs of fascicles, it was found 
that changing the angle from 0° to 55° increased T2* values 
by up to a factor of 80 from T2* (0°)  =  0.43  ms to T2* 
(55°) = 34.21 ms. This study also suggests that regional T2* 
values are impacted by T2* orientation dependence as well as 
by the decay model (mono- or biexponential) which is pre-
ferred at specific angles to B0 [11].

To summarize, microscopic MRI combined with a vTE 
sequence allows study of collagen-rich tissues with unprec-
edented detail and may lead to a deeper understanding of the 
relationship between T2* decay and T2* anisotropy and thus 
the complex, heterogeneous structure of these tissues.
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Fig. 9.4 (a) T2* maps of an 
Achilles tendon measured at 
11 different angles to B0. (b) 
Boxplot showing the increase 
in T2* values from angles 
representing the maximum to 
the minimum of the dipolar 
interaction, i.e., 0 and 55°. (c) 
Position of ROIs. The blue 
and yellow ROIs mark 
polygonal fascicles. The red 
ROI is from the non- 
fascicular tissue. (d) The T2* 
values of the fascicular tissue 
change significantly from 0 to 
55°. (Adapted with 
permission from Ref. [11])
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 Clinical Applications of the vTE Sequence

The vTE sequence has great potential for both morphologi-
cal and quantitative MR imaging in the clinical environment. 
The main target of the vTE sequence is tissues characterized 
by fast decay of their transverse magnetizations. This gener-
ally includes highly ordered, collagen-rich tissues, such as 
ligaments, tendons, and menisci, as well as parts of nerves 
and dentine. Since the minimum TE for the vTE sequence 
can be less than 1 ms, it is possible to detect multiple T2* 
components in these tissues and relate them to the degree of 
disorder or degeneration within the tissue. The advantage of 
the vTE sequence over more traditional radial UTE sequences 
is the minimal blurring of the images and their insensitivity 
to gradient timing errors, enabling robust and reliable pixel-
by-pixel T2* analysis.

One of the possible clinical applications of T2* mapping 
is tendinopathy. Tendinopathy is a complex tendon pathol-
ogy manifested by pain, deterioration in mobility, and 
reduced exercise tolerance. It is characterized by intratendi-
nous collagen degeneration as well as neovascularization, 
and neoinnervation. There is a change in the mobility of 
water molecules near loosened collagen fibers which may be 
reflected in changes to T2* values. The relationship between 
vTE T2* values and clinically assessed tendinopathy has 
been studied by Juras et al. [12] (Fig. 9.5). A vTE sequence 
with a TE range from 0.8 ms to 20.0 ms was used to calculate 
short and long components of T2* and to find whether these 
correlated with the clinical score (Achilles tendon total rup-
ture score (ATRS)). It was shown that there is a relatively 
high negative correlation (Pearson correlation coefficient of 
−0.846) between the short T2* component and ATRS and 
that subtle abnormalities in the Achilles tendon caused by 
changes in collagen fibers can be detected using this method.

Tendinopathy can occur without the typical history of 
overuse and can, for example, be associated with certain 
drugs, such as the antibiotic fluoroquinolone. The vTE 

sequence was used as part of a multiparametric study along 
with glycosaminoglycan chemical exchange saturation 
transfer (gagCEST) and sodium MRI, in which seven male 
volunteers were followed for 10 days and 5 months after cip-
rofloxacin treatment [27]. Although differences were found 
in the short- and long-T2* components at the two time points, 
these were not statistically significant. Glycosaminoglycan-
specific methods, especially sodium MRI, showed a statisti-
cally significant reversible decrease in GAG content after 
treatment.

Tendon T2* values might serve as a biomarker for biome-
chanical alterations associated with tendinopathy and may 
reveal changes in collagen structure that are not visible with 
conventional MRI. Bachmann et al. studied artificially col-
lagen degraded tendons [18] and found a significant negative 
correlation between tendon stress at 5% strain and T2* 
(r = −0.74) in degraded tendons suggesting that disruption of 
the collagen matrix has a considerable impact on the biome-
chanical properties of the tendon. On the contrary, T1 values 
failed to distinguish between treated and non-treated ten-
dons, which was attributed to the fact that T1 reflects mostly 
extracellular fluid.

Another potential application of T2* mapping is the detec-
tion of meniscal degeneration. This is characterized by mac-
roscopic changes in meniscal tissue and is accompanied by 
thinning and weakening of the meniscus. vTE-T2* mapping 
was used to classify meniscus degeneration using TEs rang-
ing from 0.75 ms to 22.42 ms with both mono- and biexpo-
nential T2* analysis (Fig.  9.6) [15]. A hierarchical linear 
model revealed statistically significant differences in the 
short-T2* component between normal, degenerate, and torn 
menisci with T2* values of 0.82, 1.29, and 2.05 ms, respec-
tively. Similarly, the mono-exponentially calculated T2* 
showed a similar trend with values for normal, degenerate, 
and torn menisci of 7.61, 9.54, and 14.59 ms, respectively 
(Fig. 9.6). At 0.47 × 1.02 × 0.7 mm3 resolution, it was also 
possible to determine regional differences within the menis-

a b c d e f

Fig. 9.5 T2* analysis of a healthy volunteer. (a) R2 map (biexponential), (b) R2 map (mono-exponential), (c) mono-exponential T2*, (d) short T2* 
component, (e) long T2*component, (f) binary map of mono- and biexponential pixels. (Adapted with permission from Ref. [12])
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Fig. 9.6 Box plots of mono-exponential T2* (a) and short-T2* component (b) of the menisci acquired using a vTE sequence. (Adapted with per-
mission from Ref. [15])
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Fig. 9.7 A 45-year-old patient with a meniscal tear in the posterior 
horn of the medial meniscus (arrow). (a) Anatomical image; (b) binary 
map of pixels with biexponential (orange) and mono-exponential 

(yellow) fits; (c) mono-exponential T2* map; (d) short-T2*component 
map; (e) long T2* component map; and (f) R2 map. (Adapted with 
permission from Ref. [15])

cus, between the red (vascular) and white (avascular) zones, 
as well as between the anterior and posterior horns (Fig. 9.7).

Noninvasive biochemical MRI can provide a perspective 
to determine functional processes. vTE has been used to 
study the changes of T2* in the human meniscus in  vivo 
under continuous loading [13]. Four subjects were measured 
at four time points with a vTE sequence that had a total mea-
surement time of 6:10 min. The vTE protocol had a resolu-
tion of 0.7 × 0.7 × 3.0 mm3, and the TEs ranged from 0.8 ms 
to 10.1 ms. The anterior horn of the medial meniscus showed 
the strongest response to loading, with T2* increasing from 
4.69 ms to 5.23 ms over the four time points. The T2* increase 

under loading, contrary to that found with cartilage, was 
attributed to the changes in water distribution in the 
meniscus.

In another study, Stelzeneder et al. followed up patients 
with 7T MRI 3 and 6 months after meniscal repair using a 
vTE sequence with a resolution of 0.33 × 0.29 × 1.5 mm3 and 
TEs ranging from 1.0 to 26.5 ms [28]. Using T2* mapping, 
meniscal regions with good healing and regions with limited 
healing could be identified.

The high-resolution and near artifact-free images allow 
these techniques to be applied to smaller structures. Dadour 
et al. used vTE-T2* mapping to identify patients with gluteal 
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Fig. 9.8 Examples of T1 maps (a and b) and T2* maps (c to h) in two subjects with gluteal tendons parallel to B0: top row, a 70-year-old woman 
with gluteal tendinopathy, and bottom row, 64-year-old asymptomatic woman. (Adapted with permission from Ref. [29])

tendinopathy [29]. The vTE sequence was acquired using a 
3T MRI scanner with TEs ranging from 1.1 ms to 19.8 ms 
and a resolution of 0.6 × 0.8 × 3 mm3. Mono-exponential T2* 
and short-T2* component imaging demonstrated relatively 
high diagnostic accuracy, ranging from 0.80 to 0.89, and 
both parameters also showed a strong correlation with the 
clinical score. When imaging complex joints, the magic 
angle effect must be considered, as it has a significant impact 
on absolute T2* values. To minimize this effect, patients 
were positioned so that tendon fibers were parallel to the 
main magnetic field B0 (Fig. 9.8).

Finally, the vTE sequence has also been used for quantita-
tive imaging of intraneural connective tissues and myelin 
sheaths [7]. It was used with a resolution of 0.6 × 0.6 × 5.0 mm3 
and two TEs (0.98 and 5.37 ms) to compute apparent T2*s 
(aT2*s) by mono-exponential fitting. In addition, repeatabil-
ity and reproducibility were determined. This study, involv-
ing 15 healthy volunteers, showed relatively good 
repeatability (dice indices of 0.68–0.7 and 0.70–0.72 for 
intra-rater and inter-rater, respectively), as well as good 
reproducibility (intra-inter reader ICC of 0.95–0.97). In the 
future, vTE may be useful for the assessment of peripheral 
nerve disorders.

 The vTE Sequence for Sodium (23Na) MRI

Sodium MRI (23Na-MRI) is an advanced imaging modality 
that can be used for biochemical investigations of many clin-
ical questions and can be applied to almost any part of the 
human body from cartilage to the brain [30].

Although sodium imaging offers very valuable informa-
tion that is complementary to proton (1H) MRI, the technique 
is challenging. 23Na MRI is characterized by low sensitivity 
because, compared to 1H imaging, it has a much lower SNR 
as a result of low sodium concentrations in vivo, a low gyro-
magnetic ratio, and much shorter relaxation times. In addi-
tion, 23Na in tissue shows biexponential relaxation behavior, 
which means that most of the 23Na signal is lost within a few 
ms [30]. One possibility to overcome these challenges is to 
develop pulse sequences that allow measurements with sub-
ms TEs and very short signal readouts (sampling). A short 
TE is necessary to ensure that the sodium signal has not 
decayed to zero, or near zero, before the signal is sampled; 
also, a very short signal readout duration is required to mini-
mize signal decay during signal sampling [31].

The vTE sequence developed by Deligianni et al. [6] and 
adapted for sodium imaging proved to be robust enough to 
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a b

Fig. 9.9 Examples of knee images from a healthy volunteer acquired 
at 7 T. (a) Morphological proton density-weighted, 2D turbo spin echo 
image with fat suppression (resolution, 0.4 × 0.4 × 2.5 mm3; acquisition 

time, 4:17  min). (b) Corresponding sodium vTE image (resolution, 
1.4  ×  1.5  ×  3.0  mm3; acquisition time, 28:14  min). (Adapted with 
permission from Ref. [32])

overcome the above mentioned challenges and has been suc-
cessfully used in several published studies. As an example, 
Fig. 9.9 shows (a) a morphological proton density- weighted 
image and (b) the corresponding sodium vTE image of the 
knee joint of a healthy subject acquired at 7 T [32].

The vTE sequence was used for renal sodium MR imag-
ing and investigation of the corticomedullary 23Na gradient. 
The results of this study showed that 23Na concentration 
increases from the cortex to the medullary pyramid [33].

The sequence was also applied to cartilage and tendon 
imaging; Marik et al. demonstrated the feasibility of using 
the vTE sequence to study changes in sodium content in car-
tilage in patients with diabetes mellitus I.  The authors 
reported significantly lower mean normalized signal inten-
sity (MNSI) values in cartilage (P = 0.008) and significantly 
higher values in tendons (P = 0.025) in patients compared to 
those parameters in healthy volunteers [34].

Zbyn et  al. used the vTE sequence to assess low-grade 
focal cartilage lesions in the knee (baseline, 1 week, 3-month, 
and 6-month follow-up data) and found that the mean coef-
ficients of variation of sodium corrected signal intensity 
(23Na-cSI) values between the baseline and 1-week follow-
up were 5.1% or less in all cartilage regions. At all time 
points, significantly lower 23Na-cSI values were found in 
lesions than in weight-bearing and non-weight–bearing 
regions (all P values ≤0.002). Although a significant decrease 
in 23Na-cSI values in the lesion from baseline was observed 
at the 3-month visit (P = 0.015), no significant change was 
observed at 6 months [8].

In addition, it was shown that 23Na MRI data acquired 
with the vTE sequence can be used to determine the fixed 
charge density (FCD) distribution of knee joint cartilage. 
The results demonstrated that the decrease in FCD (the aver-
age decrease throughout the tibial cartilage was −17, −47, 
and − 100%, in “early osteoarthritis (OA), ” “advanced OA,” 
and “no FCD” models, respectively) mainly as the result of 
fibril and axial strains. Compared to the “healthy” model, the 
largest differences in all the parameters observed were in the 
FCD. It was neglected in the “no FCD” models. The effect of 
FCD was more substantial in the lateral than in the medial 
tibial cartilage, particularly during the assessment of the 
loading response to stance [35].

Over the past few years, the vTE sequence has been 
shown to have great potential in clinical research. Further 
technical improvements may establish the vTE sequence as a 
reliable imaging tool for the study of the molecular proper-
ties of tissues, in addition to the clinical findings seen with 
standard diagnostic procedures.
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10Looping Star: Time-Multiplexed, 
Gradient Echo Zero TE MR Imaging

Florian Wiesinger and Ana Beatriz Solana

 Introduction

Over the past few years, the rotating ultrafast imaging 
sequence (RUFIS) invented by Madio and Lowe in 1995 [1] 
has experienced a dramatic revival [2–7]. Its unique charac-
teristics of zero nominal echo time (i.e., TE = 0) and silent 
MR imaging have stimulated exciting new clinical applica-
tions as well as novel technical refinements [2–6]. Nowadays, 
RUFIS is commonly referred to as Zero TE (ZTE).

Looping Star [7] is a new pulse sequence which extends 
ZTE toward gradient echo (GRE) imaging via a time- 
multiplexed gradient-refocusing mechanism. It provides a 
free induction decay (FID) image with a nominal TE  =  0 
(like standard ZTE) together with equidistant GRE images 
which contain additional T2

* and susceptibility information. 
The name “Looping Star” reflects its self-refocusing (i.e., 
Looping) k-space trajectory and the use of 3D radial (i.e., 
Star) image encoding.

This chapter provides a detailed explanation of the 
Looping Star method with the focus on MR physics consid-
erations and initial neuroimaging applications [7]. After first 
starting with a recap of ZTE and gradient refocusing, 
Looping Star is explained as a time-multiplexed, gradient-
refocused ZTE sequence. Particular attention is paid to the 
so-called echo IN/OUT overlap artifact and various strate-
gies to mitigate it. Coherence-resolved Looping Star [8] is 
then described as a recent refinement of the original Looping 
Star sequence which eliminates echo IN/OUT overlap via 
temporal separation within the pulse sequence. Subsequently, 
image reconstruction and further technical considerations 
are discussed. The chapter closes with a description of initial 
applications and future prospects.

 Recap of ZTE

Among the large zoo of existing MR pulse sequences, RUFIS-
type ZTE [1] can be considered the simplest, at least in terms 
of radiofrequency (RF) and gradient waveform complexity. As 
illustrated in the ZTE section of Fig. 10.1, it consists of (i) very 
short, block-shaped RF hard pulses (colored vertical thick 
lines) for signal excitation, and (ii) constant amplitude readout 
gradients (gray horizontal line) for image encoding. This leads 
to 3D nonselective RF excitation followed by 3D center-out 
radial image encoding with a nominal echo time TE = 0 (i.e., 
image encoding starting at the time of RF excitation). While 
the readout gradient amplitude remains constant (i.e., |Gread| = 
(Gx

2  +  Gy
2  +  Gz

2)1/2), the direction of this gradient changes 
between repetitions in such a way that the endpoints of the 3D 
center- out radial spokes follow a smooth spiral trajectory 
along the surface of the spherical 3D k-space (with uniform 
angular sampling density). As a consequence, gradient switch-
ing is reduced to a minimum (because of the small directional 
gradient updates), hence enabling virtually silent MR imaging 
clear of eddy currents. Besides its main characteristics of 
TE = 0 and silent imaging, ZTE also offers highly efficient 
sampling with exceptionally short repetition times (TRs) and 
robustness against eddy currents and patient motion.

Figure 10.1 also illustrates the excitation and temporal 
evolution of FID signal coherences in k-space (bottom sub-
plot) in synchrony with the pulse sequence (top subplot). 
Each RF pulse excites a new signal coherence which then 
evolves in the presence of subsequent readout gradients. 
Each acquired k-space sample is the sum of the current FID 
signal (colored thick arrow) and previously excited coher-
ences (colored thick lines). In standard ZTE, with only small 
directional readout updates between repetitions, earlier 
excited coherences quickly vanish in outer k-space due to 
gradient dephasing (i.e., gradient spoiling) and T2

* signal 
decay, so that the acquired k-space samples primarily consist 
of the current FID (thick arrow). Accordingly, the measured 
signal (yFID) originating from the FID magnetization distribu-
tion (i.e., the unknown image xFID) is given by:
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Fig. 10.1 Schematic showing standard ZTE (top), gradient-refocused 
ZTE (second row: NSpkPerLoop = 6, NLoop = 2), original Looping Star (third 
row: NSpkPerLoop  =  6, NLoop  =  2), and coherence-resolved Looping Star 
(bottom: NSpkPerLoop  =  3, NLoop  =  2). Each subplot illustrates the pulse 
sequence timing (top) and the corresponding creation and temporal 
evolution of signal coherences in k-space (bottom). The pulse sequence 
diagram exemplifies the short block-shaped RF pulses (colored vertical 
lines), the constant amplitude readout gradient (horizontal gray line), 
and the spoke readout direction (colored arrows) along the horizontal 
time axis, with ticks indicating the repetition time (TR). Each RF exci-
tation (colored vertical lines) creates an FID signal coherence (colored 

sinc-shaped line) which, together with earlier excited coherences, 
evolves in k-space following the current spoke direction (colored 
arrow), with change in direction every TR. A gradient echo (colored 
sinc-shaped line) emerges whenever the cumulative k-space trajectory 
of a signal coherence refocuses back into the center of k-space. For 
educational purposes, the coloring of corresponding RF excitations, 
readout spokes, signal coherences, FID, and gradient echo signals, is 
matched. The black circle, with radius kmax  =  M/2 Δk, indicates the 
event horizon beyond which signals are assumed to vanish due to gradi-
ent (and RF) spoiling. For simplicity, TR is assumed to be identical to 
the spoke readout duration (i.e., TR = TSpk = M/2 Δt)

where kn,m describes the center-out 3D radial k-space encod-
ing (i.e., |kn,m| = m Δk, with Δk = γ |Gread| Δt, and Δt the 
dwell time), n is the spoke number (i.e., n = 1… Nspk), and m 
indexes the center-out sampling position along each spoke 
(i.e., m = 0 … M/2). The thick arrows indicate kn,END (i.e., 
the end-point of the nth spoke), and the black circle shows 
the nominal k-space radius kmax = M/2 Δk. Assuming perfect 
gradient (and RF) spoiling, kmax can be considered an event 
horizon in the sense that only signals within kmax contribute 
to the measurement. Signal coherences outside kmax can still 
be rewound into the center of k-space via gradient refocus-

ing and thereby generate a GRE signal (assuming that the 
rewinding occurs within the finite T2

* signal lifetime). For 
educational purposes, let us consider a 3D imaging experi-
ment with an imaging bandwidth BW  =  100  kHz (corre-
sponding to ±50 kHz) and imaging matrix size M3 = 2563 
(cf. Figure  10.1 and Table  10.1). Under ideal conditions 
(i.e., neglecting transmit-receive switching and gradient 
update times), the repetition time (TR) is determined by the 
duration of the center-out readout spoke (TSpk), according to 
TR ≅  TSpk  =  M/2 Δt  =  1.28  ms (i.e., M/2  =  128 samples 
acquired with a dwell time of Δt = 1 / BW = 10 μs). The 3D 
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center-out radial acquisition results in a k-space sampling 
density which decreases with increasing distance from the 
k-space center. The sampling density at the periphery of 
k-space (i.e., |kn,END| = M/2 Δk) is defined as the number of 
spokes divided by the enclosed spherical surface area, 
according to Nspk / (4 π |kn,END|2)  =  Nspk / (πM2 Δk2). The 
Nyquist sampling criterion requires at least one spoke per 
unit k-space surface area (i.e., Δk2), which in turn deter-
mines the number of required spokes according to 
NSpk = M2 = 65,536 (including an undersampling factor of π, 
which is often considered acceptable in 3D radial imaging). 
With TR ≅ TSpk the whole scan time (i.e., NSpk TR ≅ 84 s)  
is used for acquiring data resulting in a sampling efficiency 
of ~100%.

Gradient Refocusing Along Polygonal 
k-Space Trajectories

Gradient refocusing of a single FID coherence into a GRE 
signal can be achieved by choosing spokes so that their 
cumulative trajectory rewinds back into the center of k-space. 
The gradient-refocused ZTE section in Fig. 10.1 illustrates 
this for a single coherence (i.e., FID1 excited in the first rep-
etition) and number of spokes per loop NSpkPerLoop = 6 with a 
relative angular increment of Δφ = 2π / NSpkPerLoop = 60°. The 
excited FID coherence then follows a hexagonal trajectory 
and, after TE  =  NSpkPerLoop TR, refocuses back from outer 

k-space into its origin (i.e., 
l

N

l END
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∑ =
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GRE signal (yECHO) according to:
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The spatiotemporal evolution of the FID signal during the 
course of the refocusing introduces additional T2

* weighting 
and Δω off-resonance evolution in the echo image (xECHO), 
according to:
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Because of short spoke readout durations (i.e., TR < 2 ms), 
spatiotemporal signal evolution within the acquisition is typ-
ically considered negligible.

It is important to note, that the original center-out, half- echo 
FID signal coherence (FID1) refocuses into a full-diameter 
echo in-center-out GRE starting with the inward echo (i.e., 
ECHO1,IN) followed by the outward echo (i.e., ECHO1,OUT), 
each occupying one full TR. Repeating the readout spoke num-
ber of loops (NLoop) times (along the hexagonal self-refocusing 
trajectory) produces one FID and (NLoop − 1) GREs with equi-
distant TE spacing given by ΔTE = NSpkPerLoop TR.

Continuing with our example and assuming NSpkPerLoop = 6 
and NLoop = 2 (cf. Figure 10.1 and Table 10.1), the TE spacing 
becomes ΔTE = NSpkPerLoop TR = 7.68 ms and the scan time 

Table 10.1 Imaging example (i.e., M3 = 2563, BW = 100 kHz (= ±50 kHz)) to illustrate standard ZTE, gradient-refocused ZTE, original Looping 
Star, and coherence-resolved Looping Star pulse sequence parameters

original ZTE gradient-refocused ZTE original Looping Star coherence-resolved Looping Star
(given) image matrix: M3 M3 = 2563

(given) imaging 
bandwidth: BW
and dwell time: Δt

BW = 100 kHz (= ±50 kHz)
Δt = 1/BW = 10 μs

(given) number of spokes 
per loop: NSpkPerLoop

and number of loops: NLoop

n.a.
n.a.

NSpkPerLoop = 6 (radial)
NLoop = 2

NSpkPerLoop = 3 (diameter)
NLoop = 2

repetition time: TR
and spoke readout 
duration: TSpk

TR ≅ TSpk

TSpk = (M/2)*Δt = 1.28 ms
TR ≅ TSpk

TSpk = M*Δt = 2.56 ms

echo time spacing: ΔTE
and echo times: TE

n.a.
TE = 0

ΔTE = NSpkPerLoop*TSpk = 7.68 ms
TE = [0…NLoop-1]*ΔTE = [0, 7.68]ms

max. RF pulse width: ΔtRF

and max Flip angle: FAmax 
(B1,max = 20 μT)

ΔtRF = Δt = 1/BW = 10 μs
FAmax = γ*B1,max*ΔtRF = 3°

avg. RF pulse spacing: 
ΔRF
and Ernst angle: FAErnst 
(T1 = 1 s)

ΔRF = TSpk = 1.28 ms
FAErnst = 2.9°

ΔRF = [(NLoop- 1)*NSpkPerLoop + 1]* 
TSpk = 8.96 ms
FAErnst = 7.7°

ΔRF = NLoop*TSpk 
= 2.56 ms
FAErnst = 4.1°

ΔRF = NLoop*TSpk = 5.12 ms
FAErnst = 5.8°

scan time
and sampling efficiency

84 s
100%

[(NLoop-1)*NSpkPerLoop + 1]* 
84 s = 588 s
[2*(NLoop-1) + 1]/
[(NLoop-1)*NSpkPerLoop + 1] = 43%

NLoop*84 s = 168 s
100%

NLoop*84 s = 168 s
(NLoop-0.5)/NLoop = 75%

10 Looping Star: Time-Multiplexed, Gradient Echo Zero TE MR Imaging
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increases to [(NLoop − 1) NSpkPerLoop + 1] 84 s = 588 s. Gradient- 
refocused ZTE provides one FID image followed by (NLoop 
− 1) equidistant GRE images, with each GRE acquiring a 
full-diameter echo in-center-out spoke (compared to radius 
center-out spokes for the FID). Compared to the original 
ZTE sequence, the scan efficiency decreases to [2 (NLoop − 
1) + 1] / [(NLoop − 1) NSpkPerLoop + 1] = 43%.

 Looping Star

The gradient-refocused ZTE described above is inefficient, 
in the sense that only a fraction of the time is used for acquir-
ing data. Looping Star improves this by time- multiplexing 
the gradient refocusing to NSpkPerLoop coherence pathways. As 
illustrated in the original Looping Star section of Fig. 10.1, 
RF excitation is now applied at each of the initial NSpkPerLoop 
repetitions, and each of the excited NSpkPerLoop FID coherences 
then traverses k-space along a hexagonal trajectory (with 
each signal pathway rotated by 2 π/NSpkPerLoop relative to the 
previous one). By continuing the hexagonal trajectory during 
the refocusing phase (with the RF excitation turned off), 
GRE signals are obtained for each of the NSpkPerLoop FID 
coherences. In other words, NSpkPerLoop coherences excited one 
after the other during the initial FID excitation phase are 
refocused one after the other during the gradient-refocusing 
phase. In Looping Star, the refocusing criterion must be ful-
filled for each of the NSpkPerLoop excited coherences according 

to 
r

N

n r M SpkPerLoop

SpkPerLoop

=
+∑ = ∀ ∈ …{ }

1

0 1k
,

, n N . It is important to 

note that the refocusing criterion is not limited to straight 
spokes (as illustrated in Fig.  10.1) but can be extended 
toward twisted spokes including, e.g., out-of-plane rotations 
for higher sampling efficiency. In analogy to gradient echo 
ZTE, also Looping Star provides one FID and (NLoop-1) gra-
dient echoes with equidistant echo time spacing of 
ΔTE  =  NSpkPerLoop TR.  For 3D spatial image encoding, the 
basic Looping Star building block (as illustrated in Fig. 10.1) 
must be repeated NSpk/NSpkPerLoop times with the readout gradi-
ent waveform (and hence the k-space encoding) rotated in a 
3D pseudorandom manner [7, 9, 10].

The illustrated Looping Star example with NSpkPerLoop = 6 
and NLoop = 2 (Fig. 10.1 and Table 10.1) provides one FID 
and one GRE image with TE spacing ΔTE  =  NSpkPerLoop 
TR = 7.68 ms. In comparison to gradient-refocused ZTE, the 
scan time is now much shorter NLoop 84 s = 168 s with a sam-
pling efficiency of ~100%.

 Echo IN/OUT Overlap

The Looping Star sequence is highly efficient in the way it 
excites FID coherences and gradient refocuses them to form 
echo signals; it effectively allows continuous sampling of 

FID and gradient echo signals without dead-time gaps. 
However, the fact that each signal coherence produces an 
echo which extends over two TRs and leads to echo IN/OUT 
overlap of acquired k-space samples (within the event hori-
zon kmax) during the refocusing phase. As can be seen in the 
original Looping Star section of Fig. 10.1, signal overlap pri-
marily affects the echo signals (i.e., ECHO1,OUT overlaps with 
ECHO2,IN, … ECHO5,OUT overlaps with ECHO6,IN) but also 
mixes the last FID with the first incoming echo (i.e., FID6 
overlaps with ECHO1,IN).

The echo IN/OUT overlap can be resolved by (i) k-space 
filtering, (ii) RF excitation phase cycling, (iii) model-based 
image reconstruction, and (iv) coherence-resolved Looping 
Star [7, 8, 11]. The first two methods (i.e., k-space filtering 
and phase cycling) aim to separate the data into ECHOOUT 
and ECHOIN components. More specifically, the first method 
(i.e., filtering) divides each readout into an ECHOOUT signal 
(dominant at the beginning of the TR) and an ECHOIN signal 
(dominant at the end of the TR) by applying a Fermi filter 
with a flat signal response for the respective regions and zero 
outside. This eliminates echo IN/OUT overlap at the expense 
of cutting off high spatial frequency information and hence a 
loss of spatial resolution. With the second method (i.e., RF 
excitation phase cycling), each loop is recorded twice, with-
out (default) and with π RF phase cycling between consecu-
tive RF excitations. Echo-in and echo-out signal components 
can then be separated by means of a simple linear combina-
tion at the cost of a longer scan time but without loss of spa-
tial resolution. The remaining two methods (i.e., 
coherence-resolved Looping Star and model- based image 
reconstruction) are discussed in detail in subsequent 
sections.

Figure 10.2 which is explained in the image reconstruc-
tion section, illustrates the Looping Star echo IN/OUT over-
lap problem and its various mitigation strategies for a 
numerical 2D Shepp-Logan phantom.

 Coherence-Resolved Looping Star

The echo IN/OUT overlap problem encountered in the origi-
nal Looping Star implementation can also be resolved via 
temporal separation of the signal coherences in the pulse 
sequence [8]. As illustrated in Fig.  10.1, in coherence- 
resolved Looping Star, only every other FID signal coher-
ence gets excited during the excitation phase thereby leaving 
sufficient temporal separation for each signal coherence to 
fully rewind during the refocusing phase without temporal 
echo IN/OUT overlap. The number of excited coherences is 
reduced by half, but each coherence still follows a hexagonal 
trajectory. Accordingly, coherence-resolved Looping Star 
provides radial center-out FID signals during the excitation 
phase (first loop) and uncontaminated diameter in-center-out 
GRE signals during the refocusing phase (subsequent loops).
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Fig. 10.2 2D Shepp-Logan Looping Star imaging simulation 
(M2  =  1282, NSpkPerLoop  =  6, NSpk  =  408) demonstrating echo IN/OUT 
artifact (second column) and various ways of mitigation including 

filtering (third column), phase cycling (fourth column), and model- 
based image reconstruction (fifth column). The figure illustrates results 
for both infinite (top) and finite (bottom) SNR scenarios

Conceptually the coherence-resolved Looping Star is 
analogous to the original Looping Star with k-space filtering. 
However, coherence-resolved Looping Star accounts for 
echo IN/OUT separation in the pulse sequence design and 
thereby maintains the echo spacing and image resolution of 
the echo images. Additionally, it leads to a cleaner and more 
symmetric pulse sequence design with the RF excitation and 
the resulting GREs centered in the middle of the now dou-
bled repetition time. In this way, coherence-resolved Looping 
Star provides a full in-center-out diameter GRE, while the 
original Looping Star only permits time for echo-out radial 
sampling thereby causing echo IN/OUT overlap.

Extending our example from above, coherence-resolved 
Looping Star reduces the number of spokes per loop by half 
to NSpkPerLoop = 3 and doubles the spoke duration TSpk = 2.56 ms 
but maintains the same TE spacing (i.e., ΔTE  =  NSpkPerLoop 
TR = 7.68 ms). Importantly and unlike the earlier examples, 
coherence-resolved Looping Star acquires diameter spokes. 
These capture only half as many FID spokes during the exci-
tation phase but sample the same spokes during the refocus-
ing phase clear of echo IN/OUT overlap. Compared to the 
original Looping Star sequence, the scan duration is the same 
(i.e., NLoop 84 s = 168 s), but the sampling efficiency decreases 
somewhat to (NLoop − 0.5)/NLoop  =  75% because of the 
reduced number of FID spokes. By extending the readout 
during the excitation phase, the spatial resolution of the FID 
spokes (and accordingly the sampling efficiency) can be 
increased.

 Image Reconstruction

Image reconstruction of the unknown image x(r) via the 
measured/known k-space data y(k) is based on a discretized 
signal model in which the 3D image-space position vector 

ru,v,w and the 2D k-space spokes kn,m are both flattened into 
1D vectors, so that:
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where E is the Looping Star image encoding matrix, model-
ing the forward encoding of the image x into corresponding 
k-space samples y.

Conventional Looping Star aims to separate the measured 
data into echo-out (i.e, yOUT  =  EOUT x) and echo-in (i.e., 
yIN = EIN x) contributions via filtering, RF phase cycling, or 
coherence-resolved Looping Star, which translates into sim-
ple Fourier image encoding matrices for each echo contribu-
tion independent of the other one:
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 the inward spoke trajectory. Equations 
10.5 can be solved independently using standard 3D non- 
Cartesian gridding-based image reconstruction [7, 12–15].

For general Looping Star image reconstruction without 
prior echo IN/OUT separation, the measured k-space sam-
ples constitute a linear superposition of echo-out and echo-in 
contributions (i.e., y = yOUT + yIN = (EOUT + EIN) x), which can 
be modeled via a joint encoding matrix, according to:
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using cos(z)  =  1/2 [exp(+iz)  +  exp(−iz)]. Apparently, 
extending the echo-out model to include echo-in contribu-
tions results in an extra modulation (i.e., exp(−i kn,END r / 2) 
cos (kn,END r/2)) with consequent dampening/zeroing of cer-
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tain k-space samples and hence worsening of the overall con-
ditioning of the inverse image reconstruction problem. The 
echo IN/OUT image reconstruction problem can be solved 
either by naively inverting the full encoding matrix (Eq. 10.6) 
using e.g., conjugate gradient [11], or by correcting the extra 
modulation for each individual spoke (via e.g., regularized 
division).

With simultaneous multicoil receive, the Fourier gradient 
encoding can be extended by additional coil sensitivity 
encoding (i.e., parallel imaging) to enhance overall image 
encoding efficiency [16, 17]. The resulting inverse image 
reconstruction problem can be solved using, e.g., non- 
Cartesian, conjugate gradient sensitivity encoding [15, 18]. 
Calibration of the coil sensitivity profiles can be achieved 
either using traditional methods [17, 19, 20] or simply using 
the single coil FID images as pseudo coil sensitivities. In 
addition to coil sensitivity calibration for parallel imaging, 
the latter also achieves intrinsic normalization of the recon-
structed GRE images (i.e., corrected by the TE = 0 FID mag-
nitude and phase) such that the obtained GRE images can be 
used directly for quantitative T2

* and/or susceptibility map-
ping. Since Looping Star acquires FID and GRE data simul-
taneously and with identical spatial encoding, the FID 
pseudo coil sensitivity maps perfectly match the GRE images 
without being affected by spatiotemporal incongruity due to, 
e.g., motion, geometric distortions, or resampling errors.

Figure 10.2 illustrates Looping Star image reconstruction 
for a numerical 2D Shepp-Logan imaging phantom with 
M2 = 1282, NSpk = 408, and NSpkPerLoop = 6. The resulting image 
encoding matrices (E, EIN, EOUT) are sufficiently small (i.e., 
(NSpk M / 2) × M2 = 26,112 × 16,384) such that they can be 
stored (i.e., ~3.2GB in single precision) and inverted using, 
e.g., truncated singular value decomposition (tSVD). The 
measured k-space signals are synthesized by forward appli-
cation of the full encoding matrix on the flattened, numerical 
Shepp-Logan image vector (i.e., y  =  (EOUT  +  EIN) x). 
Neglecting echo-in signal contamination when solving the 
inverse signal model (i.e., y = EOUT x) demonstrates echo IN/
OUT overlap artifacts in the reconstructed image (second 
column). Fermi-filtering y with a cutoff at half the spoke 
extent largely eliminates echo-in signal contamination at the 
cost of reduced image resolution (third column). RF phase 
cycling separates the measured signals into echo-out (yOUT) 
and echo-in (yIN) contributions and, hence, allows recon-
struction of images without echo IN/OUT artifact (i.e., 
yOUT  = EOUT x, and yIN  = EIN x) at the cost of a twofold 
increase in scan time (fourth column). Finally, model-based 
image reconstruction (fifth column) (i.e., y = (EOUT + EIN) x) 
reduces but does not eliminate the echo IN/OUT artifact 
(right column).

 Further Technical Considerations

For practical implementation, the Looping Star pulse 
sequence is structured in segments, with each segment con-
taining the fundamental Looping Star building block in the 
form of RF excitation and refocusing of NSpkPerLoop coher-
ences (as illustrated in Fig. 10.1). In between segments, the 
readout gradients are ramped down and back up again in a 
soft and unbalanced manner to minimize acoustic noise and 
eliminate (i.e., gradient spoil) residual coherences. To mini-
mize gradient switching (and hence acoustic noise and eddy 
currents), the directional gradient updates are distributed 
along the spoke readout resulting in curved (vs. straight) 3D 
spokes. The number of required segments is determined 
according to NSeg = NSpk/NSpkPerLoop. The segmented structure 
also provides flexibility for interleaving T1 and/or T2 magne-
tization preparations [21] similar to magnetization- prepared 
segmented ZTE imaging [22, 23]. Finite RF transmit-receive 
switching results in a central, spherical k-space gap in the 
acquired FID data (but not in the echo data). This so-called 
deadtime gap can be reacquired (at reduced readout gradient 
amplitude) and filled at the end with minimal scan time pen-
alty [2–4, 24].

The regular polygonal geometry of Looping Star k-space 
trajectories offers a subtle but important difference between 
even and odd numbered spokes in terms of k-space encoding 
efficiency which is illustrated in Fig. 10.3 for NSpkPerLoop = 6 
(first column) and NSpkPerLoop = 5 (second column). While an 
even number of NSpkPerLoop spokes produces incoming echoes 
(dashed lines) which overlap the outgoing ones (thick solid 
lines), an odd number of NSpkPerLoop spokes produces incom-
ing echoes which end up in between the outgoing ones. For 
the example considered, with NSkPerLoop = 6 there are only six 
unique spokes (with each echo-in spoke overlapping another 
echo-out spoke), while with NSpkPerLoop  =  5 there are ten 
unique spokes (without overlap of echo-in and echo-out 
spokes). Accordingly, odd NSpkPerLoop values provide overall 
improved angular sampling density for both conventional 
and coherence-resolved Looping Star. With curved spokes 
(third and fourth column), which are used in most implemen-
tations of Looping Star, this advantage is somewhat reduced 
but still apparent.

In order to achieve consistent volume excitation indepen-
dent of the readout gradient, Looping Star (and similarly 
ZTE) uses extremely short, block-shaped RF pulses. More 
specifically, the requirement that the RF excitation band-
width (BWTx  =  1/ΔtRF) must encompass the full imaging 
frequency spectrum (i.e., BWTx > BW) limits the RF pulse 
duration to less than the dwell time (ΔtRF < Δt) and the max-
imum flip angle to αmax = γ B1,max Δt [25]. The steady-state 
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longitudinal magnetization (Mz,ss) of Looping Star (and sim-
ilarly also of ZTE) is of spoiled gradient echo (SPGR) 
nature [6]:
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with an SNR-optimal Ernst angle of α
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The indicated approximation (i.e., α « 1 rad, and TR « T1) is 
appropriate for Looping Star (and similarly ZTE). Since RF 
excitation does not occur at every TR, Looping Star requires 
definition of an average RF excitation repetition time (TRF) as 
the ratio of the scan time to the total number of RF excita-
tions. Compared to ZTE, Looping Star leads to a longer TRF 
and correspondingly higher αErnst values (Table 10.1). For the 
example considered (i.e., BW = 100 kHz, Δt = 1/BW = 10 μs, 
and assuming a maximum RF excitation amplitude of 
B1,max = 20 μT), we obtain αmax = 3°. While a maximum flip 
angle of 3° still allows SNR-optimal ZTE imaging (i.e., 
αErnst = 2.9°), it is somewhat below the Ernst angle for con-
ventional (i.e., αErnst  =  4.1°) and coherence- resolved (i.e., 
αErnst = 5.8°) Looping Star (assuming T1 = 1 s).

 Initial Applications and Future Prospects

Looping Star offers unique MR imaging opportunities by 
enabling 3D multi-gradient echo imaging in a silent and yet 
efficient manner. In addition to equidistant GRE images, it 
also provides a TE  =  0 FID image which can be used as 

pseudo coil sensitivity for parallel imaging and/or amplitude 
and phase referencing in multi-gradient echo T2

* and/or 
QSM mapping experiments.

Since its invention in ~2016 [26], Looping Star has been 
investigated primarily for silent neuroimaging, including high-
resolution T2

* and susceptibility-weighted structural imaging 
as well as T2

* BOLD functional MRI (fMRI). Enabling quiet 
T2

* BOLD fMRI is a unique advantage of Looping Star com-
pared to conventional GRE-EPI-based fMRI which generates 
sound levels up to 130 dB(A). This is known to cause discom-
fort and confound sensory stimulation [27–32], which is a spe-
cific problem for auditory, sleep and resting-state fMRI, as 
well as studies involving subjects sensitive to acoustic noise 
(i.e., hyperacusis) as frequently encountered in tinnitus, 
migraines, autism, and studies of children.

Figure 10.4 illustrates three protocols published in the 
original Magnetic Resonance in Medicine paper [7], includ-
ing two for high-resolution and structural (left and middle) 
and one for functional (right) Looping Star MR imaging. The 
field of view FOV  =  (192  mm)3, the imaging bandwidth 
BW = ±31.25 kHz and the flip angle FA = 2° were kept the 
same in all three experiments. The middle row illustrates the 
NSpkPerLoop curved spokes together with the cumulative loop-
ing k-space trajectory for one coherence. With the highest 
resolution (i.e., res = (0.8 mm)3, middle column) the readout 
spokes reach out furthest in k-space (kmax = π/res), while for 
the highest number of spokes per loop (i.e., NSpkPerLoop = 32, 
right column) the signal coherences traverse the largest orbit 
(relative to kmax). 3D spatial encoding is achieved by means 
of pseudorandom rotations (with the first five loops illus-
trated in the bottom row). For each protocol, the acoustic 
noise produced by the pulse sequence was only slightly 
above (i.e., <8.4 dB(A), <6.4 dB(C)) the ambient noise level 
(i.e., LAeq = 64.2 dB(A), LCpeak = 91.4 dB(C)) which ren-

Fig. 10.3 Illustration of Looping Star k-space encoding and signal 
refocusing for even (i.e., NSpkPerLoop = 6) and odd (i.e., NSpkPerLoop = 5) 
numbers of spokes per loop. While for even NSpkPerLoop, the incoming 
echo signals (i.e., yECHO,IN dashed lines) overlay the outgoing echo sig-
nals (i.e., yECHO,OUT solid lines); for odd NSpkPerLoop the incoming echo 

signals (i.e., yECHO,IN dashed lines) fill in additional k-space samples 
between outgoing echo signals (i.e., yECHO,OUT solid lines) and thereby 
improve overall k-space encoding efficiency. For curved spokes (illus-
trated on the right), the k-space sampling advantage for odd values of 
NSpkPerLoop is reduced but still apparent
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res = 1.0mm, time = 703s,

FOV = 192mm, FA = 2°, BW =±31.25kHz

∆TE = 14.78ms, NLoop= 4, NSokPerLoop= 8

NSpkPerimg= 26864, NSegments= 4608

LAeq = 68.4dB(A), LCpeak = 97.8dB(C)

res = 0.8mm, time = 680s

FOV = 192mm, FA = 2°, BW =±31.25kHz

∆TE = 26.88ms, NLoop= 2, NSokPerLoop= 12

NSpkPerimg= 57600, NSegments= 4800

LAeq = 72.6dB(A), LCpeak = 96.8dB(C)

res = 3.0mm, time = 2.2s

FOV = 192mm, FA = 2°, BW =±31.25kHz

∆TE = 26.88ms, NLoop= 2, NSokPerLoop= 32

NSpkPerimg= 1024, NSegments= 32

LAeq = 66.9dB(A), LCpeak = 95.3dB(C)

Fig. 10.4 Parameter settings and acoustic noise measurements for the 
two structural (i.e., Fig. 10.5: res =  (1.0 mm)3, 703  s, and Fig. 10.6: 
res  =  (0.8  mm)3, 680  s) and one functional fMRI (i.e., Fig.  10.7: 
res = (3.0 mm)3, 2.2 s/frame) Looping Star protocol. The background 
noise level was LAeq  =  64.2  dB(A) and LCpeak  =  91.4  dB(C). The 
curved NSpkPerLoop spokes and the cumulative 2D k-space trajectory 

(shown for the first spoke only) are illustrated in the middle row. 3D 
spatial encoding is achieved by means of pseudorandom rotations (with 
the first five segments illustrated in the bottom row). The varying 
k-space coverage reflects differences in the image resolution of the 
three tested protocols. (Reproduced with permission from Ref. [7])

ders Looping Star uniquely attractive for MR examinations 
involving subjects sensitive to acoustic noise.

Figure 10.5 illustrates multi-echo Looping Star (i.e., 
res  =  (1.0  mm)3, NSpkPerLoop  =  8, NLoop  =  4, left protocol in 
Fig.  10.4) showing the FID image (left) together with the 
three equidistant GRE images at TE = 14.8 ms (second col-
umn), 29.6 ms (third column), and 44.4 ms (right). The dif-
ferent rows illustrate the effect of echo IN/OUT overlap. If 
uncorrected (top row), echo IN/OUT overlap results in a 
grainy salt and pepper like interference pattern overlaid on 
top of the echo images (but not the FID). Fermi-filtering 
(middle row) removes that artifact at the cost of image reso-
lution. Phase cycling (bottom row) produces high- resolution 
images clear of echo IN/OUT overlap at the cost of a twofold 
increase in scan time. The GRE images demonstrate signal 
cancelation around air–tissue interfaces (e.g., sinuses, oral 
cavity, ear canal) induced by intravoxel B0 off-resonance sig-
nal dispersion. This effect increases with TE and voxel size. 
On the other hand, off-resonance effects during the short 
readout period (typically <2  ms) are comparatively small/
negligible (cf. FID image).

Figure 10.6 illustrates high-resolution Looping Star (i.e., 
res = (0.8 mm)3, NSpkPerLoop = 12, NLoop = 2, middle protocol in 
Fig. 10.4) and shows the magnitude (left) and phase (right) 
of the FID (top) and GRE (middle row) images together with 
corresponding T2

* (bottom, left) and QSM (bottom, right) 
maps. The GRE images (and particularly the QSM maps) 
highlight iron-rich, deep brain structures which are other-
wise difficult to depict.

Figure 10.7 illustrates Looping Star T2
*-BOLD fMRI 

(i.e., res = (3.0 mm)3, NSpkPerLoop = 32, NLoop = 2, 2.2 s/frame, 
right protocol in Fig. 10.4) for finger-tapping motor activa-
tion in a single subject and shows the activation map over-
laid on a high-resolution T1-weighted anatomical scan (top 
row), the FID image (second row), and the Looping Star 
echo image (third row). The bottom row shows the signal 
time course for the peak z-value voxel in the left primary 
motor cortex which clearly follows the expected block-
design activation with ~5% relative signal change, as 
expected for T2

* BOLD fMRI. Looping Star fMRI has also 
been used for a variety of neuronal tasks including motor, 
auditory, working-memory, and resting-state fMRI [7, 33, 
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Fig. 10.5 Conventional 
multi-echo, structural 
Looping Star MR imaging 
(left protocol in Fig. 10.4 with 
res = (1.0 mm)3, 
ΔTE = 26.88 ms, 703 s, 
eight-channel brain coil) 
illustrating the echo IN/OUT 
artifact (top) together with 
filtering (middle) and phase 
cycling (bottom) as possible 
ways for mitigation of the 
artifact. (Reproduced with 
permission from Ref. [7])

34]. The spatiotemporal resolution of Looping Star fMRI 
can be further enhanced using advanced image reconstruc-
tion methods based on parallel imaging [15, 18], com-
pressed sensing [35], (multi-scale) low-rank [10, 36], or 
deep learning [37–39].

Besides neuroimaging, Eggers et  al. [40] have utilized 
Looping Star for Dixon-type fat–water imaging, while 
Feddersen et al. [41] have used it for proton resonance fre-
quency shift (PRFS) based MR thermometry. By increasing 
the number of echoes and decreasing the TE spacing, 
Looping Star can also be adapted for MR spectroscopic 

imaging (MRSI) [42, 43]. For example, Looping Star with 
M3 = 643, BW = 167 kHz, Δt = 1/BW = 6 μs, NSpkPerLoop = 4, 
and NLoop  =  64 provides a spectral bandwidth of 1/(2 
ΔTE) = 651 Hz with ~10 Hz frequency resolution, which is 
appropriate for 3T MRSI in the brain. The segmented pulse 
sequence structure allows incorporation of fat and/or water 
RF suppression pulses which are typically required for 
MRSI. Looping Star is also expected to benefit musculoskel-
etal MRI for the detection and characterization of short-T2 
tissues. The TE = 0 FID image enables structural depiction 
of cortical bone anatomy similar to CT [44–50], and the 
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Fig. 10.6 Conventional submillimeter, structural Looping Star MR 
imaging (middle protocol in Fig.  10.4 with res  =  (0.8  mm)3, 
ΔTE = 26.88 ms, 680 s, phase cycling, eight-channel brain coil) show-
ing rooted-sum-of-square magnitude (left) and phase (single- channel, 

right) FID (top) and GRE (middle) images, together with corresponding 
T2

* (bottom, left) and QSM (bottom, right) maps. (Reproduced with 
permission from Ref. [7])

GRE images (together with the FID image) provide detailed 
T2

* and susceptibility characterization of musculoskeletal 
tissue [51, 52].

Looping Star shows interesting similarities with BURST- 
type imaging methods [53–59]. In both cases a set of signal 
coherences are excited by a train of low flip angle RF excita-
tions (sometimes referred to as DANTE or BURST pulse 
train) followed by spin echo and/or gradient echo refocusing. 
However, in BURST imaging signal rephasing gets reversed 
in between consecutive echoes, leading to inconsistent TE 
contributions for odd echoes. More specifically, in BURST-

type imaging the first FID gets refocused last and vice versa. 
In contrast Looping Star provides perfectly equidistant refo-
cusing of each FID. Additionally, Looping Star provides a 
TE = 0 FID image, which is advantageous for normalization 
of the gradient echo images as required for, e.g., T2* and B0 
mapping.

In summary, Looping Star is a promising and still rela-
tively new MR imaging method and, as such, provides ample 
opportunities for researchers interested in its further techni-
cal development (i.e., pulse sequence, image reconstruction, 
parameter mapping) and/or clinical evaluation.
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Fig. 10.7 Conventional Looping Star fMRI (right 
protocol in Fig. 10.4 with res = (3 mm)3, 
ΔTE = 26.88 ms, 2.2 s/frame, eight-channel brain coil) 
for a single subject, block-design, finger-tapping 
experiment. The statistical activation map overlaid on 
the high- resolution anatomical T1-weighted image 
(top), the FID Looping Star image (TE = 0, second 
row), and the GRE Looping Star image 
(TE = 26.88 ms, third row). The temporal signal 
change (bottom) of the peak z-value voxel in the left 
primary motor cortex demonstrates a BOLD sensitivity 
of ~5%. (Reproduced with permission from Ref. [7])

10 Looping Star: Time-Multiplexed, Gradient Echo Zero TE MR Imaging



130

Acknowledgments The authors would like to acknowledge Anne 
Menini for joint development of Looping Star and the MR physics team 
at the Center for Neuroimaging at King’s College London (i.e., Nikou 
Damestani, Tobias Wood, Emil Ljungberg, David Lythgoe, Fernando 
Zelaya, Gareth Barker, and Steven Williams) for fruitful collaboration 
and evaluation of Looping Star in the context of silent neuroimaging.

References

1. Madio DP, Lowe IJ. Ultra-fast imaging using low flip angles and 
FIDs. Magn Reson Med. 1995;34(4):525–9.

2. Kuethe DO, Caprihan A, Lowe IJ, Madio DP, Gach 
HM.  Transforming NMR data despite missing points. J Magn 
Reson. 1999;139(1):18–25.

3. Wu Y, Dai G, Ackerman JL, et al. Water- and fat-suppressed pro-
ton projection MRI (WASPI) of rat femur bone. Magn Reson Med. 
2007;57(3):554–67.

4. Grodzki DM, Jakob PM, Heismann B. Ultrashort echo time imag-
ing using pointwise encoding time reduction with radial acquisition 
(PETRA). Magn Reson Med. 2012;67(2):510–8.

5. Weiger M, Pruessmann KP.  Short-T2 MRI: principles 
and recent advances. Prog Nucl Magn Reson Spectrosc. 
2019;114-115:237–70.

6. Ljungberg E, Damestani NL, Wood TC, et al. Silent zero TE MR 
neuroimaging: current state-of-the-art and future directions. Prog 
Nucl Magn Reson Spectrosc. 2021;123:73–93.

7. Wiesinger F, Menini A, Solana AB.  Looping star. Magn Reson 
Med. 2019;81(1):57–68.

8. Wiesinger F, Solana AB. Looping star: revisiting echo in/out sepa-
ration. Proc Intl Soc Mag Reson Med. 2020:3733.

9. Chan RW, Ramsay EA, Cunningham CH, Plewes DB.  Temporal 
stability of adaptive 3D radial MRI using multidimensional golden 
means. Magn Reson Med. 2009;61(2):354–63.

10. Leynes AP, Damestani NL, Lythgoe DJ, et al. Extreme looping star: 
quiet fMRI at high spatiotemporal resolution. Proc Intl Soc Mag 
Reson Med. 2021:458.

11. Xiang H, Fessler JA, Noll D. Model-based image reconstruction in 
looping-star MRI. Proc Intl Soc Mag Reson Med. 2022:2346.

12. Jackson JI, Meyer CH, Nishimura DG, Macovski A. Selection of 
a convolution function for Fourier inversion using gridding (com-
puterised tomography application). IEEE Trans Med Imaging. 
1991;10(3):473–8.

13. Beatty PJ, Nishimura DG, Pauly JM. Rapid gridding reconstruc-
tion with a minimal oversampling ratio. IEEE Trans Med Imaging. 
2005;24(6):799–808.

14. Fessler JA.  On NUFFT-based gridding for non-Cartesian MRI.  J 
Magn Reson. 2007;188(2):191–5.

15. Wood TC, Ljungberg E, Wiesinger F.  Radial interstices 
enable speedy low-volume imaging. J Open Source Softw. 
2021;6:3500.

16. Sodickson DK, Manning WJ. Simultaneous acquisition of spatial 
harmonics (SMASH): fast imaging with radiofrequency coil arrays. 
Magn Reson Med. 1997;38(4):591–603.

17. Pruessmann KP, Weiger M, Scheidegger MB, Boesiger 
P. SENSE: sensitivity encoding for fast MRI. Magn Reson Med. 
1999;42(5):952–562.

18. Pruessmann KP, Weiger M, Börnert P, Boesiger P. Advances in sen-
sitivity encoding with arbitrary k-space trajectories. Magn Reson 
Med. 2001;46(4):638–51.

19. Walsh DO, Gmitro AF, Marcellin MW. Adaptive reconstruction of 
phased array MR imagery. Magn Reson Med. 2000;43(5):682–90.

20. Uecker M, Lai P, Murphy MJ, et  al. ESPIRiT--an eigenvalue 
approach to autocalibrating parallel MRI: where SENSE meets 
GRAPPA. Magn Reson Med. 2014;71(3):990–1001.

21. Haase A. Snapshot FLASH MRI. Applications to T1, T2, and chem-
ical-shift imaging. Magn Reson Med. 1990;13(1):77–89.

22. Alibek S, Vogel M, Sun W, et  al. Acoustic noise reduction in 
MRI using silent scan: an initial experience. Diagn Interv Radiol. 
2014;20(4):360–3.

23. Solana AB, Menini A, Sacolick LI, Hehn N, Wiesinger F.  Quiet 
and distortion-free, whole brain BOLD fMRI using T2 -prepared 
RUFIS. Magn Reson Med. 2016;75(4):1402–12.

24. Froidevaux R, Weiger M, Rösler MB, Brunner DO, Pruessmann 
KP. HYFI: hybrid filling of the dead-time gap for faster zero echo 
time imaging. NMR Biomed. 2021;34(6):e4493.

25. Grodzki DM, Jakob PM, Heismann B. Correcting slice selectivity 
in hard pulse sequences. J Magn Reson. 2012;214(1):61–7.

26. Solana AB, Menini A, Wiesinger F. Looping star: A novel, self-refo-
cusing zero TE imaging strategy. In proceedings of the 24th Annual 
Meeting of the International Society of Magnetic Resonance in 
Medicine, Singapore. 2016. p. 104.

27. Tomasi D, Caparelli EC, Chang L, Ernst T. fMRI-acoustic noise 
alters brain activation during working memory tasks. NeuroImage. 
2005;27(2):377–86.

28. Talavage TM, Edmister WB, Ledden PJ, Weisskoff RM. Quantitative 
assessment of auditory cortex responses induced by imager acous-
tic noise. Hum Brain Mapp. 1999;7(2):79–88.

29. Cho Z-H, Chung S-C, Lim D-W, Wong EK. Effects of the acoustic 
noise of the gradient systems on fMRI: a study on auditory, motor, 
and visual cortices. Magn Reson Med. 1998;39(2):331–5.

30. Fjaeldstad AW, Nørgaard HJ, Fernandes HM. The impact of 
acoustic fMRI-noise on olfactory sensitivity and perception. 
Neuroscience. 2019;406:262–7.

31. Andoh J, Ferreira M, Leppert IR, Matsushita R, Pike B, Zatorre 
RJ. How restful is it with all that noise? Comparison of interleaved 
silent steady state (ISSS) and conventional imaging in resting-state 
fMRI. NeuroImage. 2017;147:726–35.

32. Han Q, Zhang Y, Liu D, Wang Y, Feng Y, Yin X, Wang J. Disrupted 
local neural activity and functional connectivity in subjec-
tive tinnitus patients: evidence from resting-state fMRI study. 
Neuroradiology. 2018;60(11):1193–201.

33. Dionisio-Parra B, Wiesinger F, Sämann PG, Czisch M, Solana 
AB. Looping star fMRI in cognitive tasks and resting state. J Magn 
Reson Imaging. 2020;52(3):739–51.

34. Damestani NL, O’Daly O, Solana AB, et al. Revealing the mecha-
nisms behind novel auditory stimuli discrimination: an evaluation 
of silent functional MRI using looping star. Hum Brain Mapp. 
2021;42(9):2833–50.

35. Lustig M, Donoho D, Pauly JM. Sparse MRI: the application of 
compressed sensing for rapid MR imaging. Magn Reson Med. 
2007;58(6):1182–95.

36. Ong F, Zhu X, Cheng JY, et  al. Extreme MRI: large-scale volu-
metric dynamic imaging from continuous non-gated acquisitions. 
Magn Reson Med. 2020;84(4):1763–80.

37. Hammernik K, Klatzer T, Kobler E, et  al. Learning a variational 
network for reconstruction of accelerated MRI data: learning a vari-
ational network for reconstruction of accelerated MRI data. Magn 
Reson Med. 2018;79(6):3055–71.

38. Lebel RM. Performance characterization of a novel deep learning- 
based MR image reconstruction pipeline. ArXiv200806559 Cs 
Eess. 2020.

39. Hammernik K, Küstner T, Yaman B, et  al. Physics-driven deep 
learning for computational magnetic resonance imaging. 2022; 
https://doi.org/10.48550/arXiv.2203.12215.

40. Eggers H, Nehrke K, Börnert P, van den Brink J. Quiet dixon imag-
ing with looping star sequence. Proc Intl Soc Mag Reson Med. 
2019:4638.

41. Feddersen T, Poot DHJ, Solana AB, et al. Silent PRFS MR ther-
mometry based on looping star sequence. In: ESHO; 2019. p. L73.

F. Wiesinger and A. B. Solana

https://doi.org/10.48550/arXiv.2203.12215


131

42. Wiesinger F, Weidl E, Menzel MI, et  al. IDEAL spiral CSI for 
dynamic metabolic MR imaging of hyperpolarized [1-13C]pyru-
vate. Magn Reson Med. 2012;68(1):8–16.

43. Lam F, Ma C, Clifford B, Johnson CL, Liang Z-P. High-resolution 
1H-MRSI of the brain using SPICE: data acquisition and image 
reconstruction. Magn Reson Med. 2016;76(4):1059–70.

44. Wiesinger F, Sacolick LI, Menini A, et al. Zero TEMR bone imag-
ing in the head. Magn Reson Med. 2016;75(1):107–14.

45. Delso G, Wiesinger F, Sacolick LI, et  al. Clinical evaluation of 
zero-echo-time MR imaging for the segmentation of the skull. J 
Nucl Med. 2015;56(3):417–22.

46. Wiesinger F, Bylund M, Yang J, et al. Zero TE-based pseudo-CT 
image conversion in the head and its application in PET/MR attenu-
ation correction and MR-guided radiation therapy planning. Magn 
Reson Med. 2018;80(4):1440–51.

47. Breighner RE, Endo Y, Konin GP, Gulotta LV, Koff MF, Potter 
HG. Technical developments: zero echo time imaging of the shoul-
der: enhanced osseous detail by using MR imaging. Radiology. 
2018;286(3):960–6.

48. Kaushik SS, Bylund M, Cozzini C, Shanbhag D, Petit SF, Wyatt J.J. 
Menze B. Region of interest focused MRI to synthetic CT transla-
tion using regression and segmentation multi-task network. Physics 
in Medicine & Biology. 2023;68(19):195003.

49. Engström M, McKinnon G, Cozzini C, Wiesinger F.  In-phase 
zero TE musculoskeletal imaging. Magn Reson Med. 
2020;83(1):195–202.

50. Wiesinger F, Ho M-L. Zero-TE MRI: principles and applications in 
the head and neck. Br J Radiol. 2022;95(1136):20220059.

51. Du J, Bydder GM. Qualitative and quantitative ultrashort-TE MRI 
of cortical bone. NMR Biomed. 2013;26(5):489–506.

52. de Mello R, Ma Y, Ji Y, Du J, Chang EY. Quantitative MRI mus-
culoskeletal techniques: an update. AJR Am J Roentgenol. 
2019;213(3):524–33.

53. Hennig J, Hodapp M. Burst imaging. Magma N Y N. 1993;1:39–48.
54. Lowe I, Wysong R. DANTE ultrafast imaging sequence (DUFIS). J 

Magn Reson. 1993;101:106–9.
55. Heid O, Deimling M, Huk WJ. Ultra-rapid gradient echo imaging. 

Magn Reson Med. 1995;33:143–9.
56. Zha L, Lowe IJ. Optimized ultra-fast imaging sequence (OUFIS). 

Magn Reson Med. 1995;33:377–95.
57. Doran SJ, Bourgeois ME, Leach MO. Burst imaging—can it ever be 

useful in the clinic? Concepts Magn Reson Part A. 2005;26A:11–34.
58. Jakob PM, Kober F, Haase A. Radial BURST imaging. Magn Reson 

Med. 1996;36:557–61.
59. Schulte RF, Buonincontri G, Costagli M, Menini A, Wiesinger F, 

Solana AB. Silent T2* and T2 encoding using ZTE combined with 
BURST. Magn Reson Med. 2019;81:2277–87.

10 Looping Star: Time-Multiplexed, Gradient Echo Zero TE MR Imaging



Part II

Contrast Mechanisms



135© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Du, G. M. Bydder (eds.), MRI of Short- and Ultrashort-T2 Tissues, https://doi.org/10.1007/978-3-031-35197-6_11

11UTE with Subtraction for High Contrast 
Imaging of Short-T2 Tissues

Jiang Du, Sam Sedaghat, Hyungseok Jang, Yajun Ma, 
and Graeme M. Bydder

 Introduction

Ultrashort echo time (UTE) sequences can generate high sig-
nals from short- and ultrashort-T2 tissues, which display very 
fast transverse relaxation [1]. One of the challenges with 
UTE approaches is low contrast between short- and long-T2 
tissues, and methods for dealing with this need to be imple-
mented to achieve useful direct imaging of various short-T2 
tissues. Echo subtraction is one of the most widely used con-
trast mechanisms to suppress signals from long-T2 tissues 
and create high contrast for short-T2 tissues [1–5]. This con-
trast mechanism relies on the substantial difference in T2* 
signal decay between short- and long-T2 tissues to maximize 
contrast. The difference in T2 may produce little contrast at 
short echo times (TEs) but increased contrast between short- 
and long-T2 tissues at longer TEs. By subtracting UTE data-
sets with longer TEs from those with short TEs, efficient 
suppression of long-T2 signals can be obtained. To further 
improve short-T2 contrast, the echo subtraction technique 
can be combined with other techniques such as fat saturation 
[2], long-T2 saturation [6], off- resonance saturation [7], 

long-T2 inversion [8–12], specially designed radiofrequency 
(RF) pulse excitations [13], as well as dual-radiofrequency 
and dual-echo acquisitions [14]. In addition, complex echo 
subtraction may be used to enhance short-T2 contrast [15]. 
Details of these different echo subtraction-based contrast 
mechanisms are presented below.

 Dual-Echo UTE with Echo Subtraction

Dual-echo UTE data acquisition can be combined with sub-
sequent echo subtraction to suppress long-T2 signals, thereby 
producing high contrast imaging of short-T2 tissues or tissue 
components [3]. In this contrast mechanism, short-T2 con-
trast is acquired by subtracting a second echo image from a 
first echo image which is equivalent to T2 bandpass filtering. 
Long-T2 tissue signals experience minimal decay by the time 
of the second echo, while short-T2 tissue signals undergo sig-
nificant decay by the time of the second echo. As a result, 
long-T2 tissues show a high signal in the second echo, while 
short-T2 tissues show a signal void. Subtraction of the second 
echo image from the first echo image leads to suppression of 
long-T2 signals, leaving short-T2 tissues or tissue compo-
nents unaffected. It is essential to minimize the RF pulse 
duration, the TE of the first image, and the readout window 
as far as possible to minimize T2*-related signal loss [3]. The 
echo subtraction technique has been used for high contrast 
imaging of various short-T2 tissues such as the patellar ten-
don, the Achilles tendon, menisci, ligaments, and the carti-
laginous endplate, as well as graft material and fixation 
elements after surgical repair of tissue trauma [1–5]. 
Figure 11.1 shows the contrast mechanism and an example 
of the patellar tendon of a healthy volunteer imaged using a 
high contrast 3D UTE technique. Signals from long-T2 tis-
sues, such as muscle and articular cartilage, are well sup-
pressed by echo subtraction, with short-T2 signals in the 
patellar tendon highlighted. Cartilaginous endplate thicken-
ing and irregularity on subtracted 3D UTE images have also 
been described in the literature, where UTE-detected carti-
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Fig. 11.1 Dual-echo 3D UTE sequence. This employs a nonselective 
excitation pulse (TRF) followed by a half-echo (TAQ,1) acquired at the 
echo time TE1 and a later full gradient echo (TAQ,2) acquired at TE2, 
which is chosen to be the first water/fat in-phase TE (a). The first echo 
time (TE1) is defined as the interval between the end of the RF excitation 
pulse and the beginning of the half-echo sampling window. The 
distribution of radial profiles in 3D k-space is shown in (b). A central 

slice of the fat-suppressed dual-echo 3D UTE dataset of the left knee of 
a healthy volunteer, including the first free induction decay (FID) image 
at TE  =  100 μs, is shown in (c). There is high signal in the patellar 
tendon and menisci in (c). The image acquired at TE = 2.3 ms is shown 
in (d). The subtracted image highlighting short-T2 components in the 
patellar tendon, quadriceps tendon, and menisci is shown in (e). 
(Reproduced with permission from Ref. [3])

laginous endplate abnormalities are significantly correlated 
with the Miyazaki grade [4]. A significant limitation of this 
contrast mechanism is its high sensitivity to susceptibility, B0 
field inhomogeneity, and chemical shift effects, all of which 
may significantly reduce the short-T2 contrast.

 Dual-Echo UTE with Rescaled Echo 
Subtraction

The combination of dual-echo UTE imaging with rescaled 
subtraction provides high contrast for short-T2 tissues such 
as the cortical bone, tendons, and menisci [2, 16]. Simple 

subtraction of the second echo image from the first FID 
image may yield strong residual signal from long-T2 tissues 
such as fat, which has at least six distinct spectral peaks at 
different resonance frequencies (i.e., at 0.9, 1.3, 2.1, 2.75, 
4.2, and 5.3 ppm), leading to short-T2* relaxation [17, 18]. 
Fat signal decay during the time between echoes may be sig-
nificant, given that fat has a much higher proton density than 
many short-T2 tissues (e.g., cortical bone) and lead to reduced 
short-T2 contrast. In the rescaled subtraction technique, the 
first UTE FID image is scaled down, resulting in a lower 
signal from long-T2 tissues in the first compared to the sec-
ond echo. In the subtracted images, long-T2 signals become 
negative, while short-T2 signals remain positive. UTE with a 
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Fig. 11.2 Dual-echo 3D UTE imaging of the tibia of a healthy volun-
teer with the first TE of 8 μs (a) and the second TE of 2.2  ms (b). 
Subtraction of the second echo from the first UTE FID image shows 
limited contrast for cortical bone due to a high signal from marrow fat 
(c). Increased bone contrast is achieved by scaling down the UTE FID 

image by a factor of 0.8 and using absolute pixel intensity in the 
subtraction image (d). Bone contrast can be further improved by 
allowing negative signal intensity in long-T2 tissues (e). (Reproduced 
with permission from Ref. [2])

rescaled subtraction technique works efficiently in creating 
high positive contrast for short-T2 species, especially cortical 
bone, which has a much lower mobile proton density than 
surrounding muscle or fat. Regular unscaled echo subtrac-
tion may significantly reduce bone contrast due to residual 
signals from marrow fat. Figure 11.2 shows an example of 
3D dual-echo UTE imaging with rescaled subtraction applied 
to the tibia of a healthy volunteer. Conventional 3D UTE 
imaging provides a relatively high signal but negative con-
trast for the tibia due to much higher signal from the sur-
rounding muscle and marrow fat (Fig.  11.2a). Echo 
subtraction presents positive contrast between bone and 
muscle but a negative contrast between cortical bone and fat, 
as fat has a short T2* (Fig. 11.2c). The contrast between bone 
and fat/muscle increases using the UTE rescaled subtraction 
technique (Fig. 11.2d–f).

 Dual-Echo UTE with Fat Saturation and Echo 
Subtraction

Fat is a major confounding factor in morphological imaging 
of short-T2 tissues using the echo subtraction contrast mech-
anism due to its high proton density and short T1, leading to 

high residual signal intensity on subtracted images. Each of 
the six major resonance peaks in the fat 1H MR spectrum 
represents a structurally distinct proton moiety, and interac-
tions between these cause loss of coherence with a short-T2* 
[17, 18]. As a result, subtraction of the second echo from the 
UTE FID may produce a strong signal from fat, which can be 
significantly higher than that from water-based short-T2 tis-
sues, such as the osteochondral junction and cortical bone. A 
combination of dual-echo subtraction with chemical shift-
based fat saturation can be an efficient way to suppress fat 
signals and increase short-T2 contrast. Figure 11.3 shows this 
in a cadaveric human patellar sample imaged using fat-satu-
rated dual-echo UTE imaging. Echo subtraction provides 
excellent contrast demonstration of the osteochondral junc-
tion, with efficient suppression of signals from the superfi-
cial layers of articular cartilage and bone marrow fat using 
the chemical shift-based fat saturation approach. This tech-
nique can also be applied to short-T2 tissues such as the 
Achilles tendon, menisci, ligaments, and cartilaginous 
endplate.

11 UTE with Subtraction for High Contrast Imaging of Short-T2 Tissues
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Fig. 11.3 Fat-saturated dual-echo UTE imaging of a cadaveric human 
patellar sample. This shows a high signal from the superficial layers of 
articular cartilage and the osteochondral junction but a low signal from 
bone marrow fat at TE = 8 μs (a) and a high signal from the superficial 

layers of articular cartilage but a low signal from the osteochondral 
junction and bone marrow fat at TE = 11 ms (b). The corresponding 
echo subtraction image depicts the osteochondral junction with 
excellent contrast (arrows) (c)

 Dual-Echo UTE with Long-T2 Saturation 
and Echo Subtraction

As short-T2 tissues such as cortical bone may have much 
lower signals than surrounding long-T2 tissues (e.g., muscle 
and bone marrow fat), generating high contrast images of 
them can be technically challenging. In addition, residual 
signals from long-T2 tissues may be equal to or higher than 
those from the cortical bone. A combination of long-T2 sig-
nal suppression and echo subtraction helps decrease long-T2 
signals further and increase short-T2 contrast. Long-T2 satu-
ration pulses are employed to suppress long-T2 tissue signals 
[6, 19]. For example, a 90° pulse with a relatively long dura-
tion and a low amplitude can rotate the longitudinal magne-
tization of long-T2 tissues into the transverse plane, where a 
large spoiling gradient can subsequently dephase the trans-
verse magnetization. However, short-T2 tissues are not 
excited by this pulse as the decay rate of these tissues exceeds 
the excitation rate. Thus, a long 90° pulse can be used with a 
large spoiling gradient to suppress long-T2 tissues, leaving 

short-T2 tissues to be subsequently detected by UTE data 
acquisition after excitation. However, long duration 90° 
pulses have a narrow spectral bandwidth and are sensitive to 
B1 and B0 field inhomogeneities [6]. Therefore, a long pulse 
with a broader spectral profile is preferred to a long rectan-
gular pulse as it is more tolerant of B0 inhomogeneity. 
Figure 11.4 shows an example of long T2 signal suppression 
using a long Gaussian pulse followed by UTE imaging to 
detect signals from the tibia in a healthy volunteer. Long-T2 
muscle signal is very well suppressed, but bone marrow fat 
shows a high signal. Subtraction of the second echo from the 
UTE FID image significantly increases the bone contrast. T2 
selective RF excitation (TELEX) is designed to increase 
short-T2 contrast by using a long π/2 pulse, routinely inter-
rupted by refocusing pulses to improve the off-resonance 
characteristics of the suppression [20]. Dual-band long-T2 
suppression pulses further improve the suppression of sig-
nals from long-T2 water and fat components. However, resid-
ual long-T2 signals due to B1 and B0 inhomogeneities may 
still compromise short-T2 contrast [21].

J. Du et al.
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Fig. 11.4 Long-T2 saturated dual-echo UTE imaging of the tibia of a healthy volunteer with a TE = 8 μs (a) and TE = 5 ms (b), and the corre-
sponding echo subtraction image (c), which depicts cortical bone at the tibial midshaft with excellent contrast 

 UTE with Off-Resonance Saturation Contrast

Short-T2 tissues, such as the osteochondral junction, ten-
dons, ligaments, menisci, and cortical bone, have much 
broader absorption line shapes than long-T2 tissues, such as 
articular cartilage, muscles, and synovium. Short-T2 tissues 
are, therefore, more sensitive to off-resonance RF radiation. 
In UTE imaging with off-resonance saturation contrast 
(UTE-OSC) [7], a high-power saturation pulse is placed a 
few kHz off the water peak to preferentially saturate signals 
from short-T2 tissues, leaving long-T2 water and fat signals 
largely unaffected. Subtraction of UTE images with off- 
resonance saturation from basic UTE images can effectively 
suppress long-T2 water and fat signals and create high con-
trast for short-T2 tissues, as shown in Fig.  11.5a–c. UTE 

images in the axial plane of the Achilles tendon of a healthy 
volunteer with and without the off-resonance saturation 
pulse are shown in Fig. 11.5d, e. A Fermi pulse with a dura-
tion of 16 ms and flip angle of 2400° placed +1 kHz away 
from the water peak effectively suppresses signals from the 
Achilles tendon, with only a small effect on muscle and fat. 
Subtraction of UTE images with and without the Fermi satu-
ration pulse provides excellent depiction of the tensile ten-
don (Fig. 11.5g). Some signal in Fig. 11.5g comes from the 
skin, likely due to susceptibility effects, which may shift the 
skin resonance frequency toward the saturation pulse, result-
ing in increased direct saturation and increased contrast on 
the subtraction image. Overall, UTE-OSC provides much 
better contrast for the tensile tendon than conventional dual-
echo UTE subtraction (Fig. 11.5h).
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Fig. 11.5 UTE-OSC employs two UTE acquisitions without (a) and 
with (b) an off-resonance saturation pulse, followed by subtraction of 
the two datasets to create short-T2 contrast (c). An example is shown in 
the Achilles tendon of a 54-year-old normal subject to axial UTE imag-
ing without (d) and with (e) a 2400° Fermi pulse placed 1 kHz off the 
water peak, a later gradient echo (f), UTE-OSC subtraction (g), regular 

dual-echo subtraction (h), and clinical gradient echo imaging (i). UTE-
OSC subtraction (g) provides much better contrast than regular dual-
echo subtraction (h) (arrows). Clinical GRE shows a signal void for the 
Achilles tendon (arrow) (i). (Reproduced with permission from Ref. 
[7])

 UTE with Adiabatic Inversion and Echo 
Subtraction

Adiabatic inversion recovery (IR) pulses have been utilized 
to uniformly invert the longitudinal magnetization of long 
T2 components [22–24]. The combination of an IR-prepared 
UTE (IR-UTE) sequence and a dual-echo acquisition with 
echo subtraction has been used for selective imaging of non-
aqueous myelin protons [8–11]. The long adiabatic inver-
sion pulse is used to invert the longitudinal magnetizations 
of long-T2 white matter (WML) and gray matter (GML). 
Myelin has an extremely short-T2

* relaxation time (much 
shorter than the duration of the adiabatic pulse), and its lon-
gitudinal magnetization is not inverted but saturated due to 
the fast transverse relaxation during the long adiabatic 
inversion process. UTE data acquisition starts at an inver-
sion time (TI), when the inverted WML reaches its null 

point, leaving signals from myelin and residual GML to be 
detected during the UTE FID data acquisition. The second 
echo acquires signals from non-nulled long-T2 tissues 
(mainly GML). The myelin signal decays to near zero in the 
second echo. Subtraction of the second echo from the first 
UTE FID provides selective myelin imaging in the white 
matter. Figure 11.6a–b describes this contrast mechanism. 
At the null point, the gray matter myelin presents a positive 
longitudinal magnetization, while the GML has a negative 
longitudinal magnetization. At the second echo (e.g., 
TE ~ 2 ms), the myelin signal decays to zero, while the GML 
signal barely decays due to its long-T2 and short echo spac-
ing. As a result, the net signal of gray matter is higher at the 
second echo than at the initial FID. Echo subtraction pro-
duces a positive signal for myelin in white matter and a 
negative signal for myelin in gray matter. This creates very 
high contrast (Fig. 11.6e) [24].
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Fig. 11.6 Myelin imaging using on the IR-UTE dual-echo subtraction 
technique. This employs a long adiabatic inversion pulse to invert the 
longitudinal magnetizations of long-T2 white matter (WML) and gray 
matter (GML), with myelin in white matter (WMMyelin) and gray matter 
(GMMyelin) largely saturated due to fast transverse relaxation during the 
long adiabatic inversion process (a). UTE FID acquisition starts at the 
inversion time (TI) when the inverted WML reaches its null point, where 
the magnetizations of WMMyelin and GMMyelin are positive, but that of 

GML is negative. At the second echo, the myelin signal decays to zero, 
and only the signal from GML is imaged. Subtraction of the second echo 
from the UTE FID provides a positive signal for WMMyelin but a negative 
signal for myelin in gray matter (b). An example is shown on IR-UTE 
imaging of the brain of a volunteer with a TE = 32 μs (c) and TE = 2.2 ms 
(d). Echo subtraction provides excellent WMMyelin contrast in (e)

 UTE with Adiabatic Inversion and Complex 
Echo Subtraction

Both magnitude and complex subtraction have been widely 
used in MRI, although magnitude subtraction is more popu-
lar. Complex subtraction has been reported to improve the 
detection of blood vessels compared to magnitude subtrac-
tion in MR angiography [25, 26]. Complex echo subtraction 
has also been used to estimate fat signal and fraction in con-
ventional Dixon-based fat and water separation techniques 
[27, 28]. While IR-UTE with magnitude echo subtraction 
provides excellent contrast for myelin in the brain’s white 
matter, as demonstrated by Fig.  11.6, contamination from 
residual long-T2 signals remains due to variation in the T1 of 

white matter resulting in incomplete signal nulling and other 
factors. Recent research suggests that complex subtraction 
can reduce long-T2 signal contamination and improve short-
T2 contrast [15]. In dual- echo IR-UTE myelin imaging, 
recovering the targeted myelin signal Sm(t1) by magnitude 
subtraction is only possible if the short-T2 white matter sig-
nal has a zero phase after RF excitation. The longitudinal 
magnetization of myelin remains positive after applying an 
adiabatic inversion pulse.

In contrast, the longitudinal magnetization of long-T2 
components can be positive or negative, depending on their 
T1s. A phase offset may also be caused by phase evolution 
during the RF pulse or data acquisition and by imperfect 
image reconstruction [29]. In contrast to magnitude subtrac-

11 UTE with Subtraction for High Contrast Imaging of Short-T2 Tissues



142

a b

e f g

c d

Fig. 11.7 Dual-echo IR-UTE imaging of a 29-year-old female volun-
teer showing the field map (a), the real part of UTE image at TE = 32 μs 
(b) and TE = 2.2 ms before (c) and after (d) correction for the additional 
phase errors caused by field inhomogeneity. The myelin image was 
obtained using magnitude subtraction (e), complex subtraction without 

(f), and with (g) correction for the phase error induced by B0 inhomoge-
neity using the field map. Complex subtraction shows morphological 
detail of myelin in the white matter with signal bias artifacts (green 
arrows) suppressed by correcting the phase error induced by B0 inho-
mogeneity. (Reproduced with permission from Ref. [15])

tion, which potentially underestimates the myelin signal, 
complex subtraction is not affected by the initial phase of 
myelin and long-T2 signals. Instead, complex subtraction 
helps correct the phase offset induced by B0 field inhomoge-
neity and other factors [15]. Figure 11.7 shows correspond-
ing results obtained from a 29-year-old volunteer, including 
an estimated field map (Fig. 11.7a), a UTE image (Fig. 11.7b), 
an image of the real part of the image at the second TE with 
and without phase correction for field inhomogeneity 
(Fig. 11.7c, d), and the corresponding myelin images with 

magnitude subtraction and complex subtraction (Fig. 11.7e–
g). The phase error due to strong B0 field inhomogeneity 
results in artifactually biased signal in the myelin image in 
Fig. 11.7f, as indicated by the green arrows. This artifact is 
suppressed by correcting the phase error in Fig.  11.7g. 
Magnitude subtraction may cause an underestimation of the 
myelin signal in white matter regions with longer T1s. 
Complex subtraction is less susceptible to T1 variation than 
the magnitude subtraction [15].
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 UTE with Interleaved Adiabatic Inversion 
and Subtraction

Theoretically, a single adiabatic IR pulse may only be able to 
selectively null long-T2 tissues with a particular T1 [23]. 
Additionally, excitation of long-T2 tissues is much easier to 
achieve than excitation of short-T2 tissues, which decay rela-
tively rapidly when excited using an RF pulse with a rela-
tively long duration and low amplitude. It is, therefore, 
desirable to use an adiabatic inversion pulse with a long 
duration and minimal power (but still satisfying the adiabatic 
condition) to invert long-T2 magnetization but minimize 
short-T2 signal attenuation. However, long duration pulses 
typically have narrow spectral bandwidths and thus are sen-

sitive to off-resonance effects, and are thus incapable of cov-
ering both long-T2 water and fat signals. UTE with interleaved 
adiabatic inversion and subtraction has been proposed to 
suppress signals from both long-T2 water and fat, creating 
high contrast for short-T2 tissues [23]. This technique 
includes two UTE acquisitions with adiabatic inversion mag-
netization preparation pulses applied to the water peak to 
generate a long-T2 water-inverted image on the one hand and 
applied to the fat peak to generate a fat-inverted image on the 
other hand (Fig. 11.8a). Short-T2 contrast is created by sum-
ming the two images.

However, long-T2 components are not entirely suppressed 
by this technique. Relaxation during the adiabatic inversion 
pulses decreases the total magnetization, and an additional 
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Fig. 11.8 UTE imaging with 
the interleaved adiabatic 
inversion and subtraction 
technique. This acquires 
fat- and water-inverted images 
separately, followed by a 
scaled addition of these to 
create short-T2 contrast (a). 
Axial imaging of the lower 
leg is shown, including a 
water-inverted magnitude 
image (b), a fat-inverted 
magnitude image (c), a 
water-inverted corrected 
phase image (d), a fat- 
inverted corrected phase 
image (e), the sum of 
water-inverted and fat- 
inverted images (f), and the 
scaled sum of water-inverted 
and fat-inverted images (g). 
The scaled sum of water- and 
fat-inverted images shows 
excellent contrast for the 
cortical bone in the tibia 
(long, thin arrow in g). The 
signals in the skin, around the 
vessels, as well as between 
muscles and fascicles (short, 
wider arrows in g), probably 
arise from short-T2 
components or signal 
suppression failure due to 
off-resonance or partial 
volume effects. (Reproduced 
with permission from Ref. 
[23])

11 UTE with Subtraction for High Contrast Imaging of Short-T2 Tissues



144

scaling factor is required to compensate for this effect and so 
improve the long-T2 signal suppression. The scaling factors 
for water- and fat-inverted images can be predicted based on 
Bloch equation simulations. A phase separation process 
scales the inverted components in their respective images. 
The phase separation requires removal of the linear phase 
from each image. The linear phase is estimated by a least 
squares fit of the phase in the object, followed by the addition 
of a constant phase shift to unwrap phase discontinuities 
[23]. Thresholding the difference between the corrected 
phases helps in conducting phase separation, which is per-
formed before the two scaling factors are applied to the 
inverted components in their respective images, eventually 
canceling out long-T2 tissue signals at both the water and fat 
resonances. Figure  11.8b–i shows an example of imaging 
cortical bone in the tibia [23]. Only the muscle is inverted in 
the image phase when the inversion pulse is centered at the 
water resonance peak (Fig. 11.8d).

Fat next to skin and in bone marrow is inverted in image 
phase when the inversion pulse is centered at the fat reso-
nance peak (Fig. 11.8e). However, the inverted components 
are not fully inverted, as indicated by their reduced signal on 
the magnitude images (Fig.  11.8b, c). The scaled sum 
(Fig. 11.8g) provides better cortical bone contrast than the 
unscaled sum (Fig. 11.8f), both of which are better than the 
UTE image alone (image not shown). This UTE technique 
with interleaved adiabatic inversion and subtraction can also 
be used for high contrast imaging of tendons and other short-
T2 tissues with robustness to variation in B1 [23].

 UTE with Relaxation-Parameter Contrast 
and Subtraction

While UTE-type pulse sequences are often implemented with 
short duration maximum power RF excitations, UTE data 
acquisition can be combined with relaxation-parameter con-

trast for short-T2 imaging [13]. The relaxation-parameter con-
trast exploits the sensitivity of bone proton magnetization to 
both T2 and RF pulse duration. RF excitation pulse parameters 
are selected to determine the extent of concurrent relaxation 
and excitation (Fig.  11.9a) [13]. The excitation RF pulse 
dimensions can be adjusted independently, or in combination 
with other sequence parameters such as flip angle or TE, to 
match a particular T2 relaxation rate and improve short-T2 con-
trast. The RF pulse duration p and the amplitude a may be 
changed to adjust the relaxation dependence of the image con-
trast. Nutation is T2-dependent if the flip angle or pulse dura-
tion is tuned to balance the competing effects of relaxation and 
excitation for any particular RF amplitude [23]. In other 
words, the pulse duration p can be adjusted to match the 
desired T2 sensitivity and improve short-T2 contrast. To selec-
tively detect signals from magnetization within a specific 
range of T2 values, two RF pulse durations (i.e., p1 and p2) are 
chosen so that the sensitivity transition between them brackets 
the range of interest. Two UTE datasets with the same imaging 
parameters except for different RF excitation pulses are then 
acquired. Subtraction of the two UTE images creates T2-
specific contrast and highlights spins relaxing within a chosen 
range of T2 relaxation times. Figure 11.9b–h shows an exam-
ple of the skull of a healthy volunteer on 3D UTE images. 
UTE with a short RF pulse duration detects all anatomical 
regions (Fig. 11.9b), including the skull. The soft tissue signal 
is much higher due to its higher proton density compared to 
cortical bone. A longer echo UTE with a longer RF pulse 
selectively avoids excitation and reception of signals from the 
skull (Fig.  11.9c). Subtraction of the two datasets provides 
high contrast imaging of the skull with improved long-T2 sig-
nal suppression compared to regular dual-echo UTE imaging 
with a short RF pulse followed by echo subtraction (Fig. 11.9f 
vs. g). This novel subtraction technique also captures more 
signal from bone than the pulse only difference image (i.e., 
UTE with the fast pulse minus UTE with the slow pulse) 
(Fig. 11.9f vs. h) [13].
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Fig. 11.9 The relaxation-parameter contrast mechanism. This is based 
on two hard RF pulses with different durations but equal pulse areas to 
generate T2-selective excitation (a). The mechanism can be combined 
with single or dual-echo UTE using two RF amplitudes (a1 and a2) and 
pulse durations (p1 and p2) with equal pulse areas. The technique was 
applied to a volunteer’s skull, including UTE with a short RF pulse 
(peak field 24.47 μT) and an ultrashort TE = 34 μs (b), UTE with long 

RF pulse (peak field 1.53 μT) and a longer TE = 2.0 ms (c), UTE with 
short RF pulse and a longer TE = 2.0 ms (d), and UTE with a long RF 
pulse and an ultrashort TE = 34 μs (e). The |b|–|c| difference image (f) 
depicts cortical bone more specifically than the conventional UTE 
subtraction |b|–|d| difference image (g). (g) is also more sensitive to the 
components of cortical bone than the pulse duration subtraction, |b|–|e| 
difference image (h). (Reproduced with permission from Ref. [13])
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 Dual-Radiofrequency and Dual-Echo 
(DURANDE) UTE with Subtraction

While relaxation-parameter contrast-based UTE enhances 
the discrimination of bone signals and yields a higher level 
of bone specificity than a standard dual-echo UTE sequence, 
the total scan time is doubled due to the use of two different 
RF interleaves with identical k-space coverage [13, 14]. Lee 
et al. proposed a rapid bone MR imaging method utilizing a 
3D dual-radiofrequency and dual-echo (DURANDE) UTE 
pulse sequence together with bone-selective image recon-
struction [14]. This technique acquires two dual-echo UTE 
datasets following short and long RF pulses, with encoding 
gradients varying continuously along the entire pulse train to 
reduce the total imaging time by a factor of two (Fig. 11.10a). 
The 3D DURANDE UTE sequence employs two hard RF 
pulses (RF1 and RF2), differing in duration and amplitude, 
but having the same pulse area applied alternately in succes-
sive TR periods along the entire pulse train. Two echoes at a 
short TE (TE1) and a long TE (TE2) are collected from the 
beginning of the gradient ramp-up within each TR.  As a 

result, four echoes are produced, including ECHO11, ECHO12, 
ECHO21, and ECHO22, in which the subscripts represent the 
corresponding RF and TE indices. The four echoes are com-
bined via a view-sharing (VS) approach to generate two 
independent k-space datasets during image reconstruction 
(Fig. 11.10b). Substantially accelerated UTE bone imaging 
can be achieved by using the sparsity of bone voxels in the 
corresponding subtraction images. This produces isotropic 
high-resolution volumetric craniofacial images in only 
3 min. Figure 11.10c–e shows a volunteer study with three 
sets of images (|I1|, |I2|, and IBone) obtained by relaxation-
parameter contrast-based UTE (Fig.  11.10c; Np  =  50,000 
each for ECHO11 and ECHO22, respectively, imaging 
time = 12 min) and an accelerated version with an under-
sampling factor of two, without (Fig. 11.10d; Np = 25,000 
each for ECHO11 and ECHO22, 6 min scan time) and with 
(Fig. 11.10e; Np = 25,000 each for all four echoes, 6 min scan 
time) using VS reconstruction. Figure 11.10f displays a line 
profile of IBone for each method, showing that the 
VS-DURANDE UTE technique provides a visually similar 
quality of images in under half the total scan time [14].
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Fig. 11.10 The VS-DURANDE UTE sequence. This employs two RF 
pulses, RF1 (short ~40 μs) and RF2 (long ~520 μs), alternately followed 
by dual-echo acquisition to produce four independent datasets: ECHO11, 
ECHO12, ECHO21, and ECHO22 (a). A schematic of the k-space 
construction with VS between ECHO11 and ECHO21 (k1) and between 
ECHO12 and ECHO22 (k2) is shown in (b). Varying gradients (radial 
view angles) on a TR basis allows use of the VS approach to halve the 
total scan time. The central portions of k1 and k2 are composed only of 
ECHO11 and ECHO22, respectively, to maximize differences in bone 
signals between the two corresponding images. The 3D DURANDE 

UTE technique was applied in a volunteer to produce three sets of 
images (|I1|, |I2|, IBone), reconstructed with relaxation-parameter contrast 
(using only ECHO11 and ECHO22), with 50,000 (c; 12 min) and 25,000 
(d; 6 min) radial views for each echo, and the VS scheme that utilizes 
all four echoes with 25,000 views each (e; 6 min). Signal profiles of 
IBone, corresponding to the colored lines in (c–e), are shown in (f). When 
compared with the reference (c), VS-DURANDE (e) suffers no 
appreciable loss in image quality, while undersampling-induced noise 
amplifications (arrows in d) are suppressed. (Reproduced with 
permission from Ref. [14])
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 Conclusion

Transverse magnetization decays exponentially in time fol-
lowing T2* relaxation in UTE imaging. The difference 
between two sets of UTE and later echo images acquired 
with different TEs provides T2 sensitivity. A “band- selective” 
sensitivity in T2* is achieved by appropriately selecting TE 
and ΔTE. The most straightforward technique is to acquire 
two echoes using UTE FID as the first echo and a second 
echo. Subtraction of these provides high contrast imaging of 
short-T2 tissues in a time-efficient way. A drawback of this 
technique is marked sensitivity to off- resonance effects and 
contamination from fat, which has a high proton density, 
short-T1, and a long-T2 but a relatively short-T2* [1–5]. 
Using fat-suppressed dual-echo UTE with echo subtraction 
improves the short-T2 contrast for imaging of the osteo-
chondral junction [2]. Long-T2 saturation and an adiabatic 
inversion preparation can also be combined with dual-echo 
UTE data acquisition for improved short-T2 contrast. UTE-
based off-resonance saturation creates high contrast for 
short-T2 tissues with the efficiency and artifact level closely 
related to the properties of the saturation pulse [7]. Adiabatic 
inversion preparation is robust for long-T2 signal suppres-
sion, as it is insensitive to B1 inhomogeneity once the adia-
batic condition is met and insensitive to B0 inhomogeneity 
when using a relatively broad spectral bandwidth [19]. 
Complex subtraction may further improve long-T2 signal 
suppression, especially for tissue components subject to 
imperfect nulling due to T1 variations [15]. UTE with an 
interleaved adiabatic inversion and subtraction allows high-
contrast imaging of short-T2 tissues such as cortical bone. 
However, the optimal contrast depends on the scaling fac-
tors, which are tissue dependent and may compromise clini-
cal applications [23]. UTE with relaxation- parameter 
contrast followed by subtraction works well in highlighting 
ultrashort-T2 tissues such as cortical bone in the skull [13]. 
The VS-DURANDE UTE technique is based on relaxation-
parameter contrast. It uses view-sharing reconstruction and 
the sparsity of bone voxels to produce bone images in under 
half the usual scan time [14]. These different subtraction-
based techniques may also be combined with other UTE-
type sequences, such as zero echo time (ZTE) [30] and 
pointwise encoding time reduction with radial acquisition 
(PETRA) [31] for high contrast imaging of short-T2 
tissues.
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12T2 Relaxation During Radiofrequency 
(RF) Pulses

Peder Larson

 Introduction

Radiofrequency (RF) pulses are a critical part of every MRI 
pulse sequence and must be specifically designed for ultrashort 
echo time (UTE) and zero echo time (ZTE) acquisitions. When 
considering the behavior of RF pulses, most often longitudinal 
T1 or transverse T2 relaxation are assumed to be negligible dur-
ing the RF pulses themselves. This is usually valid with conven-
tional sequences since most tissue T1s and T2s are much longer 
than typical RF pulse durations. However, when imaging tissues 
that have transverse relaxation times that are of the order of, or 
shorter than, the RF pulse duration, as is often the case with 
UTE and ZTE MRI, then relaxation during the pulse must be 
considered. This chapter covers the theory of T2/T2* relaxation 
during an RF pulse and the implications as well as applications 
of this for imaging of short- and ultrashort-T2* species.

 Theory

To determine the effect of relaxation during an RF pulse, we 
simply need to use the Bloch equations. However, solutions 
of the Bloch equations used in RF pulse simulation and 
design, such as the Shinnar-Le Roux (SLR) transform, can-
not be used since they neglect relaxation. Numerical solu-
tions to the Bloch equation can be used to provide the most 
accurate simulations of RF pulse profiles.

However, to gain insight into the interaction between an 
RF pulse including longitudinal and transverse relaxations, 
the following approximate solution to the Bloch equation for 
the longitudinal magnetization, MZ, is useful:

 
M M f
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(12.1)

Here, M0 is the equilibrium magnetization, T2 is the trans-
verse relaxation time, f is frequency, and Ω1(f) is the Fourier 
transform, or frequency spectrum, of the RF pulse. This 
result was derived assuming T2 is short relative to fluctua-
tions in the RF pulse shape and using a small-tip approxima-
tion [1]. This shows that there is a trade-off between total RF 
spectral power (e.g., pulse bandwidth) and short-T2 signal 
attenuation.

The effect of RF pulses on short-T2 components can also 
be understood in terms of spectral linewidths (Fig. 12.1). T2 
is inversely proportional to the linewidth, meaning that short-
T2 species have broad linewidths and long-T2 species have 
narrow linewidths. The overlap between the spectrum of the 
RF pulse and the tissue spectrum determines the approxi-
mate degree of excitation. The narrow spectrum of long-T2 
species is more easily covered by the RF spectrum, and thus 
they are easily excited [2]. Broad short-T2 species require a 
wide bandwidth RF pulse to be fully excited. Thus, a narrow 
bandwidth RF pulse can fully excite longer T2 species but 
only partially excites shorter T2 species (Fig. 12.1).

This intuitive understanding can be extended to off- 
resonance situations. For example, magnetization transfer 
(MT) applies RF pulses far from the water resonance fre-
quency, which only leads to excitation of very broad line-
width ultrashort-T2 components. Fat suppression pulses are 
also applied at the lipid resonance frequencies with relatively 
narrow bandwidths in order to selectively excite fat but not 
long-T2 water.
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Fig. 12.1 Illustration of how 
spectral linewidth 
(proportional to T2) and RF 
pulse bandwidth determine 
excitation. (a) Narrow 
bandwidth (dashed line) RF 
pulse that overlaps the 
majority of the long-T2 
spectrum but only a small 
fraction of the short-T2 
spectrum. The long-T2 species 
is excited more by the pulse 
than the short-T2 species. (b) 
Wide bandwidth (dashed line) 
RF pulse that overlaps both 
the long- and short-T2 spectra, 
thus exciting both. (c) This 
also applies to MT pulses, 
which are applied off- 
resonance primarily to excite 
ultrashort-T2 species. 
(Reproduced with permission 
from Ref. [1])
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Fig. 12.2 Bloch equation simulated slice profile versus T2 for a 1 ms, 
45° half pulse [3, 4]. T2 relaxation during the pulse blurs the desired 
5 mm slice profile and decreases the flip angle for the shortest T2 values

 Excitation and T2 Relaxation

The purpose of excitation is to generate transverse magneti-
zation for imaging. When imaging ultrashort-T2 species, the 
major consideration is to ensure there is an adequate flip 
angle applied to the rapidly decaying component. As shown 
in Fig. 12.2, the flip angle decreases with shorter T2s, causing 
noticeable decreases when T2 is of the order of, or shorter 
than, the pulse duration. Also note that shorter T2s also lead 
to blurring of the slice profile.

To achieve sufficient excitation of an ultrashort-T2 com-
ponent, the intuition from Fig. 12.1 tells us that RF pulses 
should be designed to have as large a bandwidth as possi-
ble, as shown in Fig. 12.3. Equivalently, for a given pulse 
shape, the RF pulse should be as short as possible, since 
bandwidth scales inversely with duration. Ultimately, 
shortening the RF pulse is limited by the MR system peak 
B1 amplitude and peak gradient strength (when performing 
slice selection).

Changes in excitation as a function of T2 have also been 
exploited to improve the contrast for short-T2 components 
[5]. This approach uses an acquisition with a short RF pulse, 
which has high signal from both long- and short-T2 compo-
nents, and an acquisition with a long RF pulse, which has 
high signal only from long-T2 components. The long-T2 com-
ponent signal can then be suppressed by subtracting these two 
images, leading to improved short-T2 contrast (Fig. 12.4).

Short-T2 component excitation has also been combined 
with fat suppression in a soft-hard composite pulse approach 

[6]. In this approach, the composite pulse contains a narrow 
bandwidth soft pulse centered on the fat peak with a small 
negative flip angle (−α) and a short rectangular pulse with a 
small positive flip angle (α). The fat magnetization experi-
ences both tipping down and tipping back with an identical 
flip angle and thus returns to its equilibrium state, leaving 
only the water magnetization excited. This avoids short-T2 
component saturation that happens during conventional fat 
saturation RF pulses (Fig. 12.5).
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Fig. 12.4 RF excitation pulses of different lengths (a) can be used to 
create T2 selectivity (b). For comparison, the T2 selectivity at different 
TEs is also shown. The images (d–j) show how the fast and slow RF pulse 

images as well as different TE images can be subtracted to create short-T2 
contrast, in this case providing excellent depiction of cortical bone in the 
skull which has a T2* ~ 0.3 ms. (Adapted with permission from Ref. [5])
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Fig. 12.5 Short-T2 selective excitation can be achieved with a compos-
ite soft-hard excitation. (a) This consists of a narrow bandwidth nega-
tive flip angle (–α) pulse followed by high bandwidth pulse with a 
positive flip angle (+α) of the same magnitude. The simulations (b) and 
in  vivo knee imaging results (c–k) show that this strategy creates 

improved short-T2 component contrast without fat signal compared to 
standard 3D UTE with hard pulse excitation and also has less 
suppression of water short-T2 components compared to use of a FatSat 
module as highlighted by the orange arrows pointing to meniscus, 
ligaments, and tendons. (Adapted with permission from Ref. [6])
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 Saturation and T2 Relaxation

The T2 selectivity of RF pulses has also been exploited to 
design saturation pulses intended to selectively saturate 
long-T2 components and provide improved contrast for 
short-T2 components. One challenge in imaging short-T2 
components is that they often have smaller signals due to 
relaxation and/or lower proton density compared to long-T2 
components. This problem can be overcome by designing 
low bandwidth 90° flip angle RF pulses, which are followed 
by a spoiling gradient to suppress spins excited by the pulse. 
Using the intuition in Fig. 12.1a, these low bandwidth pulses 
overlap the entire long-T2 linewidth, causing full 90° excita-
tion, while short- and ultrashort-T2 components have smaller 
or incomplete excitation and thus will not be suppressed by 
the resulting spoiler gradient (Fig. 12.6).

The disadvantages of long-T2 suppression pulses are that 
they are inherently sensitive to off-resonance, as they rely on 
use of a narrow pulse bandwidth for contrast, and, like other 
suppression pulse schemes, are sensitive to RF field inhomo-
geneities that lead to imperfect flip angles.

The principles of long-T2 suppression pulses can also be 
applied with fat suppression, which is especially important 
for musculoskeletal applications where short-T2 tissues such 

as tendons, ligaments, cartilage, and bone are often adjacent 
to fat. One approach that can be used is to create “dual-band” 
RF pulses, a single RF pulse which includes relatively nar-
row saturation bandwidths at both fat and water resonances 
to selectively excite long-T2 components at these two reso-
nances [1].

Another approach is to use separate 90° saturation pulses 
at both the fat and water resonances, as illustrated in 
Fig. 12.7. This approach also includes low bandwidth refo-
cusing 180° pulses on alternate scans. These are included to 
correct for imperfections in the flip angle of the 90° satura-
tion pulses, which is a challenge for 90° RF pulse-based 
saturation schemes. By using low bandwidth pulses, only 
the long-T2 components experience this refocusing 
(Fig. 12.8).

T2 selective suppression can also be achieved in a manner 
similar to MT by applying off-resonance contrast (“UTE- 
OSC”) RF pulses [9]. Following the off-resonance RF pulse, 
only the short-T2 components are excited (Fig. 12.1c), and 
these are suppressed by a spoiler gradient. The off-resonance 
saturated image is then subtracted from an unsuppressed 
image, leading to improved contrast of short-T2 components. 
This approach is the inverse of long-T2 suppression pulses 
(Fig. 12.9).
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Fig. 12.6 Simulation results 
for longitudinal magnetization 
remaining after suppression 
pulses of different bandwidths 
for various T2 values. As the 
pulse bandwidth increases, 
the signal remaining after 
suppression decreases. As T2 
increases, the signal also 
decreases. This simulation is 
consistent with the intuition 
shown in Fig. 12.1. 
(Reproduced with permission 
from Ref. [1])
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Fig. 12.7 Long-T2 signal suppression pulse results in vivo. (a, b) In 
the brain, a low bandwidth saturation pulse applied at the water 
resonance frequency creates improved contrast for short-T2 components 
in myelin as well as connective tissue and cortical bone compared to 
UTE without long-T2 signal suppression. (c–f) 3D UTE results in the 
knee show greatly improved contrast of short-T2 structures when using 

a dual-band suppression pulse (d–f) to suppress long-T2 water and fat 
components compared to no suppression in (c). This provides excellent 
visualization of the menisci, patellar tendon, iliotibial band, and ante-
rior cruciate ligaments, as well as the thickened tibial cortex. There are 
some fat suppression failures (short arrows in d) due to B0 field inhomo-
geneity. (Adapted with permission from Ref. [1])
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Fig. 12.8 (a) The water- and fat-suppressed proton projection imaging 
(WASPI) sequence. This uses separate water and fat selective low 
bandwidth suppression pulses prior to a ZTE readout to selectively 
suppress long-T2 components at both fat and water resonances. The 
180° pulses provide robustness to flip angle errors. (Top right) Simulated 
magnetization vs. t/T2 following perfect rectangular RF pulses. (b) For 
low bandwidth 90° pulses, only the long-T2 components are rotated into 

the transverse plane. (c) Similarly, for the low bandwidth 180° pulses, 
only the long-T2 components are inverted. (d–f) Using this tissue 
suppression scheme, the long-T2 water gel and long-T2 fat components 
are suppressed, leaving a selective image of cortical bone with contrast 
similar to CT. (Adapted with permission from Refs. [7, 8])
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Fig. 12.9 (a) UTE with off-resonance saturation contrast (UTE-OSC). 
This includes two acquisitions with and without an off-resonance satu-
ration pulse. The saturation pulse was placed +1 to +2 kHz away from 
the on-resonance water peak to minimize its spectral overlap with those 
of long-T2 water and fat. Short-T2 species have a broad spectrum and 
are suppressed by the saturation pulse. Subtraction of UTE images with 

and without off-resonance saturation pulse suppresses long-T2 water 
and fat signals, leaving high contrast for short-T2 species. (b–d) This is 
clearly shown in the ankle UTE imaging result, which shows unsatu-
rated (b) and off-resonance saturated (c) images, from which subtrac-
tion leads to high-contrast visualization of the Achilles’ tendon (arrow 
in d). (Adapted with permission from Ref. [9])

 Inversion and T2 Relaxation

Inversion pulses are valuable tools that are typically used 
to create T1 contrast by including a time delay after a 180° 
pulse, also known as inversion recovery (IR). Using the 
principles in this chapter, we can also integrate T2 selec-
tivity into inversion pulses for short-T2 imaging 
applications.

One approach is to use low bandwidth inversion pulses  
to prepare the magnetization and then combine with  
non-inverted images [10]. Since the low bandwidth pulses 
primarily invert long-T2 components, they are suppressed in 
the combined images and provide improved short-T2 con-
trast. This strategy can also be extended to include fat sup-
pression by combining long-T2 fat-inverted and long-T2 
water- inverted images (Fig. 12.10).
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Fig. 12.10 (a) Adiabatic 
inversion pulses can create T2 
selective contrast. Simulations 
were performed for 30 ms 
Lorentz pulses. When the two 
images are combined, the 
long-T2 species at both 
resonances are suppressed. 
The short-T2 species, while 
attenuated, have significantly 
improved contrast. For the 
values shown, the short-T2 to 
long-T2 contrast is increased 
by a factor of 10. (b) For fat 
and water long-T2 
suppression, fat-inverted and 
water-inverted images are 
acquired and then separated 
into inverted and noninverted 
components based on the 
corrected phase. (c–h) Axial 
images at the middle of the 
lower leg: (c) water-inverted 
magnitude image; (d) 
fat-inverted magnitude image; 
(e) water-inverted phase 
image, corrected; (f) 
fat-inverted phase image, 
corrected; (g) sum of (c, e) 
and (d, f); (h) scaled sum of 
(c) and (d), showing improved 
contrast of cortical bone as 
well as skin and signal 
between muscles and 
fascicles. (Adapted with 
permission from Ref. [10])
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Fig. 12.11 (Left) Two examples of the expected signal response in 
IR-UTE. The short-T2 components (e.g., myelin protons) are partially 
tipped by the inversion pulse, whereas the long-T2 components are fully 
inverted. At the chosen TI, the long-T2 components are nulled while the 
short-T2 components have experienced T1 recovery. (Right) Example 

results of IR UTE in the brain show how the contrast varies with TI and 
TE. Combining echo subtraction with a well-chosen TI leads to short-T2 
selective images of myelin, shown using the STAIR-UTE method in a 
multiple sclerosis patient with demyelinating lesions (arrows). (Adapted 
with permission from Refs. [12–14])

Short-T2 imaging can also be combined with IR to sup-
press long-T2 components [11]. This can simply be based on 
T1 selectivity, but by designing reduced bandwidth inversion 
pulses, this can improve the contrast for short-T2 compo-
nents. This has been successfully applied with both single 
and dual IR (DIR) UTE sequences [12–15]. As illustrated in 
Fig.  12.11, the low bandwidth inversion pulses in these 
approaches aim to invert long-T2 component longitudinal 
magnetization while minimally perturbing short-T2 compo-
nent magnetization. TIs are then chosen to null long-T2 com-
ponents based on their T1s (Fig. 12.11).

 Conclusion

For short-T2 imaging with UTE and ZTE MRI pulse 
sequences, it is important to understand the effects of T2 
relaxation during RF pulses. This becomes significant when 
T2 is of the order or shorter than the RF pulse duration. The 
main intuition presented in this chapter is that the T2 selectiv-
ity is determined by the overlap of the signal component 
linewidths with the RF pulse frequency profile. The line-
width is inversely proportional to T2, while the RF profile is 
determined by the pulse bandwidth and frequency offset. 
This chapter shows how to ensure adequate excitation of 
short-T2 components as well as methods for improving short-
T2 component contrast through the use of T2 selective excita-

tion, saturation, and inversion RF pulses. The chapter also 
describes how fat suppression can be integrated and opti-
mized for short- and ultrashort-T2 imaging.
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 Introduction

Ultrashort echo time (UTE) sequences allow direct mag-
netic resonance imaging (MRI) of species in the body with 
very short-T2s [1–4]. However, many of these “short-T2 
species,” such as cortical bone and myelin, also have rela-
tively low proton densities, rendering them “invisible” even 
with the use of UTE sequences if the imaging is not accom-
panied by suppression of signals from the higher proton 
density long-T2 species associated with the short-T2 species 
[4–7]. Residual signals resulting from incomplete suppres-
sion of long-T2 species may be higher than those from 
short-T2 species and significantly compromise short-T2 
contrast even when short-T2 signals are successfully 
detected. These considerations put a high premium on effi-
cient long-T2 signal suppression, which should be insensi-
tive to B0 and B1 inhomogeneities. Contrast mechanisms 
such as UTE dual- echo acquisition followed by echo sub-
traction [8–10], long-T2 saturation [11], chemical shift-

based fat saturation [12, 13], and off-resonance saturation 
[14] are sensitive to B1 and/or B0 inhomogeneities. As a 
result, these techniques may only provide limited contrast 
when performing UTE imaging of short-T2 species such as 
myelin and trabecular bone [6, 15].

Myelin and trabecular bone are examples of two short-
T2 species in the body that are challenging for direct imag-
ing. Myelin accounts for only a small fraction of the total 
UTE signal in white matter of the brain and an even smaller 
fraction in gray matter [16]. Trabecular bone imaging is 
complicated by its low proton density and the fact that it is 
surrounded by marrow fat and water, which have much 
higher proton densities. In addition, there are strong sus-
ceptibility artifacts at the bone marrow interfaces. Thus, 
low proton density, ultrashort-T2*s, surrounding high sig-
nal from long-T2 species, local susceptibility effects, and 
chemical shift effects make direct imaging of trabecular 
bone extremely challenging. There is a clear need for tar-
geted, robust long-T2 suppression mechanisms that are 
insensitive to B1 and B0 inhomogeneities to address these 
problems.

Adiabatic fast passage inversion pulses (Silver-Hoult) 
are an exceptional group of radiofrequency (RF) pulses that 
facilitate robust and uniform inversion of the longitudinal 
magnetizations of long-T2 species [17–20]. Not only are the 
pulses insensitive to inhomogeneities in the B1 field when 
the RF field amplitude is greater than the adiabatic threshold 
[17], but also single and multiple adiabatic inversion pulses 
can be combined with other contrast mechanisms such as fat 
suppression, echo subtraction, off-resonance saturation, 
and/or a special combination of repetition time (TR) and 
inversion time (TI) to generate robust long-T2 signal sup-
pression. This group of techniques allows high contrast 
UTE imaging of both short- and ultrashort-T2 species, 
including myelin and trabecular bone. The theoretical back-
ground and technical details underpinning the use of differ-
ent adiabatic inversion pulse-based contrast mechanisms are 
described below.
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 Theory

Modern MR scanners allow continuous modulation of RF 
pulse amplitude and phase. As a result, tissue bulk magneti-
zation can be excited by sweeping the effective B1 magnetic 
field Beff either slowly or adiabatically [17]. During this pro-
cess, the bulk magnetization vector stays approximately col-
linear with Beff, and excitation is accomplished over a broad 
range of resonant frequencies with a high degree of tolerance 
to B1 field inhomogeneity. Adiabatic passage is performed by 
sweeping the RF pulse frequency ω1(t) through a range of 
frequencies. Adiabatic rotations must be carried out rapidly 
relative to T1 and T2, a process termed “adiabatic rapid pas-
sage,” to be useful in contemporary MR applications [17]. 
One of the most widely used adiabatic pulses has Beff chosen 
to produce a rotation of 180° and is described as “adiabatic 
full passage” (AFP) or an “adiabatic inversion pulse.” The 
adiabatic inversion pulse uniformly inverts tissue longitudi-
nal magnetizations when the RF field amplitude is greater 
than the adiabatic threshold and the pulse duration is much 
shorter than the relevant tissue T1 and T2 values [17]. 
However, rotated longitudinal magnetization may experi-
ence significant transverse relaxation during the long adia-
batic inversion process if its T2 is of the order, or shorter than, 
the pulse duration τ [18]. Bloch equation simulations show 
that T2 relaxation during an adiabatic hyperbolic secant 
(sech) pulse can forestall complete inversion of the longitu-
dinal magnetization and create T2-dependent contrast [18]. 
The T2 contrast created by an RF pulse is determined by its 

spectral bandwidth and the tissue T2. RF pulse-induced, T2-
dependent contrast can be understood conceptually by know-
ing that it is much easier to excite long-T2 species such as 
muscle, white matter, gray matter, and cerebrospinal fluid 
(CSF) than to excite short-T2 species such as bone and 
myelin [18]. While long-T2 species are excited by the RF 
pulse, the transverse magnetization of short- and ultrashort-
T2 species leads to rapid decay of the magnetization. 
Figure 13.1a, b shows a numerical simulation of longitudinal 
magnetization increasing as a function of inversion pulse 
bandwidth [18]. The inversion is more effective as band-
width increases and less effective as T2 decreases. 
Theoretically, a long-duration adiabatic inversion pulse with 
low power and narrow spectral bandwidth would be ideal to 
invert long-T2 species and not affect the longitudinal magne-
tization of short-T2 species. However, a very narrow spectral 
bandwidth can increase sensitivity to B0 field inhomogene-
ities to an intolerable degree. In practice, a hyperbolic secant 
Silver-Hoult pulse with a duration of ~8.64 ms and a spectral 
bandwidth of ~1.5 kHz provides uniform inversion of long-
T2 species, while displaying minimal sensitivity to B1 and B0 
field inhomogeneities [19–21]. The combination of a long 
adiabatic inversion pulse of this type with a UTE (IR-UTE) 
free induction decay (FID) data acquisition can therefore 
provide selective imaging of short-T2 species (Fig.  13.1c). 
There are also a variety of other adiabatic IR-based UTE 
techniques that have been developed to provide more robust 
imaging of short-T2 species, such as those needed for tra-
becular bone and myelin [15, 21–31].
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Fig. 13.1 Simulated off-resonance profiles of a Silver-Hoult adiabatic 
inversion pulse with a duration of 8.64 ms and a bandwidth of ~1 kHz 
applied at the water resonance frequency for tissue T2s of 0.1 1, 10, and 
100 ms (a) and simulated longitudinal magnetization after the adiabatic 
inversion pulses with different bandwidths for various values of T2 (b). 
As the pulse bandwidth increases, MZ decreases, and the inversion 

becomes more complete (b). Longer T2 species are inverted more than 
shorter T2 species (a). This can be used to create short-T2 contrast with 
the adiabatic inversion pulse prepared UTE (IR-UTE) sequence, where 
long-T2 species are inverted and nulled using an appropriately chosen 
inversion time (TI). Short-T2 species are selectively detected by the 
UTE data acquisition (c)

 Single Adiabatic Inversion Recovery UTE 
(IR-UTE)

With the single adiabatic inversion recovery UTE (IR-UTE) 
contrast mechanism (Fig. 13.2a), a single adiabatic inversion 
pulse is used to invert the longitudinal magnetizations of 
long-T2 water (e.g., muscle) and long-T2 fat [1, 20]. The 
duration of the adiabatic inversion pulse is set to be much 
longer than the duration of tissue ultrashort-T2s; as a result, 
the longitudinal magnetizations of long-T2 water and long-T2 
fat are fully inverted, while those of ultrashort-T2 species are 
not inverted but are largely saturated during the long adia-

batic inversion process [20]. The UTE data acquisition starts 
at values of TI and TR designed to allow the inverted long-T2 
magnetizations to approach the null points as closely as pos-
sible, leading to selective imaging of ultrashort-T2 species. 
Because the adiabatic inversion pulse with a relatively broad 
spectral bandwidth is insensitive to B1 and B0 inhomogene-
ities, the IR-UTE technique provides uniform inversion of 
long-T2 magnetizations when the pulse amplitude is above 
the adiabatic threshold, making the IR-UTE sequence a 
robust mechanism for high-resolution and high contrast 
imaging of ultrashort-T2 species such as cortical bone [7]. 
Figure 13.2b, c shows representative clinical fast spin echo 
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Fig. 13.2 The IR-UTE sequence employs a long adiabatic inversion 
pulse to invert the longitudinal magnetizations of long-T2 species (e.g., 
muscle and fat), and this is followed by UTE acquisition with TI and TR 
adjusted so that the inverted long-T2 magnetizations reach their null 
points as closely as possible (a). The longitudinal magnetizations of 
short-T2 species (e.g., bone) are not inverted but are largely saturated 
and recover during TI after which they are selectively imaged by the 
UTE data acquisition. Simulation of the total residual signal from 

muscle and fat as a function of TI and TR shows that well-selected 
combinations of TR and TI can efficiently suppress signals from 
long-T2 muscle and long-T2 fat (b). Conventional clinical fast spin echo 
(FSE) imaging of the forearm shows near-zero signal for cortical bone 
(thick arrows) as well as tendons and aponeuroses (thin arrows) (c). In 
contrast, the IR-UTE sequence shows high signal and contrast in these 
tissues (d). (Reproduced with permission from Ref. [20])

(FSE) and IR-UTE images of cortical bone in the forearm 
with excellent image contrast and high signal-to-noise ratio 
(SNR). This sequence also creates high contrast for other 
short-T2 and ultrashort-T2 species, such as the osteochondral 
junction, menisci, ligaments, tendons, and aponeuroses [9].

 Single Adiabatic Inversion Recovery UTE 
with Echo Subtraction (IR-UTE-ES)

One limitation of the single IR-UTE technique described 
above is its sensitivity to T1 variation. Theoretically, a single 
adiabatic inversion pulse can invert and null only one par-

ticular T1 of a specific long-T2 species by use of an optimized 
TI. The longitudinal magnetizations of long-T2 species with 
different T1s will not reach the null point simultaneously 
although some compensation for this is possible by judicious 
choice of TR. After the UTE FID data acquisition, short- and 
ultrashort-T2 signals decay quickly to noise or near-noise 
levels. A dual-echo acquisition followed by echo subtraction 
can be used to suppress residual long-T2 signals further and 
thereby improve short-T2 contrast. Single adiabatic inversion 
recovery UTE imaging with echo subtraction (IR-UTE-ES) 
is shown in Fig. 13.3a. This technique can create very high 
contrast imaging of short-T2 species such as myelin in the 
white matter of the brain [6]. In this example, the adiabatic 
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Fig. 13.3 The contrast mechanism for IR-UTE-ES imaging of myelin 
in white matter (WMmyelin) (a). The UTE data acquisition starts at a TI 
which is adjusted to null long-T2 white matter (WML). At this TI, the 
longitudinal magnetization of the long-T2 gray matter (GML) is negative 
due to its longer T1. The adiabatic inversion pulse largely saturates the 
excited myelin magnetization because its T2 is much shorter than the 
duration of the adiabatic inversion pulse. At the null point, the UTE FID 
signal for gray matter includes the positive myelin (GMMyelin) and 
negative GML, which partially cancel. At the second echo, the gray 

matter myelin signal decreases to zero, while the GML signal remains 
essentially unchanged. Subtraction of the magnitude of the second echo 
from the magnitude of the first UTE FID produces high positive contrast 
for WMmyelin but negative contrast for gray matter. This is shown in the 
brain of a healthy volunteer with a TE = 8 μs (b) and 2.2 ms (c), as well 
as the corresponding echo subtraction image, which shows positive 
signal for white matter myelin (thick arrow) and negative signal for 
gray matter myelin (thin arrow) (d)

inversion pulse inverts the longitudinal magnetizations of 
long-T2 white matter (WML) and gray matter (GML). In dis-
tinction, the longitudinal magnetizations of myelin in white 
matter (WMmyelin) and gray matter (GMmyelin) are saturated 
due to their ultrashort- T2s [24–30, 32, 33]. UTE data acquisi-
tion starts at the TI necessary for the inverted longitudinal 
magnetization WML to reach its null point. Because gray 
matter has a much longer T1 than white matter, its longitudi-
nal magnetization remains negative at the TI, which nulls 
WML. During TI, the saturated WMmyelin and GMmyelin magne-
tizations recover quickly due to myelin’s short T1 [25]. As a 
result, the UTE FID acquisition captures signals from 
WMmyelin and GMmyelin, as well as from GML (Fig. 13.3b). The 
second gradient echo acquires signal mainly from GML, 
which only decays slightly during the short time between the 
FID and the gradient echo. There is near-zero signal from 
myelin at the second echo due to its fast transverse relaxation 
(Fig. 13.3c). Subtraction of the second echo image from the 
first FID image suppresses signals from GML and creates 
high contrast for myelin (Fig. 13.3d). The partial cancella-
tion between positive longitudinal magnetization from 
GMmyelin and negative longitudinal magnetization from GML 
makes the overall signal lower on the UTE FID image than it 
is on the second echo image [6]. Echo subtraction of the 
magnitude of these signals, therefore, generates positive sig-
nal for myelin in white matter but negative signal for gray 
matter. This results in high contrast and creates a sharp 
boundary between myelin in white matter (positive signal) 
and myelin in gray matter (negative signal) (Fig. 13.3d).

 Adiabatic Inversion Recovery Fat Saturation 
UTE (IR-FS-UTE)

In the adiabatic inversion recovery fat saturation UTE 
(IR-FS-UTE) contrast mechanism (Fig. 13.4a), an adiabatic 
inversion preparation is combined with chemical shift-based 
fat saturation for efficient suppression of long-T2 water and 
fat signals [23]. The significant differences in T1 between 
long-T2 water and fat may lead to a strong residual signal 
with conventional IR-UTE imaging. The use of an adiabatic 
inversion pulse to suppress the long-T2 water signal and a fat 
saturation pulse to suppress the fat signal provides high con-
trast for short-T2 species, such as the cartilaginous endplate 
(CEP) of the spine [34–36]. In 3D IR-FS-UTE imaging of 
the CEP, a long adiabatic inversion pulse is used to invert the 
longitudinal magnetizations of long-T2 components, such as 
the nucleus pulposus (NP) in the intervertebral disc. This 
pulse only partially inverts the longitudinal magnetizations 
of the CEP, which has a short T2 [36]. Because the TI is not 
chosen to null fat, the fat signal is only partially suppressed 
by the adiabatic inversion pulse. Therefore, an additional 
chemical shift-based fat saturation pulse is applied to sup-
press the fat signal before the acquisition of UTE data. This 
leads to improved CEP contrast. After each pair of adiabatic 
inversion and fat saturation pulses, a series of spokes is 
acquired to speed up UTE data acquisition. Figure 13.4b–d 
compares conventional clinical and 3D IR-FS-UTE imaging 
of the lumbar spine in a patient. The IR-FS-UTE images 
show a small incipient Schmorl’s node on the vertebral body 
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Fig. 13.4 The contrast 
mechanism for 3D IR-FS- 
UTE imaging (a) where an 
adiabatic inversion pulse and 
chemical shift-based fat 
saturation are followed by 
UTE data acquisition to 
provide high contrast imaging 
of short-T2 species such as the 
cartilaginous endplate (CEP). 
The initial adiabatic inversion 
pulse inverts and nulls signal 
from the nucleus pulposus 
(NP) in the intervertebral disc. 
A later chemical shift-based 
fat saturation pulse is used to 
suppress the signal from fat. 
A multispoke 3D UTE 
acquisition is employed and 
provides high contrast 
imaging of the CEP. The 
spine (T11-L5) of a 38-year- 
old male volunteer is shown 
using conventional 2D T2-FSE 
(b), 2D T1-FSE (c), and 3D 
IR-FS-UTE (d) sequences. 
The 3D IR-FS-UTE sequence 
(arrow in d) shows high 
contrast for the CEP in 
comparison with the clinical 
T2-FSE and T1-FSE sequences 
(arrows in b and c). The 
preserved CEP around 
Schmorl’s node in the 
superior endplate of L2 can 
only be seen with the 3D 
IR-FS-UTE sequence (a–d) 
(arrows). (Reproduced with 
permission from Ref. [36])

superior endplate with a preserved thin cartilaginous end-
plate (arrow in Fig. 13.4d), which is not apparent on the con-
ventional clinical T1-FSE and T2-FSE images (Fig. 13.4b, c). 
This result shows the use of the 3D IR-FS-UTE sequence for 
high contrast imaging of the CEP and its potential for diag-
nosing early degenerative changes in the intervertebral disc 
[36].

The 3D IR-FS-UTE sequence can also be used to depict 
other short-T2 species, such as the osteochondral junction 
(OCJ), menisci, tendons, ligaments, and bone [23]. 
Furthermore, the IR-FS preparation module can be com-
bined with other UTE-type sequences, such as zero echo 
time (ZTE), for selective imaging of short-T2 species [37]. 
The 3D IR-FS-UTE sequence is insensitive to inhomogene-
ities in the B1 and B0 fields and provides significantly higher 

image contrast for the CEP, OCJ, and other short-T2 species 
than echo subtraction and long-T2 saturation techniques 
[8–11].

 Dual Adiabatic Inversion Recovery UTE 
(Dual-IR-UTE)

With the dual adiabatic inversion recovery UTE (dual-IR- 
UTE) contrast mechanism (Fig. 13.5a), two long adiabatic 
inversion pulses are used to invert the longitudinal magneti-
zations of long-T2 water and long-T2 fat, respectively [38, 
39]. In distinction, the short-T2 magnetization is only partly 
inverted or saturated. Attenuation of short-T2 signals is 
reduced by using longer duration pulses with narrower spec-
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Fig. 13.5 The dual-IR-UTE contrast mechanism (a), where two long 
adiabatic inversion pulses are used to invert and null long-T2 water and 
long-T2 fat signals, respectively. This is followed by a UTE acquisition 
to selectively detect signals from short- and ultrashort-T2 species. A 
cadaveric human patellar sample was imaged with conventional clinical 
proton density-weighted FSE (PD-FSE) (b), T1-FSE (c), GRE (d), UTE 

(e), and dual-IR-UTE (f) sequences. The deep radial and calcified 
layers of cartilage are only visible with the UTE-type sequences (e, f). 
The dual-IR-UTE sequence selectively suppresses signals from the 
long-T2 superficial layers of cartilage and bone marrow fat and shows a 
linear, well defined high signal region (arrows) (f). (Reproduced with 
permission from Ref. [39])

tral bandwidths (e.g., <440 Hz at 3 T) [38]. The first adia-
batic  inversion pulse is centered on the water peak to 
selectively invert long-T2 water magnetization (e.g., muscle), 
and the second adiabatic inversion pulse is centered on the 
fat peak to invert fat longitudinal magnetization. The water 
longitudinal magnetization is inverted first because it has a 

longer T1 and therefore requires a longer time delay TI1 to 
reach the null point. Long-T2 fat has a much shorter T1 and 
requires a shorter time delay TI2 to reach the null point. A 
proper combination of TI1, TI2, and TR allows robust and 
efficient suppression of long-T2 water and long-T2 fat sig-
nals. Figure 13.5b–f shows conventional FSE and gradient 
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echo (GRE) imaging, UTE imaging, and dual-IR-UTE imag-
ing of a cadaveric human patellar sample [39]. The deep 
radial and calcified layers of articular cartilage are “invisi-
ble” with conventional clinical sequences and visible, albeit 
with limited contrast when imaged with basic UTE or UTE 
with fat saturation. In contrast, the dual-IR-UTE sequence 
demonstrates excellent contrast for the thin deep radial and 
calcified layers of articular cartilage (arrows).

 Double Adiabatic Inversion Recovery UTE 
(Double-IR-UTE)

With contrast mechanism for double adiabatic inversion 
recovery UTE sequence (double-IR-UTE) (Fig. 13.6a), two 
identical adiabatic inversion pulses (duration of ~6 ms) with 

the same center frequency are used to sequentially invert the 
longitudinal magnetizations of long-T2 species [22]. Multiple 
k-space spokes (Nsp) with an equal time interval τ are acquired 
after the double IR preparation to increase the acquisition 
efficiency. In each TR period, the two adiabatic inversion 
pulses are applied with specific inversion times TI1, defined 
as the time between the centers of the two adiabatic inversion 
pulses, and TI2, defined as the time from the center of the 
second adiabatic inversion pulse to the center spoke of the 
multispoke acquisition. The multispoke acquisition scheme 
produces robust long-T2 suppression by timing the center 
spoke at the null point. Long-T2 transverse magnetizations 
before the null point are of opposite polarity to those acquired 
after the nulling point, leading to cancellation in the regrid-
ding process during image reconstruction and, therefore, 
long-T2 signal suppression. The short-T2 magnetizations are 
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Adiabatic IR2
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Fig. 13.6 The double-IR-UTE contrast mechanism (a), in which two 
identical adiabatic inversion pulses are used for simultaneous 
suppression of two long-T2 species with different T1s, such as muscle 
and fat. This is followed by 3D UTE data acquisition to produce high- 
contrast imaging of short- and ultrashort-T2 species. To demonstrate its 
efficacy, the knee joint of a 31-year-old male volunteer was subject to 
clinical GRE (b), fat-saturated UTE (c), and double-IR-UTE (d) 

imaging. The GRE sequence shows a signal void for the patellar tendon 
and cortical bone (b). The fat-saturated UTE sequence shows low signal 
from cortical bone and the patellar tendon (c). The double-IR-UTE 
sequence shows simultaneous suppression of muscle and marrow fat 
and provides high signal imaging of the patellar tendon and cortical 
bone (d). (Reproduced with permission from Ref. [22])
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not inverted but saturated mainly by the two adiabatic inver-
sion pulses. They recover to produce positive longitudinal 
magnetization after the second TI2, and are subsequently 
detected by UTE data acquisition. In this technique, species 
with a broad range of T1s, such as fat and muscle, can be 
nulled simultaneously using specific TIs. The double-IR-
UTE sequence is insensitive to inhomogeneities in the B1 and 
B0 fields. Figure 13.6b–d shows conventional clinical, UTE, 
and double-IR-UTE imaging of the knee joint in a healthy 
volunteer. The clinical fat-saturated GRE sequence provides 
high-signal, high-contrast imaging of long-T2 species, such 
as femoral and tibial cartilage and muscle, but little or no 
signal from the patellar tendon and cortical bone. The con-
ventional fat-saturated 3D UTE sequence shows similar 

results, with little signal from the patellar tendon and cortical 
bone. The 3D double-IR-UTE sequence shows high signal 
from short- and ultrashort-T2 species, such as the patellar 
tendon and cortical bone, with excellent suppression of mus-
cle and marrow fat signals [22].

 Double Echo Sliding Inversion Recovery UTE 
(DESIRE-UTE)

With the double echo sliding inversion recovery UTE 
(DESIRE-UTE) contrast mechanism (Fig.  13.7), a single 
adiabatic inversion recovery pulse is used to invert the lon-
gitudinal magnetizations of long-T2 species while saturating 

Adiabatic IR pulse

a

b

Each group generate one image

Full k-space
1.5

1

0.5

0

-0.5

-1

-1.5
4

42
20

0
-2 -2

-4 -4

4

42
20

0
-2 -2

-4 -4

4

42
20

0
-2 -2

-4 -4

1.5

1

0.5

0

-0.5

-1

-1.5

1.5

1

0.5

0

-0.5

-1

-1.5
4

42
20

0
-2 -2

-4 -4

1.5

1

0.5

0

-0.5

-1

-1.5

Group #1 Group #2 Group #N

#1#2 #3 #m #n
#N

TR

Long T2
Short T1

Short T2

Long T2
Long T1

Fig. 13.7 The DESIRE-UTE contrast mechanism (a), in which a sin-
gle adiabatic inversion pulse is followed by a train of 3D dual-echo 
UTE spokes (N spokes). A sliding window reconstruction technique is 
used to generate a series of images with increasing TIs. Spokes within 
a window size are used to create a single image. The window starts at 

the beginning and slides forward one spoke each time to generate a new 
image. The spokes are randomly ordered for data sampling to ensure 
that each group of spokes is uniformly distributed in k-space (b). 
(Reproduced with permission from Ref. [28])
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the longitudinal magnetization of short- and ultrashort-T2 
species [28]. The long-T2 species may have very different 
T1s. For example, WML and GML have very different T1s of 
~1000 ms and ~1800 ms, respectively, at 3 T [40]. After an 
adiabatic inversion pulse, fat recovers much faster than 
WML, and WML recovers more quickly than GML. A wide 
range of TIs is needed to provide the optimal nulling times 
for all species with their different T1s and so produce com-
prehensive signal nulling. This is a significant technical 
challenge. The DESIRE-UTE technique overcomes the 
problem by using a series of 3D dual-echo UTE acquisitions 
(e.g., the total number of spokes Nsp) following each adia-
batic inversion pulse [28]. By sequentially acquiring a train 
of continuous image spokes (up to 71 or more), a wide range 
of TIs is covered, including all potential nulling points for 
long-T2 species in health and disease corresponding to a 
wide range of T1s. Random gradient encoding is employed 
to ensure that any arbitrary number of spokes uniformly 
covers 3D k-space (Fig. 13.7b). This allows use of a sliding-
window image reconstruction technique to generate a series 
of images corresponding to the continuously increasing TIs 
(Fig. 13.7a). The window size (Nw) is adjustable, while the 
sliding step size is kept minimal (i.e., 1) to maximize the 
number of TIs. During image reconstruction, a window with 
a size of Nw spokes starts sliding from the shortest TI to the 

longest TI, generating a total number (N) of groups of 
images where N equals Nsp − Nw + 1. This sliding window 
generates a series of images with N different TIs, including 
those necessary to cover the optimal nulling points for 
WML, which has a shorter T1, and for GML, which has a 
longer T1, as well as the T1s, which may be encountered in 
disease. The voxel-based TInull can be determined based on 
the signal intensity of the second echo, where a minimum 
signal means the long-T2 signal is effectively nulled. This 
way, accurate long-T2 signal nulling can be achieved regard-
less of normal variation in T1, or variation in T1 due to dis-
ease (e.g., edema and iron deposition) [28].

The robustness of the DESIRE-UTE contrast mechanism 
for long-T2 signal suppression was tested on a series of water 
phantoms with different T1s. Six syringes of water were 
doped with gadobenate dimeglumine (i.e., MultiHance, 
Spectrum Chemical Mfg. Corp., Los Angeles, CA) with con-
centrations of 0.075, 0.125, 0.175, 0.225, 0.275, and 
0.325 mM and placed in parallel in a cylindrical container 
filled with 1% agarose gel. The phantoms had T1s of 513, 
565, 678, 854, 1069, 1484, and 2880  ms, respectively, as 
measured by a 3D UTE actual flip angle imaging and vari-
able flip angle technique [41, 42]. The DESIRE-UTE tech-
nique generated 76 images with different TIs, as shown in 
Fig. 13.8. The best nulling point for each phantom was found 
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Fig. 13.8 3D DESIRE-UTE imaging of six syringes of water (#1 to 
#6) doped with different concentrations of gadobenate dimeglumine 
with T1s of 513 ms (Phan #1), 565 ms (Phan #2), 678 ms (Phan #3), 854 
ms (Phan #4), 1069 ms (Phan #5), and 1484 ms (Phan #6), and a cylin-
drical container filled with 1% agarose gel with a T1 of 2880 ms (Agr 
phan), respectively (a). The signal intensity curves of the 76 different TI 
images obtained using the sliding window method for all the phantoms 

are shown in (b). DESIRE- UTE images reconstructed at the best null-
ing point are shown for each phantom (c). The image numbers Nimg for 
nulling are Nimg  =  28 for phantom #1, Nimg  =  31 for phantom #2, 
Nimg = 34 for phantom #3, Nimg = 37 for phantom #4, Nimg = 41 for phan-
tom #5, Nimg = 46 for phantom #6, and Nimg = 51 for the agarose phan-
tom (c). (Reproduced with permission from Ref. [28])
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Fig. 13.9 Representative normalized signal intensity curves for the 
first echo (red curve) and the second echo (green curve) as a function of 
the reconstructed DESIRE-UTE image numbers (corresponding to dif-
ferent TIs) for an ROI in white matter (a) and gray matter (c) in a 
49-year-old male volunteer measured from 52 sliding images. The 

long-T2 white matter signal is nulled on the 22nd image (Nimg = 22) 
where myelin shows a high signal in the first echo but pure noise on the 
second echo (b). The long-T2 gray matter signal is nulled at the 30th 
image (Nimg = 30) (d). The higher image number is due to the longer T1 
of gray matter

by choosing the TI with the lowest second echo signal inten-
sity based on the signal intensity versus the TI curve for each 
phantom (Fig.  13.8b). This shows longer TInull values for 
phantoms with longer T1s. The DESIRE-UTE data can gen-
erate images with near perfect nulling of each phantom 
despite their very different T1s.

The DESIRE-UTE sequence can generate whole-brain 
myelin maps of both white and gray matter with minimal 
water signal contamination. Figure  13.9 shows DESIRE- 
UTE imaging of the brain in a healthy volunteer. 
Representative normalized second echo signal intensity 
curves for a small ROI drawn in white and gray matter are 
shown to explain how the optimal nulling times are deter-
mined. Subtraction of the second echo from the first UTE 
FID image can be used to produce optimal long-T2 signal 
suppression. A voxel-based optimal TI can be constructed, 
providing robust long-T2 signal suppression and therefore 
selective mapping of myelin in the whole brain.

 Short TR Adiabatic Inversion Recovery UTE 
(STAIR-UTE)

In the contrast mechanism for short TR adiabatic inversion 
recovery UTE (STAIR-UTE) (Fig. 13.10a, b) sequence, 3D 
IR-UTE data are acquired with a short TR, and a high flip 

angle within specific absorption rate (SAR) limits for clini-
cal imaging [15, 29, 43]. The short TR and TI combination is 
selected to achieve robust suppression of signal from long-T2 
species with a broad range of T1 values above a certain mini-
mum value. Multiple spokes are then acquired for efficient 
volumetric imaging of short-T2 species such as bone and 
myelin. The spokes from long-T2 species acquired before 
and after the null point (center spoke) have opposite longitu-
dinal magnetizations leading to signal cancellation and addi-
tional suppression of long-T2 signal.

The efficiency of this signal suppression was demon-
strated through numerical simulation of STAIR imaging 
with different TRs of 50, 100, 150, 200, 250, 500, and 
800 ms, respectively. The simulated T1s of the long-T2 com-
ponents ranged from 20 to 2500  ms, which was a broad 
enough selection to cover T1s for typical long-T2 species 
such as fat, muscle, white matter, and gray matter. The opti-
mal TIs for signal suppression were determined by minimiz-
ing the average signals from long-T2 water components with 
T1s ranging from 250 to 1500  ms [29]. Contrast-to-noise 
(CNR) efficiency, defined by signal intensity difference 
between short- and long-T2 components normalized by TR, 
was used to evaluate the contrast efficiency of the STAIR-
UTE sequence with different TRs. The mean CNR effi-
ciency is calculated by averaging the CNR efficiency for T1s 
between 300 and 1500 ms. For simplicity, the short-T2 com-
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Fig. 13.10 Diagram of the 
contrast mechanisms in 
IR-UTE imaging with a 
longer TR (a) and a shorter 
TR (i.e., STAIR-UTE) (b). 
The distributions of TIs for 
long-T1 and short-T1 species 
approach each other as TR is 
shortened. Numerical 
simulation was performed to 
investigate the effect of TR 
and flip angle on long-T2 
signal suppression (c), CNR 
efficiency (d, e, and f), and 
SAR (g) in STAIR-UTE 
imaging of species with 
different TRs ranging from 50 
to 800 ms and a wide range of 
T1s ranging from 20 to 
2500 ms. The zoomed-in 
curves (c) only display T1s 
ranging from 300 to 2000 ms. 
Higher CNR efficiency is 
achieved when a shorter TR is 
used (d and e). The RF power 
increases significantly with a 
shorter TR (f). Mean CNR 
efficiency changes with 
excitation flip angle (g). 
(Reproduced with permission 
from Ref. [29])

ponent was assumed to have a T1 of 350 ms and a proton 
density of 6.5% (100% for long-T2 components) [25, 44]. 
RF power was calculated by summing the squares of all the 
RF waveforms used in the sequence and normalizing this by 
the TR to assess the SAR of the STAIR-UTE sequence [29]. 
The CNR efficiency was investigated by varying the excita-
tion flip angles from 0° to 90°.

Figure 13.10c–g shows the results of this numerical simu-
lation, where a broad range of signals with different T1s can 
be effectively suppressed when a TR of less than 250 ms is 
used. Improved long-T2 signal suppression is achieved with 
shorter TRs. The simulated signal intensity takes the form of 
an asymmetric notch T1 tissue property filter when using a 
linear X-axis [45]. Higher CNR efficiency over a broad range 
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Fig. 13.11 STAIR-UTE 
imaging of nine water 
phantoms doped with 0.0055, 
0.01, 0.015, 0.0195, 0.0265, 
0.0375, 0.085, 0.18, and 
1.4828 g/L MnCl2˙4H2O, with 
the corresponding T1s of 
2012, 1520, 1195, 1002, 801, 
609, 299, 148, and 18 ms, 
respectively (a). The 
STAIR-UTE data were 
acquired with seven different 
TR/TI combinations of 50/24, 
100/47, 150/68, 200/88, 
250/107, 500/185, and 
800/254 ms, respectively. The 
corresponding signal intensity 
vs. T1 curves demonstrates 
that a shorter TR/TI 
combination is more efficient 
in suppressing long-T2 signals 
with a broad range of T1s than 
longer TR/TI combinations 
(b). (Reproduced with 
permission from Ref. [29])

of T1s (i.e., from 300 to 1500  ms) can be achieved when 
shorter TRs are used (Fig. 13.10c). However, RF power is 
substantially increased when shorter TRs are used 
(Fig. 13.10e). Mean CNR efficiency is also influenced by the 
excitation flip angle (Fig.  13.10f), with higher CNR effi-
ciency achieved when using flip angles between 20° and 40° 
and a TR less than 250  ms. These numerical simulation 
results suggest that selective imaging of short-T2 species can 
be achieved with 3D STAIR-UTE imaging using a TR of less 
than 150 ms. Even more efficient long-T2 suppression can be 
achieved when TR is further decreased [29].

The STAIR-UTE sequence was used on a series of water 
phantoms with different T1s to demonstrate its efficiency for 
long-T2 suppression. The phantoms consisted of nine 
syringes of water doped with varying concentrations of 
MnCl2˙4H2O (0.0055, 0.01, 0.015, 0.0195, 0.0265, 0.0375, 
0.085, 0.18, and 1.4828 g/L), with T1 values of 2012, 1520, 
1195, 1002, 801, 609, 299, 148, and 18 ms, respectively. The 
syringes were placed in parallel in a cylindrical container 
filled with 1% agarose and then scanned using the 3D 
STAIR-UTE sequence with a series of TRs (50, 100, 150, 
200, 250, 500, and 800  ms), and optimal TIs numerically 

determined by minimizing the average signal from long-T2 
components with T1 values ranging from 250 to 1500 ms. 
Figure 13.11 shows STAIR-UTE images in which signals in 
phantoms with T1s greater than 299  ms are almost com-
pletely suppressed when TR is less than 250  ms. Signal 
intensities for all phantoms with different TRs are shown in 
Fig.  13.11b, demonstrating that improved long-T2 signal 
suppression can be achieved with a shorter TR [29].

The clinical feasibility of the STAIR-UTE sequence was 
demonstrated by applying it to the brain of an MS patient, 
the hip of a healthy volunteer, and the lumbar spine of a 
healthy volunteer, as shown in Fig. 13.12. As can be seen, the 
clinical sequences only depict signals from long-T2 species 
such as muscle, spinal cord, disc, and marrow fat (a, c, e). In 
contrast, the 3D STAIR-UTE sequence shows high contrast 
imaging of myelin in the brain (b), as well as cortical and 
trabecular bone (d, f), with excellent suppression of long-T2 
signals. Myelin loss in MS lesions was detected with excel-
lent contrast using 3D STAIR-UTE imaging (b) [29].

Numerical simulation and phantom studies demonstrate 
that shorter TRs provide more effective long-T2 signal sup-
pression than longer TRs. In distinction, a higher flip angle 
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a c e
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Fig. 13.12 Clinical and STAIR-UTE sequences in the brain of an MS 
patient (a, b), the hip of a volunteer (c, d), and the lumbar spine of a 
volunteer (e, f), respectively. Myelin loss in MS lesions is well depicted 

on the STAIR-UTE image (arrows) (b). Cortical bone and trabecular 
bone (d, f) are also depicted with excellent contrast using the STAIR- 
UTE sequence

provides more T1-weighting, and this can benefit short-T2 
imaging because short-T2 species typically have shorter T1s 
than long-T2 species [25, 46, 47]. As a result, STAIR-UTE 
provides more selective volumetric imaging of short-T2 spe-
cies when a shorter TR with a higher SAR can be used. The 
parallel transmission allows higher-power RF pulses with 
less SAR constraints [48], which is an excellent approach for 
STAIR-UTE imaging of myelin and other short-T2 species. 
Recently, Weiger et  al. reported the use of a high-perfor-
mance gradient insert that provided a maximum gradient 
strength of 200 mT/m and a slew rate of 600  mT/m/ms, both 
of which are four to five times stronger than the typical gra-
dient strengths and slew rates available on clinical scanners 
[49]. The combination of parallel transmission, gradient 
inserts, and STAIR-UTE imaging is expected to significantly 
improve the selective imaging of short-T2 species.

 Adiabatic Inversion Recovery UTE (AIR-UTE) 
and Double Adiabatic Full Passage UTE 
(DAFP-UTE)

The AIR-UTE and DAFP-UTE contrast mechanisms have 
been used to respectively image bound water and pore water 
in cortical bone [31]. In AIR-UTE imaging (Fig. 13.13a), an 
AFP pulse is added to a conventional UTE sequence, similar 
to the case with the IR-UTE contrast mechanism. The AFP 
pulse is used to largely invert and null pore water and to 
approximately saturate bound water in cortical bone when an 
appropriate TI is chosen to null pore water longitudinal mag-
netization. As a result, the final AIR-UTE signal is primarily 
from bound water. Bound water concentration (Cbw) can be 
estimated by comparing the AIR-UTE signal of cortical bone 
with a water calibration phantom after correction for relax-
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Fig. 13.13 Adiabatic inversion recovery (AIR) scheme. This employs 
an adiabatic full-passage pulse to saturate pore water and create a pre-
dominantly bound water signal which is subsequently detected with a 
conventional UTE data acquisition (a). The double adiabatic full-passage 
(DAFP) scheme employs two consecutive adiabatic full-passage pulses 
to saturate bound water longitudinal magnetization at the time of the 
readout and thus create signal dominated by pore water (b). Bound 

water and pore water maps were derived from AIR-UTE and DAFP-
UTE imaging of a forearm specimen (c). An excellent linear correlation 
(ρ − 0.71) was observed between DAFP-UTE-measured Cpw and μCT-
measured cortical porosity in 40 forearm specimens (d). TR repetition 
time, TI inversion time, GR readout gradient, RF slice or volume excita-
tion). (Reproduced with permission from Refs [31, 50])

ation effects and coil sensitivity. In DAFP-UTE imaging 
(Fig. 13.13b), a pair of sequential AFP pulses is used with a 
conventional UTE sequence. The DAFP pulse rotates long-
T2 pore water magnetization 360° while approximately satu-
rating bound water. As a result, after RF excitation, the final 
DAFP-UTE signal is primarily from pore water. Pore water 
concentration (Cpw) can be estimated by comparing the 
DAFP-UTE signal of cortical bone with a water calibration 
phantom after correction for relaxation effects and coil 
sensitivity.

AIR and DAFP measurements of bound and pore water in 
cortical bone were validated on 40 fresh human cadaveric 
forearms (elbow to fingertip, ages 56–97, mean age 80 ± 9.5, 
20 males, 20 females) [50]. Dual-energy X-ray absorptiom-
etry (DXA) and MRI measures were first acquired on the 
intact arms, and then the radii were dissected and cut from 
the distal third of the bone 7.5 cm proximal to the wrist. After 
dissection, μCT imaging was performed on the radii with the 

bone immersed in a phosphate-buffered saline (PBS) medium 
at pH 7.4 during the scan. All imaging measurements were 
performed at the distal third site of the radius. A short-T2 
reference phantom (CuSO4-doped 10% H2O:90% D2O) was 
used to convert intensity into absolute concentration units 
(mol 1H/Lbone) [51]. Representative bound water and pore 
water maps are shown in Fig. 13.13c. The excellent correla-
tion between DAFP-UTE-measured Cpw and μCT- measured 
cortical porosity shows that Cpw measurement is an indirect 
measure of porosity.

 Conclusion

A series of adiabatic IR-based contrast mechanisms can be 
combined with 3D UTE data acquisition to generate high- 
contrast images of various short-T2 species. Adiabatic inver-
sion pulses from the hyperbolic secant family are frequently 
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employed for robust long-T2 signal suppression because of 
their insensitivity to inhomogeneities in the B1 field. The per-
formance of adiabatic inversion pulses may be significantly 
reduced at off-resonance frequencies, but this challenge can 
be addressed by using nonselective adiabatic inversion pulses 
with relatively broad spectral bandwidths. IR-based tech-
niques typically use a relatively long TR to allow full recov-
ery of longitudinal magnetization. This may significantly 
increase the total scan time. Multiple spokes are usually 
acquired after each adiabatic inversion pulse preparation to 
reduce scan time.

With the basic IR-UTE sequence, only one specific T1 
magnetization reaches the null point for each TR and TI 
combination, and this may result in significant residual long-
T2 signals from species with different T1s [20]. More effec-
tive long-T2 suppression of tissues with different T1s can be 
achieved with more advanced adiabatic IR-based techniques, 
such as IR-UTE-ES [6], IR-FS-UTE [23, 36, 37], dual-IR-
UTE [38, 39], double-IR-UTE [22], DESIRE- UTE [28], and 
STAIR-UTE [15, 29, 43]. DESIRE-UTE allows complete 
suppression of signals from long-T2 species with widely dif-
ferent T1s by selecting the optimal TI for each voxel and 
thereby providing genuinely voxel-based selective short-T2 
mapping (e.g., myelin mapping) [28]. However, DESIRE-
UTE is time inefficient because many of the spokes are 
acquired at nonoptimal TIs. The STAIR-UTE sequence 
resolves this problem by acquiring 3D IR-UTE data with a 
short TR and as high a flip angle as possible within SAR 
limits, to minimize the long-T2 signal and maximize the 
short-T2 signal [15, 29, 43]. The SNR efficiency, in this case, 
is expected to be higher than other IR-based contrast mecha-
nisms, although systematic comparison of the various 
IR-based contrast mechanisms remains to be done. Detailed 
clinical assessment of the newer techniques in musculoskel-
etal (e.g., osteoarthritis, osteoporosis) and neurological dis-
ease (e.g., MS, Alzheimer’s disease, traumatic brain injury, 
Parkinson’s disease) is awaited.
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14Ultrashort Echo Time Magnetic 
Resonance Imaging with Water 
Excitation
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 Introduction

Fat is commonly found in the musculoskeletal (MSK) sys-
tem. For example, it is located in the marrow cavity of tra-
becular bone and accounts for ~70% of adult bone marrow 
volume [1]. Healthy muscle contains about 1.5% intramyo-
cellular fat, including intramuscular fat between muscle 
groups and intramuscular fat within a muscle, and this can 
increase to over 5% in the obese [2]. Accumulation of fat in 
bone, liver, and muscle is a common feature of aging [3]. Fat 
shows a high signal with ultrashort echo time (UTE) imag-
ing due to its short T1, long T2, and relatively high proton 
density. The high fat signal can significantly reduce imaging 
contrast for the tissue components of interest, such as mus-
cle, cartilage, and cortical bone, with T1-weighted UTE 
imaging [4].

Furthermore, UTE imaging is generally based on non- 
Cartesian k-space mapping, where fat produces strong off- 
resonance artifacts [5]. These artifacts are different from the 
chemical shift artifacts observed with conventional Cartesian 
MR imaging, where a spatial shift is observed in the fre-
quency encoding direction due to misregistration of signal 
from fat and water molecules. UTE sequences employ cen-
ter-out radial or spiral mapping of k-space, where chemical 

shift artifact from fat is manifested as spatial blurring due to 
its ring-shaped point spread function in all directions, lead-
ing to strong off-resonance and partial volume effects [5, 6]. 
The high fat signal also tends to reduce UTE image contrast 
and produces errors in quantitative UTE imaging [7]. Fat sig-
nal suppression is critical for high contrast morphological 
and accurate quantitative UTE imaging of MSK tissues.

There are several commonly used fat suppression tech-
niques with UTE imaging, including classic chemical shift 
fat saturation (FatSat), inversion recovery (IR), and water 
excitation [8]. Unlike FatSat and IR techniques, no extra RF 
pulse preparation is needed for water excitation, which offers 
higher scan efficiency. Several comparative studies have 
demonstrated that water excitation provides better fat sup-
pression than FatSat in terms of signal suppression homoge-
neity, presence of artifacts, conspicuity of lesions, and overall 
image quality [9–11]. Water excitation pulses can be com-
bined with three-dimensional (3D) gradient echo sequences 
for accurate quantitative assessment of thin cartilage layers, 
including measurement of cartilage volume and thickness 
[9–11].

Recently, water excitation pulses have been applied to 
UTE imaging [12–15]. Advantages with water excitation 
have been found in fat signal suppression and/or water signal 
preservation in both morphological and quantitative UTE 
imaging. In this chapter, we describe the mechanisms that 
have been developed for water excitation pulses and their 
application in UTE imaging.

 Binomial Water Excitation Pulses

As can be seen in Fig. 14.1, a 1–1 binomial water excitation 
pulse can be used for signal excitation with a 3D UTE 
sequence [12]. The 1–1 binomial water excitation pulse 
includes two identical short rectangular pulses with the same 
duration TRF but separated by Tint. Following signal excita-
tion by the first rectangular pulse, the transverse magnetiza-
tion of fat precesses with a resonant frequency difference of 
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Fig. 14.1 The UTE imaging sequence. This employs a 1–1 binomial 
pulse for water excitation followed by 3D radial ramp sampling. The 
1–1 binomial pulse consists of two identical rectangular pulses (dura-
tion  =  TRF) separated by Tint. The effective TE is calculated as 
TRF + Tint/2 + d1, where d1 is the time interval between the end of the 
second RF pulse and the beginning of ramp sampling. (Reproduced 
with permission from Ref. [12])

around −440 Hz relative to that of water at 3 T. After free 
precessing for a period Tsat, where Tsat = Tint + TRF, the off-
resonance fat magnetization has the opposite phase (i.e., 
180°) to that of on-resonance water magnetization in the 
transverse plane. Because of this, the second rectangular 
pulse continues to tip the water magnetization down but tips 
the fat magnetization back to its original state. Therefore, 
after the second rectangular pulse, there is theoretically no 
fat transverse magnetization, while the water transverse 
magnetization is efficiently created. This is the basic mecha-
nism for water excitation with simultaneous fat suppression. 
The 1–1 pulse allows use of a shorter TE than other binomial 
pulses, such as the 1–2–1 pulse. As a result, the 1–1 pulse is 
the primary choice among the different types of binomial 
water excitation pulses for high-contrast UTE imaging of 
MSK tissues [12].

Springer et al. were among the first to study UTE imaging 
of short-T2 tissues with water excitation [12]. Numerical 
simulations were utilized to investigate the water excitation 
efficacy and fat suppression capability of 1–1 binomial 
pulses. As can be seen in Fig. 14.2a, the signal yield of the 
water excitation sequence is generally lower than that of the 
regular hard pulse excitation sequence when comparable 
imaging parameters are used. In addition, the Ernst angle is 
slightly increased with water excitation because the water 

excitation efficiency of the water excitation pulse is gener-
ally lower than that with a regular hard pulse due to its rela-
tively narrow excitation bandwidth. The water excitation 
efficiency is significantly reduced when the tissue T2 is 
shorter than 2 ms (Fig. 14.2b). This is not surprising since 
the effective TE of this 1–1 type water excitation sequence is 
around 0.7 ms, which is about ten times longer than that of a 
regular UTE sequence. The FatSat module has a broader fat 
signal suppression band than the water excitation pulse 
(Fig. 14.2c), which means that the FatSat module used for fat 
suppression is less sensitive to the B0 inhomogeneity than the 
water excitation pulse. On the other hand, the water excita-
tion pulse shows better water signal preservation than the 
FatSat module, especially for short-T2 tissues with T2s of 
around 1 ms or less (Fig. 14.2d). This is because the FatSat 
module may directly saturate short-T2 tissues with broad 
spectra. Figure  14.3 shows representative 3D UTE water 
excitation images of a finger and a knee joint. Fat signals are 
efficiently suppressed, and tendons and ligaments are clearly 
depicted with positive contrast in these images [12].

Deligianni et  al. performed a similar study of water- 
selective excitation with binomial pulses in UTE imaging of 
short-T2 species at 3 T and 7 T [13]. They also utilized the 
1–1 binomial pulse for water excitation. This study aimed to 
compare and explore a series of short water excitation pulse 
schemes for efficient short-T2 imaging. Figure 14.4a shows 
the RF pulse diagrams. The interval between the two rectan-
gular pulses with the 1–1 water excitation pulse is deter-
mined by the precessional phase difference between the 
water and fat transverse magnetizations. Three different 
phases were considered in this study, namely, 45°, 90°, and 
180°. Figure  14.4b shows the simulated signal loss ratio 
curves between water excitation and hard pulse excitation at 
3 T and 7 T, respectively. For all the water excitation pulses, 
signal loss increases dramatically with decreasing T2, espe-
cially when T2 is shorter than 2  ms. The signal loss from 
water excitation is lowest with a 90° phase difference and 
highest with a 45° phase difference. This means that the 90° 
phase difference provides a good balance between the effect 
of increasing TE in reducing signal level and the effect of 
improving water signal excitation efficiency with the 1–1 
binomial pulse. Figure  14.5 shows UTE water excitation 
images of a knee joint. The water excitation pulses with 
phase differences suppress fat signal effectively. Consistent 
with the simulation results in Fig. 14.4b, the water excitation 
pulse with a 90° phase difference performs best for water 
signal excitation and fat signal suppression.
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Fig. 14.2 Numerical simulations of water excitation efficiency and fat 
suppression capability of the 1–1 binomial pulse with TR  =  10  ms; 
TRF = 0.1 ms; d1 = 0.02 ms; T1 = 500 ms. The UTE with 1–1 water 
excitation (1–1 WE-UTE) sequence (blue line) has a lower signal yield 
than the regular UTE sequence (red line) for three different transverse 
relaxation times of 0.5, 2, and 10 ms (from lower to upper), respectively 
(a). The ratio of maximal achievable signal yield of WE-UTE and 

regular UTE sequences over a broad range of T1 and T2 values suggests 
that the signal excitation efficiency of the 1–1 binomial pulse is 
significantly reduced when the tissue T2 is shorter than 2 ms (b). The 
FatSat module has a broader fat signal suppression band than the water 
excitation pulse (c), but it also attenuates more water signal from 
short-T2 tissues (e.g., with T2  =  1  ms used in this simulation) (d). 
(Reproduced with permission from Ref. [12])

a

b c

Fig. 14.3 Representative 
UTE images of a finger in the 
sagittal (a) and axial (b) 
planes, as well as a knee joint 
shown in the sagittal plane (c) 
using a 1–1 binomial water 
excitation pulse. Flexor 
tendons of the fingers and the 
posterior cruciate ligament of 
the knee joint are clearly 
depicted with positive 
contrast. (Reproduced with 
permission from Ref. [12])

14 Ultrashort Echo Time Magnetic Resonance Imaging with Water Excitation



184

X

35

30

25

20

15

10

1-45-1

a b

1-90-1

1-180-1

1-45-1

1-90-1

1-180-1

5

0
2 4 6 8 10

2 4 6 8 10

35

30

25

20

15

10

5

0

X

X

X -X

y

T45º

T90º

T180º

xy
α1

α2

α/2 α/2

α2

α1

∆tRF

∆s
3T

 (
%

)
∆s

3T
 (

%
)

∆tRF

∆tRF ∆tRF

∆tRF ∆tRF

∆tRF

α

Fig. 14.4 RF pulse diagrams (a) and signal loss ratio curves (b). Four 
RF pulse diagrams are shown, including a single hard pulse (first row in 
a) and three 1–1 binomial water excitation pulses with different 
precessional phases (i.e., 45°, 90°, and 180°) (second to fourth rows in 

a). The signal loss ratio curves between water excitation and hard pulse 
excitation are simulated for field strengths of 3 T (right top) and 7 T 
(right bottom), respectively (b). (Reproduced with permission from 
Ref. [13])
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Fig. 14.5 Representative 
UTE images of a knee joint 
with four different excitation 
schemes (a): (I) single hard 
pulse, (II) 1–1 water 
excitation with a phase of 45°, 
(III) 1–1 water excitation with 
a phase of 90°, and (IV) 1–1 
water excitation with a phase 
of 180°. This is followed by 
the measured average signal 
with the different excitation 
schemes, normalized to the 
signal of the hard pulse 
excitation for each ROI for 
the respective regions (circles 
in a) (b). (Reproduced with 
permission from Ref. [13])
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 Soft-Hard Water Excitation Pulses

As seen in the above two studies by Springer et al. [12] and 
Deligianni et al. [13], the binomial water excitation pulse is 
very effective for fat suppression in UTE imaging of short-T2 
tissues. However, the water signal also suffers from attenua-
tion due to the relatively long effective TE and the limited 
water excitation efficiency, especially when the tissue T2 is 
very short. Thus, conventional binomial pulses may not be 
ideal for short-T2 imaging.

Ma et al. have recently designed a new soft-hard water exci-
tation pulse specifically for high contrast short-T2 water imag-
ing with simultaneous fat suppression [14]. Figure 14.6a shows 
the RF pulse diagrams. The new soft-hard excitation pulse con-
sists of a low-power soft pulse and a high-power short rectan-
gular pulse (first column in Fig. 14.6a). The two RF pulses have 
the same flip angles but opposite excitation phases. The excita-
tion frequencies of the soft and hard pulses are centered on the 
fat and water peaks, respectively. A minimum-phase Shinnar–
Le Roux (SLR) algorithm is used to design the soft pulse which 
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Fig. 14.6 RF pulse diagrams for soft-hard water excitation (first col-
umn) and a FatSat module (second column) (a) and numerical simula-
tions of UTE imaging signal intensities for different tissues (T2s of 20, 
5, 2, 1, 0.5, and 0.3 ms) with three different excitation schemes: single 

hard pulse excitation, soft-hard water excitation, and single hard pulse 
excitation with FatSat preparation (b). A constant T1 of 800  ms was 
used in all simulations. (Reproduced with permission from Ref. [14])
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has a relatively narrow spectral bandwidth of around 500 Hz 
and a relatively long duration of around 4.4 ms to reduce signal 
saturation of short-T2 tissues during excitation. With this soft-
hard pulse design, the fat magnetization is first excited by the 
off-resonance soft pulse and then tipped back by the hard pulse. 
Thus, theoretically, no fat signals result. The water magnetiza-
tion is almost entirely unaffected by the soft pulse excitation 
and efficiently excited by the following short hard pulse. The 
commonly used FatSat module is also shown in the second col-
umn of Fig. 14.6a for comparison.

Figure 14.6b shows numerical simulation results for UTE 
imaging with a single hard pulse excitation, a soft-hard pulse 

excitation, and a FatSat preparation for tissues with different 
T2s. The signal intensity with soft-hard excitation is slightly 
reduced compared with single hard pulse excitation when T2 
is less than 2 ms. In comparison, the short-T2 water signal is 
much lower in FatSat-prepared UTE imaging compared to 
UTE imaging with either a single hard pulse excitation or 
soft-hard pulse excitation. Due to the strong direct saturation 
of short-T2 tissues, this water signal attenuation becomes 
more dramatic with FatSat-prepared UTE imaging of shorter 
T2 tissues.

Figure 14.7 shows representative in  vivo knee images 
using UTE imaging with a single hard pulse excitation, a soft-
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Fig. 14.7 Representative knee joint UTE imaging using excitations 
with a single hard pulse (a–c), the soft-hard water excitation pulse (d–
f), and the FatSat module (g–i). Fat signal is well suppressed by both the 
soft-hard pulse and the FatSat module. The short-T2 signals (yellow 

arrows) are much better preserved in UTE images with the soft-hard 
excitation pulse (d–f) than with the FatSat module (g–i). UTE images 
with the soft-hard water excitation show the best image contrast. 
(Reproduced with permission from Ref. [14])

14 Ultrashort Echo Time Magnetic Resonance Imaging with Water Excitation



188

500a b c

d e f

g h i

400

300

200

100

0

500

400

300

200

200

150

100

50

0

100

0

Fig. 14.8 Representative tibia UTE imaging using excitations with a 
single hard pulse (a–c), the soft-hard water excitation pulse (d–f), and 
the FatSat module (g–i). Fat signal is well suppressed by both the soft- 
hard pulse and the FatSat module. The short-T2 signals (yellow arrows) 

are much better preserved on UTE images with the soft-hard excitation 
pulse (d–f) than with the FatSat module (g–i). UTE images with soft- 
hard water excitation show the best bone contrast. (Reproduced with 
permission from Ref. [14])

hard pulse excitation, and a FatSat preparation, respectively. 
Fat signals are well suppressed with both the soft-hard pulse 
and the FatSat module. However, water signals, especially 
those of short-T2 tissues such as tendons and ligaments, are 
much lower with FatSat preparation than with soft-hard water 
excitation. Significantly better short-T2 contrast is achieved in 
UTE images with soft-hard pulse excitation.

Figure 14.8 shows representative in vivo tibial midshaft 
UTE images with single hard pulse excitation, soft-hard 
pulse excitation, and FatSat preparation. Both subcutaneous 
and bone marrow fat are well suppressed on UTE images 
with soft-hard water excitation, and cortical bone is depicted 

with excellent contrast. In comparison, the bone signal with 
FatSat-prepared UTE images is almost completely saturated 
by the FatSat module. In addition, short-T2 coil elements can 
only be seen on UTE images with single hard pulse excita-
tion and soft-hard pulse excitation. This further demonstrates 
that the FatSat module saturates short-T2 species (e.g., corti-
cal bone and coil elements), while the soft-hard water excita-
tion pulse preserves short-T2 signals very well.

The soft-hard water excitation pulse has also been applied 
to quantitative bicomponent imaging of cortical bone [15]. 
As shown in Fig. 14.9, excellent bicomponent curve fitting 
can be achieved using multi-echo UTE images with soft- 
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Fig. 14.9 Bicomponent analysis results of a bovine bone sample with 
marrow fat removed (the first row) and the tibial midshaft of a healthy 
volunteer (second to fourth rows) acquired using UTE sequences with 
the soft-hard excitation pulse (first column), the single hard pulse 
without (second column), and with the FatSat module (third column), 
respectively. When bone marrow fat is removed from the bovine bone 

sample, all three excitation schemes work equally well with little 
difference (first row). For the in vivo case, the signal oscillation due to 
fat contamination (as indicated by the red ellipses) is eliminated with 
the soft-hard pulse but is seen with the regular pulse which shows more 
marked oscillation in the inner layer (second row) than in the outer 
layer (the third row). (Reproduced with permission from Ref. [15])

hard water excitation for cortical bone measurements in both 
ex vivo and in vivo studies at 3 T. In comparison, fat con-
tamination produces signal oscillation on UTE images with 
single hard excitation when TEs are close to 2 ms. This leads 
to a substantially reduced bound water fraction. The signal 
oscillation pattern is also found with FatSat-prepared UTE 

images. In this case, the FatSat module significantly attenu-
ates the bone signal and thus reduces it to a level comparable 
to the residual fat signal. The inner layer of the tibial cortex 
is subject to significant partial volume and off- resonance 
artifacts. As a result, the water and fat spins go in and out of 
phase as a function of TE, leading to signal oscillation and 
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this causes further quantification errors. This study demon-
strates that the soft-hard pulse can sufficiently suppress fat 
signal and preserve bone signal for more accurate bicompo-
nent fitting than the regular short rectangular pulse without, 
or with, a FatSat module [15].

 Conclusion

Water excitation RF pulses provide effective fat suppression 
and preserve short-T2 signals much better than the regular 
FatSat module in UTE imaging. Theoretically, the soft-hard 
pulse provides better preservation of short-T2 signals than 
the 1–1 binomial water excitation pulse. The water excitation 
pulse minimizes errors in UTE bicomponent analysis of 
bound and pore water in cortical bone. It may also improve 
the accuracy of UTE-based quantitative magnetization trans-
fer imaging [16], T1 mapping [4], T1ρ mapping [17], and 
quantitative susceptibility mapping [18].
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15UTE–Dixon Fat–Water Imaging

Sophia Kronthaler, Georg Feuerriegel, Philipp Braun, 
Kilian Weiss, Alexandra Gersing, 
and Dimitrios C. Karampinos

 Introduction

Fat is abundant throughout the human body, including loca-
tions within and between organs. It produces an important 
magnetic resonance (MR) signal component in diagnostic 
imaging that often needs to be either suppressed or separated 
from water-containing species when quantifying the MR 
properties of mixtures of different chemically shift species. 
An MRI of short-T2 tissues often requires the suppression of 
signals from other long-T2 water-containing tissues to 
improve the contrast in the depiction of the short-T2 tissues. 
Suppression of long-T2 fat signals is often also required. In 
addition, fat needs to be included in the assessment of tissue 
water properties such as proton density, particularly in the 
presence of partial volume effects.

Nowadays, fat–water imaging is a state-of-the-art imag-
ing methodology, which is used to separate fat and water sig-
nals. It is performed either qualitatively, typically to suppress 
the fat signal, or quantitatively to derive biomarkers of tissue 
fat concentration. Fat–water imaging relies on encoding the 
chemical shift difference between fat and water using multi- 
echo acquisitions and is formally referred to as chemical 
shift encoded (CSE) water–fat separation or more frequently 
as Dixon imaging.

Fat–water imaging is combined with techniques for imag-
ing short-T2 tissues, especially ultrashort echo time (UTE) 
techniques. Techniques combining both UTE and Dixon 
imaging are described as UTE–Dixon imaging and are used 
both to suppress the fat signal with UTE acquisitions and to 
determine tissue proton density and other properties. This 
chapter aims to highlight the advantages of UTE–Dixon 

imaging. Here, the most important technical aspects of 
UTE–Dixon imaging are reviewed, including the most fre-
quently employed data acquisition techniques and appropri-
ate water–fat separation algorithms. Current applications of 
UTE–Dixon imaging are also described.

 Dixon Imaging for Fat Suppression with UTE 
Acquisitions

Magnetization preparation techniques are most commonly 
used for fat suppression in clinical protocols due to the sim-
plicity of their implementation and their compatibility with 
the majority of MR imaging sequences. Common magneti-
zation preparation techniques are fat saturation, water excita-
tion, short tau inversion recovery (STIR), spectral 
presaturation with inversion recovery (SPIR), and spectral 
adiabatic inversion recovery (SPAIR). Even though fat sup-
pression techniques based on magnetization preparation are 
extremely useful for morphological and quantitative imag-
ing, the use of conventional fat suppression methods is chal-
lenging with UTE imaging. Chemical shift- based fat 
saturation techniques lead to undesired loss of signal from 
short-T2 tissues in addition to the loss of signal from fat. 
Compared to magnetization preparation techniques, CSE 
methods are more robust to B0 and B1 field inhomogeneities 
and have lower specific absorption rate (SAR) values. The 
major limitations of CSE-based methods are the increased 
scan time required for them and the need for post-processing 
methods to separate the detected signal into fat and water 
components.

 Data Acquisition Techniques for UTE–Dixon 
Imaging

Dixon techniques utilize the phase evolution of the different 
chemical species during multiple echo times (TEs) for water- 
and fat-separated image reconstruction. The acquisition of 
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a b c

Fig. 15.1 Schematics of multi-TE UTE–Dixon acquisitions. (a) UTE–
Dixon multi-acquisition for a dual-echo sequence: multiple TEs are 
acquired in consecutive repetitions. Although this allows high flexibility 
in choosing TEs, it comes at the cost of reduced scan time efficiency. 
(b) Multi-echo UTE–Dixon acquisition for a dual-echo sequence: 
multiple gradient echoes are acquired in each repetition. This approach 
has greater scan time efficiency compared to that of multi-acquisition 
UTE–Dixon. However, the need for optimal TEs for Dixon processing 

poses restrictions on the achievable echo spacing and the spatial 
resolution of the sequence. (c) Interleaved multi-echo UTE–Dixon. 
This combines the multi-echo and multi-acquisition UTE–Dixon 
approaches. In each sequence repetition, multiple echoes are acquired. 
Additionally, the TEs are shifted between multiple acquisitions to allow 
a more flexible choice of TEs. It combines the increased scan time 
efficiency of the multi-echo Dixon approach with increased flexibility 
in the choice of TEs

multiple TEs is necessary for UTE–Dixon imaging. Different 
approaches have been developed to allow multi-TE UTE–
Dixon imaging [1]. The most straightforward method to 
acquire multi-TE UTE–Dixon data is by separate acquisition 
of multiple images, each with a different TE (multi- 
acquisition UTE–Dixon, Fig. 15.1a). Although this approach 
allows high flexibility in selecting individual TEs, it is asso-
ciated with low scan time efficiency due to the need to repeat 
the sequence at each TE. Because of the sequential mode of 
acquiring data with multi-acquisition approaches, physiolog-
ical variations and motion can impact the various TEs differ-
ently and may influence the quality of water–fat image 
reconstructions. Temporal interleaving of the different 
acquired TEs within one scan can alleviate the impact of 
physiological variations and motion; however, low scan time 
efficiency remains a limitation with the multi-acquisition 
approach.

To address the low scan time efficiency of multi- 
acquisition UTE–Dixon methods, methods acquiring multi-
ple TEs with one repetition of the UTE sequence have been 
developed (multi-echo UTE–Dixon, Fig.  15.1b). In this 
approach, multiple gradient echoes (GREs) are acquired 
after each radiofrequency (RF) pulse excitation. To avoid 
problems with phase errors caused by hardware imperfec-
tions such as eddy currents or delays in the gradient chain 
activation, approaches with monopolar readouts, starting at 
the center of the k-space for the first echo, are often pre-
ferred. However, to achieve optimal TEs for Dixon process-
ing, multi-echo UTE–Dixon poses limitations on the 
maximum achievable spatial resolution, especially at higher 
magnetic fields such as 3 T.

To combine increased scan time efficiency and high spa-
tial resolution, approaches combining multi-acquisition and 
multi-echo UTE–Dixon have been developed. In these 
approaches, multiple gradient echoes are acquired with a 
single repetition of the UTE sequence, and the UTE sequence 
is repeated with a small shift in the gradient echo train. All 
acquired echoes are then interleaved in the reconstruction 
process. This interleaved multi-echo UTE–Dixon approach 
combines high flexibility in selecting the echo spacing of the 
TEs and long readout lengths for high spatial resolution 
(Fig. 15.1c).

While, in most cases, UTE–Dixon approaches are based 
on spoiled gradient echo sequences with radial center-out 
k-space sampling, the UTE–Dixon acquisition approaches 
described above can be combined with other sequence types 
and sampling strategies. For example, multi-acquisition 
UTE–Dixon sampling was used in the ultrashort echo time 
double echo steady-state (UTEDESS) sequence, to provide 
combined quantitative mapping of T2 and CSE-based water–
fat separation [2]. In another work, a UTE Cones k-space 
trajectory was combined with a multi-echo UTE sequence 
using bipolar sampling [3]. However, only the second TE 
was used for single-TE water–fat separation. Water-separated 
UTE images were then reconstructed using a weighted sub-
traction of the single-TE fat-separated images from the sec-
ond TE.  Furthermore, both approaches, UTEDESS and 
single-TE Dixon–UTE cones, were combined [4].

While the above approaches are based on multi-TE or 
single-TE CSE-based water–fat separation, multiple echoes 
still need to be acquired for water–fat separation. To this 
end, a single-TE Dixon approach has been developed, 
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allowing direct water–fat separation based on single-echo 
UTE data [5]. No special acquisition strategies are neces-
sary with this reconstruction to provide CSE-based water–
fat separation.

 Water–Fat Separation Methods

CSE algorithms are commonly used in routine clinical prac-
tice to suppress fat signals, generate water- and fat- separated 
images, and perform fat quantification on data acquired with 
the acquisition approaches outlined in the previous section. 
CSE techniques usually require the acquisition of multiple 
images at different TEs [6–9] and are generally associated 
with prolonged scan times. The CSE algorithms used in UTE 
imaging are described below.

 Theory of Signal Models for Water–Fat 
Separation

It is important to have a clear understanding of the signal 
models used in the processing and interpretation of CSE 
images. In general, the time evolution of the complex MR 
signal s(tn) within a single voxel can be written as [10]:
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where tn is the time at the nth echo, ρp is the magnitude of the 
pth chemical species, ϕp is the phase after the RF excitation, 
ωp is the resonance frequency, and R p2,

∗
is the transverse 

relaxation rate. To reduce the number of model parameters, 
and thus the number of required echoes, most CSE algo-
rithms make the fundamental assumption that water and fat 
are the only two chemical species contributing to the object 
to be imaged. Furthermore, all peaks, including water, are 
assumed to decay with the same relaxation rate R2

*. With 
these assumptions in CSE-MRI, a multipeak single-R2
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model results as follows:
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where W and F denote the complex water and fat signals, 
respectively, fB is the real-valued field map, which accounts 
for phase accumulated because of off-resonance effects due 
to B0 main field inhomogeneity, αp is the pth relative fat peak 

amplitude, and δωp is the chemical shift frequency difference 
between water and the pth fat peak in the fat spectral model 
that is used.

 Water–Fat Separation in Multi-TE Dixon 
Imaging: The Methodology

The first water–fat separation algorithm developed by Dixon 
was based on the acquisition of two TEs and is often referred 
to as the “two-point Dixon method” [6, 11]. In this chapter, 
it is referred to as the two-TE Dixon method. To solve for W 
and F, two TEs are acquired when the fat and water signals 
are in phase (IP) (cn = 1 = +1) and out of phase (OP) (cn = 2 = −1). 
Under the assumption that fB = 0, a single fat peak model and 
neglecting R2

* decay effects (R2
* →∞), real-valued W and F 

can be determined by adding and subtracting the IP and OP 
MR images. Because the original two-TE Dixon method has 
no field map terms, the water–fat separation is problematic in 
regions with large B0 field inhomogeneities.

The three-TE Dixon technique, which requires three TEs 
acquired at IP and OP TEs, was introduced to account for B0 
field variations [8]. The off-resonance-induced phase map is 
computed and is used to calculate water- and fat-separated 
images. Similarly, in an extended two-TE technique, the 
magnitude-based method was replaced using the complex IP 
and OP images, which allows calculation of the off- 
resonance- induced phase map [12]. By accounting for fB, the 
three-TE Dixon and the extended two-TE Dixon methods 
can improve the accuracy of fat–water separation [11, 13]. 
Most early two- and three-TE methods have the limitation of 
assuming a single fat peak, which only accounts for a portion 
of the fat signal and results in an underestimation of the fat 
content. Although the fat–water separation image quality 
improves when the field map is estimated, a water–fat swap 
can occur in areas with large phase variations due to B0 field 
inhomogeneities. In addition, the early methods did not 
account for additional confounding factors such as T1 or T2

* 
bias, which need to be included to achieve accurate fat 
quantification.

Beyond the two- and three-TE Dixon water–fat separa-
tion methods, alternative methods have been proposed to 
solve the water–fat problem, which is a non-convex, nonlin-
ear problem due to the field map term. Another approach to 
solving the water–fat problem is the iterative decomposition 
of water and fat with echo asymmetry and the least squares 
estimation (IDEAL) method [9]. The IDEAL approach uses 
a matrix formulation and iteratively linearizes the nonlinear 
problem to solve for the parameters in the signal model, 
which includes water and fat. The IDEAL technique allows 
use of arbitrary TEs and thus more flexible acquisitions, 
which may potentially improve the signal-to-noise ratio 
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(SNR) for signal fitting. However, the IDEAL technique 
relies on good initialization of the field map. Another 
approach to solving the water–fat problem relates to refor-
mulating the problem to decouple estimation of the water 
and fat signals from the estimation of the field map using the 
variable projection (VARPRO) method [14]. For fat quantifi-
cation, the IDEAL and VARPRO methods can be extended to 
account for confounding factors such as the multipeak fat 
spectrum and T2

* bias [15]. A generalized formulation for 
multi-echo, gradient echo-based chemical species separation 
for all MR signal models described by a weighted sum of 
complex exponentials with linear phases with TEs has also 
been recently introduced [10].

To improve fat–water separation in the presence of B0 
field inhomogeneities, Dixon water–fat separation methods 
are combined with commonly used phase unwrapping tech-
niques such as region-growing [16, 17], polynomial fitting 
[18], and solving Poisson’s equations [19]. All phase unwrap-
ping methods assume that the B0 field varies smoothly across 
the image [11]. Specifically, because the fitting problem has 
multiple local minima, the solution for the field map in the 
water–fat separation problem depends on the initial guess 
[11, 20]. Region-growing algorithms [21] or advanced com-
plex fitting algorithms, such as graph-cut approaches [22–
25], are required to improve field map estimation, particularly 
in regions with low SNRs or rapid, spatially varying fields 
where water–fat swaps might occur.

 Water–Fat Separation in Multi-TE UTE–Dixon 
Imaging of Tissues with Short T2s

Different approaches to separate fat signal from water signal 
in the imaging of short-T2 tissues have been investigated. 
One approach is to combine UTE with spectroscopic imag-
ing (UTESI) [26, 27], which has been successful in separat-
ing different chemical species (primarily water and fat). 
However, the UTESI approach suffers from distortion of the 
slice profile and errors in radial k-space trajectories, includ-
ing chemical shift and off-resonance artifacts.

Another approach extends the IDEAL algorithm with cor-
rection for the effects of R2

* decay, using a k-space formula-
tion and accurate multipeak spectral modeling [1]. The 
combined UTE–IDEAL method provided high contrast 
imaging of the short-T2 tissues with robust fat–water separa-
tion. A major limitation of the UTE–Dixon methods is the 
assumption that water is present in a single-T2 compartment 
in the imaged voxel, which may not be true, for example, in 
cartilage, tendon, or meniscus where long- and short-T2

* 
water species are present. One possible approach to this 
includes incorporating prior knowledge of the multiple water 
compartments in the signal model, similar to multifrequency 
modeling of the fat spectrum; however, this requires a large 

number of echoes and a high SNR. The above assumptions 
imply that the T2

* obtained by the proposed model is an aver-
age value of all the species and all the compartments within 
a voxel. Beyond water–fat imaging, the UTE–Dixon tech-
nique has been used to suppress long-T2 components, which 
is beneficial for pseudo-CT imaging and attenuation map 
generation [28–32].

 Water–Fat Separation in Single-TE Dixon 
Imaging: The Methodology

Single-TE Dixon methods directly decompose fat and water 
components from a single complex MR image [33]. Because 
only one complex TE image is required, single-TE Dixon 
methods have shorter acquisition times than multi-TE meth-
ods and were thus first investigated for dynamic imaging 
[33]. In the original single-echo Dixon method [33], data are 
acquired with fat in the imaginary channel and water in the 
real channel by choosing a TE when the phase between water 
and fat components is θ(t) = π/2. It should be noted that θ(t) 
is defined by

 θ t c tn( ) = ∠ ( )( ) (15.5)

Neglecting T2
* decay effects, Eq. 15.4 can be rewritten as:

 s t W F c t en n
i tbulk n( ) = + ( )( ) ( )φ  (15.6)

Here, ϕbulk accounts for all the phase terms that water and 
fat experience as a common phase term. ϕbulk comprises con-
tributions from spatially dependent field B0 inhomogeneities 
(2πfB) [20], eddy currents, signal delays in the receiver 
chains, and phase contributions due to the B1 transmit/receive 
phase [34].

Under the assumption that ϕbulk is zero, which implies a 
homogeneous B0 field map, water and fat can be estimated by 
taking the real and imaginary parts of Eq. 15.6 so that

 
F =

( ){ }
( )( )

I s t
t
n

nsin θ  
(15.7)

 W R s t F tn n= ( ){ }− ( )( )cos θ  (15.8)

The noise performance is optimal when the relative phase 
of the water and fat signals is π/2. Flexible TEs can be 
achieved if phase errors are corrected using a region-growing 
algorithm [34].

In practice, the assumption of a homogeneous B0 field 
map is not valid and pre-calibration of the field map (e.g., 
using multi-TE Dixon) is required. To remove unwanted 
phase terms, different techniques have been reported . These 
use additional reference scans [3, 33], a region-growing 
algorithm to estimate the unwanted phase terms [34], or 
solve the smoothness-constrained inverse water–fat problem 
directly [5]. The acquisition of additional reference scans 
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results in longer scan times and errors due to patient motion 
and other sources of inconsistency.

 Water–Fat Separation in Single-TE UTE–Dixon 
Imaging of Tissues with Short T2s

In the context of short-T2* imaging, different single-TE 
Dixon methods have been presented for fat suppression [3, 
4], long-T2 signal suppression [4], and water–fat imaging [4, 
5]. Jang et al. [3] combined a single-TE Dixon method with 
a dual-echo UTE acquisition. Phase errors were corrected 
with an additional field map. A fat map was then estimated 
with single-TE Dixon processing of the non-UTE image. 
The fat image obtained from the non-UTE image was used to 
suppress the fat signal in the UTE image. The single-TE 
Dixon method demonstrated reliable fat and water separa-
tion unaffected by the short-T2

* signal decay. Jang et al. dem-
onstrated that the two-TE Dixon method incorrectly 
estimated fat and water signals in the tendons due to short-
T2

* signal decay. The advantage of their single-TE Dixon 
technique with dual-UTE acquisition is the high degree of 
flexibility it has in selecting the TE of the second echo. Echo 
spacing with the conventional two-TE Dixon method is lim-
ited by imaging parameters such as spatial resolution and 
field of view (FOV).

Recent work by Jang et  al. [4] has shown UTE fat- 
suppressed images of the osteochondral junction, tendons, 
menisci, and ligaments in the knee joint as well as cortical 

bone and aponeuroses in the lower leg utilizing a UTE–
Cones–DESS sequence and single-TE Dixon processing. 
The free induction decay (FID)-like S+ image showed typical 
UTE image contrast with T1-weighting. The echo-like S− 
image showed more T2-weighting due to its longer TE. Here, 
the initial ϕbulk was calculated from the intrinsic signal prop-
erties of the S+ and S− images, before separating the water 
and fat of both the S+ and S− images with single-TE Dixon 
processing. The method yielded efficient fat suppression in 
both the S+ and S− images without requiring additional 
acquisitions or preparation pulses. However, if there are 
strong B0 field inhomogeneities that cannot be compensated 
for B0 shimming, ϕbulk may become so large that an addi-
tional reference scan is required to avoid significant errors 
with the single-TE Dixon processing.

Another approach, presented by Kronthaler et  al. [5], 
avoids the additional B0 calibration measurement by formu-
lating the problem as a smoothness-constrained nonlinear 
inverse water–fat problem. They showed that at UTE TEs 
(<0.14 ms at 3 T), phase contributions due to B0 inhomoge-
neities are expected to be small as a result of the ultrashort 
TE. Such B0 terms originate from magnetic inhomogeneity, 
the shim field, object-based susceptibility, and residual terms 
from background fields [20]. It should be noted that the UTE 
phase contains a strong contribution from the B1 phase, 
which varies slowly in the axial plane (Fig. 15.2) and is the 
dominant term in UTE phase maps with TE = 0.14 ms when 
scanning the lumbar spine at 3 T. The B1 phase is caused by 
the electrical conductivity of the tissue and has an approxi-
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Fig. 15.2 (a) The UTE phase that includes contrast from the B1 phase, 
which varies along the anterior-posterior (AP) and right-left (RL) (x–y 
plane) directions of the thoracic and lumbar spine. (b) The phase error 
ϕbulk is estimated after solving the smoothness-constrained inverse 

water–fat problem. Unwanted phase components, including the B1 
phase contribution, are removed in the corrected UTE phase 
(UTEphase − ϕbulk) shown in panel (b). UTEmagnitude refers to the magni-
tude UTE image
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Fig. 15.3 Sagittal UTE thoracic and lumbar spine images from two patients with acute vertebral fractures (red arrows). The fluid buildup in the 
edema shows a high signal in the STIR images. The edema and fracture line are clearly visible in the single UTE–Dixon water–fat images

mately parabolic shape according to Maxwell’s equations 
[35–37]. The proposed methodology assumes that the 
unwanted phase terms primarily consist of the B1 phase, 
which varies smoothly over the FOV and is thus accounted 
for with a smoothness constraint. Their study, which included 
patients with lumbar spine vertebral fractures, demonstrated 
that the proposed methodology removed the unwanted low-
frequency background phase and separated water–fat signals 
using a single-echo UTE image. The proposed method 
enabled simultaneous assessment of vertebral fractures and 
edema of the thoracolumbar spine using a single MR 
sequence (Fig. 15.3). In an extended study, the method was 
evaluated at different anatomical locations (Figs. 15.4, 15.5, 
and 15.6), on two different scanners, with various coils and 

varying TEs. A good depiction of short-T2 components and 
good water–fat separation was achieved in all cases. In par-
ticular, in the cervical spine, large changes in B0 inhomoge-
neity were successfully demodulated (Fig.  15.4). For the 
knee scans (Fig.  15.5), a transmit–receive coil was used, 
resulting in a different B1 transmit-receive phase when com-
pared to receive-only coils. Despite this additional challenge, 
the methodology provided high quality water- and fat-sepa-
rated images. The method has the advantage of removing 
unwanted phase terms, whether caused by B1 or B0, without 
the need for an additional calibration scan. The post-process-
ing is fully automated, which is superior to filtering 
approaches that require the kernel size and filter type to be 
defined for each subject.
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Fig. 15.4 High-resolution full spine scans of a patient. Three separate 
single-TE UTE scans were performed to obtain images from the 
cervical, thoracic, and lumbar spine. As a reference, T2-weighted TSE 
Dixon water and in-phase images are presented. The ϕbulk image of the 
cervical spine shows significant phase contributions as a result of B0 

field inhomogeneities caused by the concave/convex anatomy of the 
spine. The anterior subcutaneous fat region is prone to errors due to 
respiratory motion. UTE−1

magnitude refers to the inverted magnitude UTE 
image

UTE-1
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Fig. 15.5 High-resolution coronal and sagittal single-TE UTE scans 
of the knee in a healthy volunteer. Thin cortical bone structures are vis-
ible on the inverted UTE magnitude images. Phase modulations caused 

by B0 inhomogeneities are seen in the ϕbulk images, particularly in the 
sagittal scans. These are corrected in the UTEphase  −  ϕbulk image. 
UTE−1

magnitude refers to the inverted magnitude UTE image
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Fig. 15.6 A three-dimensional (3D) isotropic single-TE UTE scan of 
the mandible of a healthy volunteer. Compared to the Cartesian multi- 
echo Dixon fat-separated imaging, fat in the bone marrow of the man-

dible is well depicted (green arrows). UTE−1
magnitude refers to the inverted 

magnitude UTE image

 Clinical Applications

The clinical applications of water–fat UTE imaging are 
widespread and are being constantly expanded.

 PET Attenuation Correction

In nuclear medicine, positron emission tomography (PET) 
combined with MRI is an emerging modality due to the 
excellent soft tissue contrast that it provides. This allows a 
detailed depiction of the anatomical structures and provides 
functional and molecular information. Reliable PET attenua-
tion correction using MRI is difficult and time- consuming 
due to the complex MR signal, which is determined by tissue 
proton density and relaxation properties. Different methods 
are used for attenuation correction, including MR image seg-
mentation for each tissue type to create attenuation maps as 
well as the production of attenuation maps based on co-reg-
istration of the acquired MR images with preexisting tem-
plates generated from CT.  A combined multi-echo 
UTE–Dixon acquisition has been successfully implemented 
to simultaneously acquire signals from fat, water, and bone 

in a single acquisition for the estimation of linear attenuation 
coefficients (LACs). This method integrates a multi-echo 
Dixon method for robust water–fat separation as well as 
UTE imaging for tissues with short- and ultrashort-T2s (e.g., 
depiction of bone) into a single acquisition, which provides a 
continuous distribution of the attenuation coefficients in 
combination with a typical atlas-based segmentation. In 
order to reduce quantifications errors of the atlas-based 
approach, recently, a deep-learning- based convolutional neu-
ral network (CNN) together with a UTE multi-echo Dixon 
method has been used, and this showed significantly lower 
quantification errors than conventional atlas-based methods 
[30, 38–40].

 Improved Tissue Delineation of Short-T2 
Tissues in Musculoskeletal Imaging

Conventional clinical MR imaging mainly relies on the 
detection of normal or abnormal long-T2 signals. The assess-
ment of tissues with short T2/T2

*s such as the ligaments, 
menisci, tendons, cartilage, and bone mainly relies on indi-
rect changes due to an increase or decrease in signals from 
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tissues with longer T2s (i.e., fat and water). UTE imaging 
methods are able to visualize short-T2 signals and therefore 
allow direct assessment of short-T2/T2* tissues. Fat satura-
tion is typically performed in conventional UTE imaging to 
achieve the best possible contrast of short-T2 tissues. The 
broad spectral width of short-T2 tissues makes conventional 
chemical shift-based fat saturation problematic, and, there-
fore, different UTE–Dixon methods have been proposed. In 
the clinical setting, the enhanced UTE contrast allows better 
assessment and discrimination of various short-T2

* tissues. 
Lombardi et al. [41] have been able to create high-resolution 
images of the vertebral body cartilaginous endplate, which is 
not possible using conventional MRI sequences due to its 
short T2/T2

*. The assessment helps with understanding inter-
vertebral disc degeneration and may allow better evaluation 
of subtle abnormalities in the longitudinal ligaments and 
intervertebral foramina. Jang et al. [4] showed the applica-
tion of a single-TE Dixon method for fat suppression of UTE 
images in the ankle and knee. They significantly improved 
the contrast-to- noise ratio for the Achilles, patella, and quad-
riceps tendons. This may help better assess degenerative 
changes and acute pathologies [1–3, 41, 42].

 Water-Separated Images for Assessment 
of Edema in Musculoskeletal Imaging

Water–fat UTE imaging is mostly used to enhance the con-
trast of tissues with short T2/T2

* focusing on bone, menisci, 
ligaments, and cartilage. Quantification of tissue water con-
tent has been examined in several studies and has been shown 
to be feasible and reliable, albeit time-consuming, when 
assessing the menisci, deep radial calcified cartilage, and 
bone. Recently, Kronthaler et al. [5] have proposed a method 
for fat–water separation in order to assess bone marrow 
edema (BME) in the vertebral bodies of patients with acute 
vertebral fractures. Their method showed results comparable 
to conventional MR imaging in a study of 30 patients with 
spine fractures [43]. Conventional MRI relies on the acquisi-
tion of STIR and T1-weighted sequences to assess BME and 
the fatty component of the bone marrow. The proposed 
method is based on single-TE Dixon processing, which 
solves the smoothness-constrained nonlinear inverse water–
fat problem and allows fast reconstruction using an iterative 
reconstruction algorithm. The simultaneous examination of 
bone marrow edema and fat content of bone marrow with a 
single acquisition may help in the assessment of various 
pathologies of the spine, including acute and chronic frac-
tures, bone marrow- infiltrating tumors, and osteoporotic 
fractures, while using significantly reduced scan times [5, 
26, 44, 45].

 Proton Density Fat Fraction (PDFF) 
Quantification

Osteoporosis is a systemic skeletal disease with a high socio-
economic burden, which is characterized by a loss of bone 
mass and microarchitectural deterioration. It predisposes to 
fragility fractures. Accurate bone marrow assessment is 
needed for therapy and fracture prevention. The utilization of 
quantitative MRI for assessment of the fracture risk and ther-
apy monitoring has received increasing attention in recent 
years. Bone marrow PDFF is also emerging as a useful bio-
marker in the study of bone matrix health. Bone marrow 
PDFF is defined as the ratio of the density of mobile protons 
from fat (triglycerides) to the total density of protons from 
mobile triglycerides and mobile water and can be measured 
using multi-echo CSE-MRI with water–fat separation. PDFF 
might prove to be a useful standardized MR-based biomarker 
for quantification of fat tissue concentration and may help in 
the assessment of fracture risk and monitoring therapy in 
patients with osteoporosis [46–51].

To account for the presence of bone matrix susceptibility 
effects, CSE-MRI relies on a water–fat model with a single 
exponential R2

* decay and aims to simultaneously extract R2
* 

and PDFF. There are several confounders in PDFF mapping, 
such as T2

*, T1, and the multispectral nature of fat as well as 
noise bias, which need to be addressed. Kronthaler et  al. 
have recently shown that R2

* could be underestimated and 
quantification errors can occur when using short TEs and a 
water–fat model with an exponential R2

* decay model in 
multi-echo GRE acquisitions [47]. The assessment of bone 
marrow R2

* quantification errors was based on a UTE–Dixon 
acquisition [47]. Thus, UTE–Dixon acquisitions can assist in 
better understanding MR biophysical signal modeling in tis-
sues, including short-T2

* signal components.

 Conclusion

The basic methods for UTE–Dixon imaging are described 
using either single or multiple echoes. The technique has 
been applied to attenuation corrections in PET–MRI and to 
musculoskeletal imaging. However, UTE–Dixon imaging 
remains a relatively new research topic with a limited num-
ber of methodological and application reports published to 
date. The major challenge that UTE–Dixon imaging faces in 
wider adoption is the acquisition of multiple echoes, which 
is usually associated with increased scan times. Therefore, 
further developments are needed to accelerate UTE–Dixon 
imaging using efficient k-space trajectories, minimizing the 
number of acquired echoes, or combining this with the 
reconstruction of undersampled acquisitions. In addition, 
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larger clinical studies are needed to evaluate the advantages 
of UTE–Dixon imaging in clinical applications, especially in 
the study of short-T2 tissues in musculoskeletal disease.
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16Ultrashort Echo Time Spectroscopic 
Imaging (UTESI) of Short-T2 Tissues

Jiyo Athertya, James Lo, Chun Zeng, Jerban Saeed, 
Christine B. Chung, and Jiang Du

 Introduction

Chemical shift imaging (CSI) or spectroscopic imaging 
combines the acquisition of spectral and spatial information 
in a single scan [1]. Images at a series of resonance frequen-
cies are generated. These provide robust fat–water separation 
and are tolerant to field inhomogeneity and susceptibility 
effects. Eliminating fat saturation pulses helps maintain 
short-T2 signal intensities by avoiding direct saturation and 
magnetization transfer effects. Because long-T2 tissues have 
narrow spectral peaks and short-T2 tissues have broad peaks, 
spectroscopic imaging can create high contrast between 

short- and long-T2 tissues at frequencies away from the nar-
row peaks of long-T2 species [2]. Spectroscopic imaging also 
provides quantitative information, including T2

*, chemical 
shift, and mobile proton density, which can be used to char-
acterize short-T2 tissues.

In conventional CSI, spatial information is obtained 
with phase encoding, which is followed by free induction 
decay (FID) sampling to generate spectroscopic informa-
tion. This spatial encoding scheme is time-consuming and 
makes it challenging to create high-resolution images in 
realistic times. In addition, a relatively long echo time (TE) 
(>10  ms) is usually used, which makes it impossible to 
image short-T2 tissues directly. To date, two approaches 
have been proposed to overcome these problems. The first 
approach, proposed by Gold et al., employs radiofrequency 
(RF) half-pulse excitations combined with a projection 
reconstruction (PR) acquisition and variable TEs to gener-
ate imaging and spectroscopic information from short-T2 
tissues [2]. A minimum TE of 200 μs was used with 4–8 
spectral interleaves and 511 half projections in a total scan 
time of 8  min with a moderate spatial resolution (voxel 
size  =  1.25  ×  1.25  ×  5  mm3). This produced a moderate 
spectral resolution of 61–120 Hz with a limited bandwidth 
(BW) coverage of 1330 Hz. Another approach, proposed by 
Robson et al., is based on the use of a variable TE Cartesian 
acquisition [3]. The phase encoding steps near the center of 
the k-space only require small gradient moments, which 
allows the use of a short TE of 170 μs. The outer regions of 
the k-space require larger gradient moments and increased 
TEs. This technique generates spectroscopic images of 
23Na and 31P with a low spatial resolution (voxel 
size = 15 × 12 × 12 mm3) and a moderate spectral resolu-
tion. Both methods provide a spatial resolution that is too 
low to resolve the fine structure of the deep layers of carti-
lage or that of menisci and tendons. In addition, both the 
spectral resolution and bandwidth coverage are limited. 
Both techniques also have significant time penalties associ-
ated with increasing spatial and spectral resolution.
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It would be of great interest to generate spectroscopic 
images of the short-T2 tissues with both high spatial and 
spectral resolution as well as broad spectral coverage, 
since short-T2 tissues show broad spectral responses. 
Projection reconstruction can be more efficient at achiev-
ing high spatial resolution per unit time than Cartesian 
imaging. In addition, the total scan time can be further 
reduced through angular undersampling without signifi-
cant degradation of spatial resolution, as has been widely 
used with contrast enhanced time-resolved magnetic reso-
nance (MR) angiography [4–6]. Spectral resolution can 
also be increased by acquiring more images with longer 
TE delays using multi-echo acquisitions, as is used in spi-
ral spectroscopic imaging [7]. Ultrashort echo time spec-
troscopic imaging (UTESI) is a versatile method for 
achieving high-resolution spatial and spectral imaging of 
short-T2 tissues [8–11].

 The UTESI Pulse Sequence

UTESI uses a combination of highly undersampled inter-
leaved projection reconstruction with multi-echo UTE acqui-
sitions at progressively increasing TEs to achieve high spatial 
resolution spectroscopic imaging within clinically acceptable 
scan times [8]. The two-dimensional (2D) UTESI sequence is 
illustrated in Fig. 16.1. It employs half-pulse excitations with 
radial mapping of the k-space from the center out, followed by 
another half-pulse excitation and repeated radial mapping 
with the polarity of the slice- selective gradient reversed. Data 
from the two half-pulse excitations are added to produce a 
single slice-selective radial line of the k-space. This process is 
typically repeated through 360° in multiple steps (e.g., 511 
half projections). The complete set of projections is inter-
leaved into multiple groups of highly undersampled projec-
tions, with each group having a progressively increased TE to 

half pulse
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b

RF
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Gy

DAW
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∆TE

TE11 = 8µs

TE12 = ∆TE + 8µs

TE13 = 2∆TE + 8µs

Interleave #2

TE21 = ∆TE + 8µs

TE22 = ∆TE + ∆T + 8µs

TE23 = 2∆TE + ∆T + 8µs

Interleave #3

TE31 = 2∆T + 8µs

TE22 = ∆TE + 2∆T + 8µs
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∆TE

NEX = 2

Echo 1 Echo 2 Echo 3

Fig. 16.1 (a) The 2D UTESI sequence. This employs a half-pulse for 
slice-selective excitation followed by multi-echo variable TE radial 
sampling with an echo spacing of ΔTE and a series of TE delays (a step 
size Δt). The UTESI sequence has a minimal achievable TE of 8 μs, 
enabling detection of short-T2 species. (b) The data acquisition scheme: 
sets of half projections are interleaved into multiple groups, with each 
group sparsely but uniformly covering k-space with TE successively 
delayed by Δt while the echo spacing ΔTE is kept constant. Here, TEij 

refers to the TE for interleave i at echo j. Spectroscopic information is 
generated through FT of the free induction decay (FID, called echo 1 
for convenience) and multiple echo images. The highly undersampled 
interleaved projection reconstruction (PR) acquisition vastly reduces 
the scan time while generating streak-free water images since all streaks 
are shifted to high spectral frequencies. (Reproduced with permission 
from Du et al. [8])
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reduce scan time. With multi-echo acquisitions, all the echoes 
are simultaneously shifted by Δt while keeping the echo spac-
ing constant at ΔTE. The small number of projections in each 
group is sparsely but uniformly covered in the sample k-space. 
The interleaved groups of highly undersampled projections 
are ordered in such a way that the following three interleaved 
groups trisect the view angles of the first three; therefore, the 
high spatial frequency projection data from neighboring inter-
leaves are uniformly spread through the k-space. Images cor-
responding to each TE are reconstructed from each group of 
projections, with some high-frequency projection data shared 
with the neighboring interleaved groups of projections to 
reduce streak artifacts. The interleaved projections produce 
oscillating streak artifacts among the multiple echo images, 
which are shifted to high temporal frequencies after Fourier 
transformation (FT) in the time domain, leaving streak arti-
fact-free images near the water and fat resonance peaks, which 
are the regions of principal interest [8].

 UTESI Image Reconstruction

In UTESI, the radial projections are highly undersampled 
and interleaved for each TE. The whole set of projections is 
interleaved into multiple groups (36–72), with each group 

at a progressively increased TE delay (Δt). Raw data from 
each echo are then mapped onto a Cartesian grid using a 
Kaiser–Bessel kernel and are reconstructed by 2D inverse 
FT. Spectroscopic images are generated through FT of the 
multi-echo images. The radial projections can be unders-
ampled to reduce the total scan time. The 2D UTESI 
sequence is based on radial sampling, which tends to gener-
ate streak artifacts. Since the undersampled streaks are in 
alignment with the half projections, the oscillation pattern 
of the streaks can be controlled by adjusting the interleav-
ing schedule. For simplicity, let us consider 9 interleaved 
groups, with each group having 45 projections sparsely but 
uniformly covering the k-space. We can sample the inter-
leaved groups in the following way: 1, 4, 7, 2, 5, 8, 3, 6, 9. 
The high- frequency projection data uniformly cover the 
periphery of the k-space and can be shared to reduce streak 
artifacts using a tornado filter scheme. Figure 16.2 shows 
the UTESI images of a rubber band, demonstrating the effi-
cacy of tornado filtering in streak artifact reduction in the 
time domain. The streaks periodically oscillate between 
every three groups, simulating a signal with a high tempo-
ral frequency. The FT of these multi-echo images shifts all 
the streaks to high temporal frequencies, leaving streak 
artifact-free images near the peak resonance frequencies.
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Fig. 16.2 UTESI imaging of a rubber band in the time domain (a) and 
spectral domain (b) without projection interleaving (first row), with 
projection interleaving but without view sharing (second row), and with 
(third row) view sharing. Streaks are reduced using the third approach 
in the time domain. In the spectral domain, streaks are shifted to high 

spectral frequencies, resulting in streak-free peak spectral images for 
both the second and third approaches. Similar T2* values were derived 
from exponential fitting in the time domain and Lorentzian line shape 
fitting in the spectral domain (c). (Reproduced with permission from 
Du et al. [8])
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 UTESI Signal Processing

Following the UTESI data acquisition, raw data are trans-
ferred to a Linux computer for offline image reconstruction. 
The projection data are first re-gridded onto a 512  ×  512 
matrix before two-dimensional FT. These complex images 
with 180–864 TEs are zero-padded to 1024  in the time 
domain, and Fourier-transformed, yielding a spectroscopic 
imaging series with a matrix size of 512 × 512 × 1024. A 
complex image at time t can be described by the following 
equation:

 
s r t s r i f t t T,( ) = ( ) ( ) −( )0 0 22exp exp / *π  (16.1)

where f0 is the resonance frequency (for simplicity, a single 
component is assumed for each pixel), r is the position in 

image space, and s0(r) is the effective observable proton den-
sity distribution. Spectroscopic images can be generated 
through FT in the time domain, as shown in the following 
equation:
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Typically, the real part in Eq. 16.2 is used for quantifica-

tion, which is a Lorentzian line shape expressed by the fol-
lowing equation:
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Ideally, a real spectrum follows the Lorentzian line shape 
with the imaginary part of s0(r) being zero. However, s0(r) is 
typically complex due to eddy currents, B0 field inhomoge-
neity, susceptibility, motion, and other factors. The phase 
shift results in spectral distortion, which must be corrected 
using algorithms such as principal component analysis or 
reference deconvolution [12, 13]. However, this process may 
be complicated with the UTESI sequence, which is more 
susceptible to eddy currents than conventional CSI sequences. 
An imperfect correction of phase errors may distort the real 
spectrum and thus produce significant errors in the quantifi-
cation of T2* and proton density. Furthermore, UTESI data 
contain many spectra (typically 512 × 512 = 262,144) and 
may require excessively long processing times. The phase 
shift resulting from complex MR images can be avoided 
using a magnitude spectrum as described by Eq. 16.4, which 
is immune to phase errors, and significantly simplifies the 
process of quantification:
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A magnitude spectrum described by Eq. 16.4 is no longer 
Lorentzian and has a broader line width or full width at half 

maximum (FWHM) than a real spectrum. Magnitude spectra 
offer a significant advantage over real spectra in terms of 
robustness and simplicity, and the corresponding line broad-
ening is considered acceptable for short-T2 (broad) spectral 
processing.

Figure 16.3 shows selected UTESI images of three water 
tubes at a series of resonance frequencies. The signal from 
the long-T2* bottle rapidly drops away from that at the peak 
resonance frequency, whereas the short-T2* bottle maintains 
a higher signal over a broader spectral range. The spectrum 
from a small region of interest (ROI) is drawn in each bottle. 
T2* was measured with modified Lorentzian line shape fit-
ting of the magnitude UTESI spectrum and mono- exponential 
signal decay fitting of images at different TEs. Both tech-
niques showed T2* values of around 0.52 ms, 2.07 ms, and 
14.41 ms, respectively. Image contrast between the short-T2 
(T2* = 2.07 ms) and long-T2 bottles (T2* = 14.41 ms) had a 
negative value of −5.12 at the spectral peak, and this gradu-
ally increased to 11.78 at ±88  Hz and then dropped away 
with further increase of the off-resonance frequency. This 
demonstrated that high contrast between short- and long-T2 
components could be generated at off- peak resonance 
frequencies.
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Fig. 16.3 UTESI images of water tubes doped with different levels of 
MnCl2 with T2*s of around 14.4 ms (first row), 2.07 ms (second row), 
and 0.52 ms (third row) (a). The UTESI spectrum of three water tubes 

(b). This shows that high contrast can be achieved for short-T2 species 
at off- resonance frequencies where long-T2 species have much lower 
signals

 UTESI Image Quantification

Information on T2*, chemical shift, mobile proton density, 
and frequency shift due to susceptibility effects can be 
derived from UTE-based spectroscopic images [8–11]. 
Details for each of these quantifications are provided below.

 T2* Quantification

There are two ways to quantify T2*. The first approach is 
exponential signal decay fitting of the time-domain UTESI 
images at different TEs. The second approach is line shape 
fitting of magnitude UTESI spectra using Eq. 16.4. We vali-
dated the accuracy of magnitude spectra for T2* quantifica-
tion through numerical simulation and a rubber band 
phantom study. A phase error of 1 was introduced to an FID 
curve. A significant distortion was observed in the real spec-
trum, whereas the magnitude spectrum showed no distortion. 
FIDs of the rubber band can be generated on a clinical scan-
ner using a short hard pulse (4 μs) with a low flip angle of 
1.4° (due to RF power limitations), and a reference standard 
T2* value can be calculated for comparison.

A meniscus sample was harvested from a cadaveric 
human knee specimen, and all soft tissues were removed. 
The sample was placed in a plastic container filled with 
phosphate-buffered saline (PBS) at the center of a 3-inch 
coil. Figure 16.4 shows UTESI images of the meniscus in the 
spectral domain. The imaging field of view (FOV) of 10 cm, 
readout of 512, and 2-mm slice thickness resulted in a high 
spatial resolution of 0.2  ×  0.2  ×  2.0  mm3 (acquired voxel 
size) and excellent depiction of the internal meniscus struc-
ture [9]. Other acquisition parameters included: repetition 
time (TR) =150 ms, minimal TE = 8 μs, flip angle = 60°, 
BW  =  ±62.5  kHz, projections  =  2025 (interleaved into 45 

groups with a TE delay of 200 μs per interleave), and total 
scan time = 10 min. The corresponding exponential signal 
decay curve and spectra from a small ROI are also shown. 
There are some Gibbs ringing artifacts at high spectral fre-
quencies, which can be suppressed by increasing the spectral 
resolution or low-pass filtering. The latter approach is used 
in conventional spectroscopy; however, this filtering leads to 
line broadening and increases errors in T2 quantification. 
Line filtering was not used in our analysis. Excellent line 
shape fitting was achieved, providing a T2* of 3.69 ± 0.16 ms, 
which was close to, but slightly longer than, the value of 
3.58  ±  0.13  ms derived from exponential signal decay 
fitting.

 Chemical Shift

A chemical shift, such as that from fat, can be directly quan-
tified from UTESI images. A clinical single-voxel spectro-
scopic (point resolved spectroscopy (PRESS)) technique 
was used as the gold standard for evaluating the accuracy of 
UTESI spectroscopy with a uniform phantom containing 
pure plant oil [14]. Our results showed that the fat peak is 
typically shifted around −440 Hz away from the water peak, 
as expected at 3 T. Figure 16.5 shows axial UTESI images of 
the Achilles tendon with a 3-inch coil for signal reception. 
The imaging FOV of 10 cm, readout of 512, and 2-mm slice 
thickness produced a high spatial resolution of 
0.2 × 0.2 × 2.0 mm3 voxel size and provided excellent depic-
tion of the tendon structure. The fat peak was shifted 476 Hz 
away from the water peak, providing robust fat–water sepa-
ration. A high signal-to-noise ratio (SNR) was achieved for 
the Achilles tendon without signal degradation due to direct 
saturation or magnetization transfer, which is associated 
with fat saturation and preparation pulses. The water and fat 
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Fig. 16.4 Selected UTESI images of a meniscus sample in the time 
domain (a–f) and spectral domain (g–l). This shows excellent depiction 
of the meniscus structure with a high spectral resolution of 29 Hz and a 
broad spectral bandwidth overage of 5  kHz. T2* estimation of the 

meniscus sample using exponential signal decay fitting of the UTE 
images at variable TEs and line shape fitting of the magnitude spectrum 
show comparable results of 3.58 ± 0.13 ms (m) and 3.69 ± 0.16 ms (n), 
respectively. (Reproduced with permission from Du et al. [9])

Fig. 16.5 Selected UTESI images of a cadaveric human ankle in the 
axial plane. This shows excellent depiction of the Achilles tendon (long 
arrows), including the fascicular pattern. Fat signals (short arrows) 

peaked at −476  Hz, and robust fat–water separation was achieved 
without tendon signal degradation
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peaks of UTESI images of the tensile tendon are also shown. 
The fascicular pattern within the tensile tendon is depicted 
with high spatial resolution, high signal, and excellent con-
trast (robust fat–water separation).

 Proton Density

Quantifying water content may provide a useful means of 
assessing tissue during aging, progression of osteoarthritis, 

and response to treatment. Water content can be evaluated by 
comparing the UTESI spectral area of the short-T2 tissue to a 
known water concentration reference sample. Relative water 
content and the resonance frequency shift due to bulk sus-
ceptibility can also be evaluated. Figure 16.6 shows UTESI 
imaging in a 29-year-old healthy volunteer. Both fat and 
muscle signals are well suppressed by the adiabatic inversion 
preparation pulse [15]. The cortical bone signal is high over 
a broad spectral range, consistent with its short T2*. 
Oscillating streak artifacts in the time domain were shifted to 
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Fig. 16.6 UTESI. This employs highly undersampled interleaved vari-
able TE acquisitions for fast high-resolution spectroscopic imaging. 
Each group of projections uniformly covers k-space with TE succes-
sively delayed by a selected time (e.g., 80  μs) (a). Selected UTESI 
images of a 29-year-old volunteer are displayed in the time domain with 
TEs of 8 μs (b), 88 μs (c), 168 μs (d), 408 μs (e), and 968 μs (f). A slid-
ing window reconstruction algorithm is used to share high spatial fre-
quency projection data among neighbor groups to reduce streak artifacts 
and in the spectrum domain with frequency offsets of 2500  Hz (g), 
51 Hz (h), 0 Hz (i), −366 Hz (j), and −3200 Hz (k). Undersampling 

streaks are shifted to high spectral frequencies, leaving streak-free 
water peak (i) and fat peak (j) images. An adiabatic inversion pulse was 
used to suppress long-T2 water and fat signals. An UTE spectrum of a 
single pixel from the cortical bone (l), relative water proton density map 
(m), and T2* map (n) are also displayed. Relative water content was 
calculated as the water peak area by fitting each spectrum using a modi-
fied Lorentzian line shape function, which also provides pixel-based 
T2* values ranging from 300 to 500 μs. (Reproduced with permission 
from Du et al. [8])
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high frequencies in the spectral domain, resulting in almost 
streak artifact-free images around the bone at on-resonance 
frequencies. Figure 16.6l–n shows the bone spectrum from a 
single pixel (l), relative water distribution (m), and T2* map 
(n). T2* values were derived through line shape fitting of the 
magnitude spectrum from each voxel and ranged from 300 to 
500  μs. The UTESI sequence can generate spectroscopic 
images for many short-T2 tissues, including the Achilles ten-
don, menisci, and deep cartilage [8–11]. The technique pro-
vides short-T2 images with high spatial resolution, moderate 
spectral resolution, and minor streak artifacts in clinically 
acceptable scan times.

 Bulk Susceptibility

Resonance frequency shifts due to bulk susceptibility are 
well known for bone and tendon [16, 17]. Wehrli et  al. 
showed that bone has a resonance frequency shift of up to 
2  ppm due to bulk magnetic susceptibility [17]. These 
authors’ quantification was based on a powdered bone sam-
ple study using a small-bore spectrometer with 1-hour or 
longer scan time. UTESI can directly evaluate the bulk 
susceptibility-induced resonance frequency shift on a clini-
cal scanner. Figure  16.7 shows an example using this 
approach with the following acquisition parameters: 
FOV = 16 cm, TR = 75 ms, TE = 8 μs, flip angle = 60°, 
BW  =  ±62.5  kHz, readout matrix  =  128  ×  128, projec-
tions = 2025 (interleaved into 45 groups with a TE delay of 
80  μs per interleave), slice thickness  =  8  mm, and scan 
time = 5 min. The UTESI sequence provides high-resolu-
tion and high contrast images of the tibia in a total scan 

time of only 5  min. Bone spectra, water maps, and T2* 
maps can be generated. Absolute water content maps can 
also be generated by comparing the spectral area of bone 
with that of a water phantom.

 Fiber-Dependent Frequency Shift

Biological tissues may contain different groups of collagen 
fibers with distinct microstructures. For example, the knee 
joint meniscus consists of four major architectural subdivi-
sions: the main body, the surface layer, the lamellar layer, 
and the cartilage-like inner portion [18–20]. The main body 
includes two major structural components: circumferen-
tially oriented fascicles and radially oriented tie fibers. The 
surface layer is a group of meshwork fibers that cover 
meniscal surfaces. The lamellar layer has peripheral radi-
ally oriented fibers with more loosely organized collagen 
fibril bundles beneath the superficial network. The inner 
portion possesses similar, but not identical, traits to articu-
lar cartilage [20]. This highly organized fiber structure 
leads to strong dipole–dipole interactions and, subse-
quently, a short T2 [21]. The organized system also affects 
the resonance frequency of each group of fibers. Figure 16.8 
shows UTESI images of a cadaveric human meniscus sam-
ple in a plastic container filled with saline. UTESI depicts 
the internal fiber structure of the meniscus with high spatial 
and moderate spectral resolution. The radial, lamellar, and 
circumferential fibers have different T2s and slightly differ-
ent resonance frequency shifts due to susceptibility effects, 
which may be helpful in the evaluation of early meniscal 
degeneration.

Fig. 16.7 UTESI imaging of the tibia in a 35-year-old healthy volun-
teer. Long-T2 water and fat signals were suppressed using a long-
duration 90° pulse followed by gradient dephasing. This shows clear 

definition of the cortical bone with a shift of −195 Hz relative to the 
muscle peak due to its greater diamagnetic susceptibility. (Reproduced 
with permission from Du et al. [8])
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Fig. 16.8 Selected magnitude (a) and phase images (b) from UTESI 
imaging of a cadaveric human meniscus sample. The internal fiber 
structure is depicted with a high spatial and moderate spectral resolution. 

The radial, lamellar, and circumferential fibers display different FWHM 
or T2 values and resonance frequency shifts as shown in panel (c)

 Bicomponent T2* Analysis

Biological tissues usually contain multiple water compo-
nents with distinct T2 and/or T2* relaxation times and relative 
fractions [22]. Multicomponent T2 fitting based on data 
acquired with the Carl–Purcell–Meiboom–Gill (CPMG) 
sequences is an effective method for separating the different 
water components [22–25]. However, multicomponent fit-
ting is sensitive to the image SNR, the number of indepen-
dent components, the minimum TE, the number of echoes, 
and the separation of the T2 values [23]. Furthermore, CPMG 
sequences typically have initial TEs of 10 ms or longer on 
whole-body clinical MR scanners. These TEs are generally 
too long to image and quantify the fast-relaxing components 
found in a variety of biological tissues [26–28]. The UTESI 
sequence addresses these challenges by providing a large 
number of different TE images in a time-efficient manner 
[8–11]. It is significantly faster than the regular T2* mapping 
based on UTE acquisitions at progressively increasing TEs. 
The large number of different TE images can significantly 
reduce fitting errors, especially in bicomponent T2* fitting of 
bound and free water T2*s and relative fractions [29]. The 

simulation results by Anastasiou and Hall suggest that the 
lower bounds increase dramatically when the T2 values of the 
two components approach each other [30]. Our model con-
siders only two components, the bound and free water com-
ponents, with about an order of magnitude difference in their 
T2* values. The UTESI bicomponent T2* fitting model com-
bines a short minimal TE, a large number of different echo 
images, and only two components with distinct T2* values, 
and thereby provides more reliable bound and free water 
evaluation. Figure  16.9 shows UTESI images of a bovine 
femur segment, which offers a relatively high SNR of 56 at a 
nominal TE of 8  μs. Bicomponent fitting of the UTESI 
images demonstrated an ultrashort T2* of 0.35 ± 0.01 ms and 
a longer T2* of 2.25 ± 0.02 ms with fractions of 75.7% and 
24.3%, respectively. Most bone signal is from the ultrashort-
T2* component or bound water. The fitting confidence is 
high in bicomponent T2* fitting as evidenced by the small 
fitting errors, largely because of the large number of different 
echo images generated by the UTESI sequence. Conventional 
clinical MRI sequences cannot detect signal from bound or 
free water in bovine bone because of their extremely short 
T2*s.
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Fig. 16.9 UTESI images of a bovine femur segment (a–f) and bicom-
ponent fitting of the UTESI images (g). The fitting shows an ultrashort 
T2* of 0.35 ± 0.01 ms and a long T2* of 2.25 ± 0.02 ms with fractions 

of 75.7% and 24.3%, respectively. (Reproduced with permission from 
Diaz et al. [29])

 Conclusions

Spectroscopic imaging of short-T2 tissues in the musculo-
skeletal (MSK) system can be performed with the UTESI 
sequence, which employs a multi-slice, multi-echo UTE 
acquisition combined with an interleaved variable TE acqui-
sition scheme. This technique is time-efficient and uses 
undersampling without producing streak artifacts in water or 
fat images. The method provides images of short-T2 tissues 
with a high spatial resolution and moderate spectral resolu-
tion as well as T2* estimation and robust fat–water separation 
in a single scan. It also provides a way of assessing bulk 
susceptibility effects in short-T2 tissues in vivo using clinical 
MR systems. The UTESI sequence allows quantitative mea-
surement of fiber-dependent frequency shifts in musculo-
skeletal tissues such as the meniscus and tendons. The 
time-domain UTESI images can be used for bicomponent 
T2* modeling of bound and free water components in ultra-
short-T2 tissues such as cortical bone. The broad range of 

TEs and the large number of different echo images permit 
robust bicomponent fitting with significantly reduced quanti-
fication errors compared to conventional multicomponent T2 
or T2* analysis. Clinical applications of the UTESI technique 
in musculoskeletal disease remain to be investigated in larger 
studies.
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17UTE Phase Imaging

Michael Carl, Maggie Fung, Graeme M. Bydder, 
and Jiang Du

 Introduction

In typical clinical gradient echo (GRE) or spin echo (SE) 
magnetic resonance imaging (MRI) with echo times (TEs) of 
the order of several milliseconds, short-T2 tissues such as the 
tendons (T2 ≈  2  ms), menisci (T2 ≈  4–10  ms), ligaments 
(T2 ≈ 4–10 ms), and cortical bone (T2 ≈ 0.5 ms) appear as 
extremely low or zero signal intensity structures [1–5]. By 
acquiring the free induction decay (FID) of the MR signal, 
ultrashort echo time (UTE) imaging using a radial center-out 
k-space trajectory can capture these short-T2 signals and pro-
duce magnitude images, which are usually reconstructed 
from re-gridded k-space data. In the particular case of UTE 
imaging, TE is defined as the time between the end of the 
radiofrequency (RF) pulse and the beginning of the readout 
gradient [6]. This nominal TE can be as short as a few to tens 
of milliseconds.

Phase imaging is an important source of contrast when 
studying the brain, body, and musculoskeletal systems. GRE 
sequences are typically used with TEs of 10–40 ms to allow 
time for appreciable phase evolution [7–9]. UTE imaging 
employs much shorter TEs to detect short-T2 signals, limiting 
the time available to develop significant phase differences. 
Still, surprisingly, high phase contrast can be achieved with 
UTE sequences using TEs far shorter than those previously 
used for susceptibility-weighted imaging (SWI) [7–9].

 Theory

With a standard GRE sequence, TE is a well defined quan-
tity, starting at the center of the RF excitation pulse and end-
ing at the center of the data acquisition window (DAQ), 
where k = 0 (see Fig. 17.1a). The phase evolution during a 
GRE sequence (ΦTE) of a spin with off-resonance frequency 
ωoff = 2πfoff is simply given by

 ΦTE off= ω TE (17.1)

With a nominal TE of tens of microseconds, little or no 
phase evolution or phase contrast would be expected in UTE 
imaging. However, with a UTE sequence (see Fig. 17.1b), 
the nominal TE does not include the time available for phase 
evolution during excitation and readout. The phase accrual 
during the RF pulse (ΦRF) and data acquisition (ΦDAQ) need 
to be included. The combined phase in the final MR image, 
therefore, contains contributions from all three sources [10]:

 Φ Φ Φ Φ Φ Φ= + + = + ⋅ +RF TE DAQ RF off DAQTEω  (17.2)

The theoretical equations are derived in detail in Carl and 
Jing-Tzyh [10] and Chiang et al. [11] and are summarized 
for three-dimensional (3D) UTE in Table 17.1  where, using 
a hard RF pulse of duration τ and amplitude B1: ω1 = γB1, 
ω ω ω

2 1

2 2= + off , G is the readout gradient strength, Tramp is 
the readout gradient ramp-up duration, and L is the size of 
the structure/phantom. Although quantification is not the 
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Fig. 17.1 Pulse sequence 
diagrams: (a) GRE and (b) 
UTE. The defined TE is 
shown in both cases. 
(Reproduced with permission 
from Carl and Jing-Tzyh [10])

Table 17.1 Theoretical MR image phase accrual during the RF excitation and the data acquisition portion of UTE imaging
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main objective of this chapter, Table 17.1 does highlight how 
an appreciable level of phase contrast can be generated in 
UTE imaging, even if the nominal TE is near zero.

 Experimental Verification

Experiments were conducted on a clinical 3T MRI system on 
phantoms and various anatomies. Magnitude and phase 
images were obtained from the same datasets. The phantom 
setup was imaged in the scanner’s coronal plane and con-
tained 12 cylindrical containers approximately 10  cm in 
length with 3 groups of diameters L = 0.8 cm, 1.4 cm, and 
2.6 cm. The four phantoms within each size group were filled 

with different chemical species (water, oil, CH3CN, and 
dimethyl sulfoxide (DMSO)) to study the phase of the UTE 
images in the presence of different off-resonance frequen-
cies. UTE images were obtained at different RF durations, 
readout gradient strengths, and slew rates. Figure 17.2 shows 
both magnitude (upper) and phase (lower) UTE images of 
the phantom setup for different readout gradient strengths 
and bandwidths (BWs). The typical ring-like artifact appear-
ance around the magnitude images, especially with lower 
readout gradients, should be noted. Furthermore, unlike the 
situation when using GRE or spin echo (SE) sequences, the 
centers of the cylinders are not physically displaced with 
respect to each other.
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G = 29.4 mT/m G = 7.3 mT/m G = 3.5 mT/m

Fig. 17.2 UTE phantom 
scans. Top: magnitude 
images; bottom: phase 
images. G = gradient strength. 
(Reproduced with permission 
from Carl and Jing-Tzyh [10])

 Specimen Study

Many connective tissues, such as the menisci, ligaments, and 
tendons, are rich in collagen fibers, which are highly orga-
nized and composed of fiber bundles of varying sizes. 
Petersen et al. studied the fibril texture of the human knee 
meniscus using electron microscopy and found three distinct 
layers: a meshwork of thin fibrils, a layer of lamella-like col-
lagen fibril bundles, and central circumferential fibers [12]. 
The tendon has a highly ordered extracellular matrix in 
which collagen molecules assemble into filamentous colla-
gen fibrils. Its multi-hierarchical structure contains collagen 
molecules arranged in fibrils, which are then grouped into 
fibril bundles, fascicles, and fiber bundles that are almost 
parallel to the long axis of the tendon and are named primary, 
secondary, and tertiary bundles, respectively [13]. 
Krasnosselskaia et al. investigated the dependence of FID on 
fiber orientation to B0 in tendon [14]. They observed an 
angle-dependent multi-exponential FID decay, which they 
hypothesized was due to exchange between orientationally 
restricted water structured along the length of the collagen 
molecule and disordered water in cavities. Measured fre-
quency and phase shifts were orientation- dependent and 
were interpreted as signatures of bulk magnetic susceptibil-
ity effects due to the geometry of cavities formed by adjacent 
gaps at the ends of the collagen molecules [14]. These find-
ings suggested the potential for generating phase contrast 
within musculoskeletal tissue fibral structures.

To demonstrate UTE phase contrast in connective tissues, 
a human meniscus sample was cut into a 3-mm-thick slice, 
placed in a perfluorooctyl bromide (PFOB)-filled syringe, 
and imaged with UTE sequences. The circumferential cross 
section of the meniscus sample was oriented perpendicular 
to the scanner’s B0 field. Figure 17.3a shows a UTE magni-
tude image of the meniscus specimen. The corresponding 
phase image is shown in Fig. 17.3b. The phase image exhib-
its higher contrast between the different fiber groups than the 
magnitude image. This increased contrast can be attributed 
to the inverse relationship between the size of the UTE image 
phase and the object size L (see Table 17.1). Due to the mini-
mal nominal TE used in UTE imaging, this phase evolution 
mainly stems from the excitation and acquisition portions of 
the sequence.

UTE phase imaging was further demonstrated in periph-
eral nerve in a clinical setting. The median nerve in a cadav-
eric human arm was scanned using a two-dimensional (2D) 
UTE sequence on a 3T clinical scanner. The arm specimen 
was placed parallel to the B0 field. A body coil was used for 
signal excitation. An 1-inch loop coil was used for signal 
reception. The small surface coil provided extremely high 
signal-to-noise ratio (SNR) sensitivity, allowing ultrahigh 
spatial resolution imaging of the peripheral nerve structure. 
Figure 17.4 shows both magnitude and phase images of the 
peripheral nerve in situ. The fascicular pattern, the perineu-
rium and epineurium, and the individual fascicles were 
extremely well depicted. UTE phase imaging provides 
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Fig. 17.4 UTE-based 
magnitude (a) and phase (b) 
images of a cadaveric human 
forearm specimen. UTE phase 
imaging provides higher 
contrast than magnitude 
imaging for the peripheral 
nerve, especially for the 
perineurium of individual 
fascicles (arrow)
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Fig. 17.3 UTE-based 
magnitude (left) and phase 
(right) images of a cadaveric 
human meniscus specimen. 
The internal fibers in the 
meniscus sample exhibit 
strong phase contrast. 
(Reproduced with permission 
from Carl and Jing-Tzyh [10])

higher contrast for the perineurium than UTE magnitude 
imaging.

Biological tissues frequently contain multiple water 
components [15–17]. For example, cortical bone contains 
multiple water components, including pore water, which 
resides in the macroscopic pores of the Haversian and the 
lacunocanalicular systems, and bound water, which is 
loosely bound to the organic matrix [15]. While pore water 
and bound water both have extremely short T2*s (e.g., 
~2 ms for pore water and ~0.3 ms for bound water at 3 T) 
[17], pore water has higher mobility and, therefore, a lon-
ger T2* than bound water. Adiabatic inversion pulses can be 
employed to partially invert and null the longitudinal mag-
netization of pore water [18]. During the inversion pulse, 
the longitudinal magnetization of bound water is largely 
saturated due to its extremely short T2*, which is much 
shorter than the duration of the adiabatic inversion pulse. 
Pore water nulling is important for accurately mapping 

bound water content, which correlates with cortical bone’s 
organic matrix density. The degree of pore water inversion 
and nulling is determined by the inversion time (TI). The 
pore water magnetization is negative for a TI shorter than 
the nulling point and positive for a TI longer than the null-
ing point. A phase transition (~π) is expected before and 
after the nulling point [19]. Figure 17.5 shows the magni-
tude and phase images from IR-UTE imaging of a cadav-
eric human bone sample using a repetition time (TR) of 
300  ms and a short TI of 20  ms. A positive phase was 
observed with TEs less than 0.4 ms (i.e., ϕ = 0.27 for a TE 
of 8 μs and ϕ = 0.74 for a TE of 0.4 ms) and a negative 
phase was observed with longer TEs in the range of 0.8–
1.6 ms (i.e., ϕ = −2.47 for a TE of 0.6 ms and ϕ = −2.03 for 
a TE of 1.4  ms) [19]. The net IR-UTE signal is initially 
dominated by the positive bound water magnetization and 
by the negative pore water magnetization at longer TEs 
(Fig. 17.5a).
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Fig. 17.5 Normalized magnitude signal decay for IR-UTE imaging of 
a human bone sample with a TR of 300 ms, a TI of 20 ms, and TEs 
ranging from 8 μs to 5 ms (a) and selected magnitude and phase images 
with a TE of 8 μs (b and f), 0.4 ms (c and g), 0.6 ms (d and h), and 
1.4 ms (e and i). Schematic longitudinal magnetizations of bound water 
(BM) and free (pore) water (FW) at different TEs are shown in panel 
(a), where the positive signal from bound water dominates the IR-UTE 
signal at TEs < 0.6 ms. This signal decays quickly, and the negative 

signal from pore water slowly dominates the IR-UTE signal at longer 
TEs. The IR-UTE bone signals were of opposite phase before and after 
a TE of 0.5 ms (i.e., ϕ = 0.27 for a TE of 8 μs and ϕ = 0.74 for a TE of 
0.4 ms, whereas ϕ = −2.47 for a TE of 0.6 ms and ϕ = −2.03 for a TE 
of 1.4 ms), consistent with a transition from positive to negative net 
magnetization at a TE of ~0.5  ms, the null point. (Reproduced with 
permission from Li et al. [19])

 UTE Phase Imaging of the Lungs

Other applications of UTE phase imaging in the lungs and 
the knee joints were demonstrated by Lu et al. [20]. In their 
work, 3D UTE-based magnitude and phase images were 
combined in composite images (see Fig. 17.6), which aided 
simultaneous visualization of magnitude and phase informa-
tion. For lung imaging, a total of 38,400 radial lines of 
k-space data were acquired with respiratory gating in a total 
scan time of about 7.5  min. Volumetric lung images were 
generated using gridding followed by complex Fourier trans-
formation. A 3D low-pass filter was applied to the k-space 
data to reconstruct a set of low-resolution complex images. 
The final phase information was derived from the full resolu-
tion images multiplied by the conjugates of the low-resolu-
tion images. The magnitude images (Fig. 17.6a) depict lung 
parenchyma, large fissures, and vessels nicely, owing to the 
ultrashort TE used with the 3D UTE sequence. The phase 
images (Fig.  17.6b) show highly different contrasts, espe-

cially for lung parenchyma, and provide complementary 
information to the magnitude images. The vessel walls are 
depicted with excellent contrast, especially in the axial phase 
images, where blood signals appear dark, whereas the vessel 
wall signals appear light. The airways are also depicted with 
positive contrast likely due to the presence of tissues such as 
the hyaline cartilage. Large fissures are visible with negative 
contrast on the phase images (arrows in Fig. 17.6).

Furthermore, the corresponding UTE magnitude and 
phase images can be used as inputs to different color chan-
nels (e.g., magnitude image in cyan, phase image in magenta) 
to create composite color images. The dynamic range and 
contrast for each individual channel can be independently 
adjusted to achieve the desired composite image contrast. 
The composite UTE images provide easy visualization of the 
information contained within the magnitude and phase 
images (Fig.  17.6c), thereby adding important additional 
contrast and potentially widening the application of UTE 
MR phase information in a clinical setting.
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a b c

Fig. 17.6 3D images of UTE lungs: (a) magnitude, (b) phase, and (c) composite. (Images courtesy of Aiming Lu, Department of Radiology, Mayo 
Clinic, Rochester, Minnesota, USA)

 UTE Phase Imaging in the Brain

Phase imaging of the brain is of considerable interest as it 
can provide greater contrast than magnitude images [21–
23]. Almost all the studies to date have employed long TEs 
(of ∼40  ms or longer) to create enough contrast between 
white and gray matter. The signal and contrast are mainly 
due to mobile water protons. The majority of myelin com-
ponents have ultrashort T2s and can only be visualized using 
UTE- and zero echo time (ZTE)-type techniques. The ultra-
short-T2 myelin components have much broader spectral 
absorption line shapes than the long-T2 water components. 
They can be selectively affected by appropriately placed 
off- resonance radiofrequency (RF) irradiation. A high-
power saturation RF pulse placed a few kilohertz away from 
the water peak can preferentially saturate signals from the 
short-T2 components, leaving the long-T2 water components 
largely unaffected. Off-resonance RF saturation can be used 
to create phase contrast for the short-T2 myelin components. 
Recently, Wei et  al. have reported the use of an off-reso-
nance saturated 3D UTE sequence to enhance phase con-
trast in the brain (Fig. 17.7) [23]. In conventional MRI, the 
short-T2 myelin components contribute minimally to phase 
contrast. Regular UTE images also do not show much phase 
contrast between gray and white matter. However, UTE 
imaging combined with off-resonance RF saturation can 
provide high phase contrast in the brain even at a nominal 

TE of 106 μs [23]. UTE with off-resonance RF saturation 
provides reversed phase contrast between the gray and white 
matter. The magnitude and phase UTE images of the satu-
rated components can be calculated using complex subtrac-
tion, providing a positive phase shift for the saturated signal 
component of the combined gray matter and cerebrospinal 
fluid (CSF), and a negative phase shift for the white matter. 
CSF has a similar positive phase shift in both UTE and GRE 
phase images, but white matter shows the opposite sign. 
UTE-based MRI phase images may improve the character-
ization of tissue microstructure in the brain by accessing 
short-T2 myelin components, thereby providing a better way 
to demonstrate phase contrast [23].

Phase imaging can also be combined with other contrast 
mechanisms, such as adiabatic inversion recovery UTE 
(IR-UTE), for direct imaging of myelin in the brain [24–28]. 
Myelin has a much lower signal than long-T2 water compo-
nents in the white and gray matter of the brain. Efficient 
long-T2 signal suppression is of critical importance in creat-
ing myelin contrast. Prior studies have demonstrated that the 
IR-UTE sequence allows selective myelin imaging on a clin-
ical whole-body scanner [24, 26–28]. He et al. showed that 
high phase contrast could be generated from the rapidly 
decaying signal of the macromolecular components of 
myelin after the suppression of long-T2 white matter compo-
nents (Fig. 17.8) [29]. These methods can be readily trans-
lated for in vivo imaging. They concluded that the majority 
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a

b

Fig. 17.7 Off-resonance saturated 3D UTE magnitude (a) and phase 
(b) imaging in the brain of a healthy volunteer with a TE of 0.106 ms 
and a saturation frequency of −1.2  kHz. Three representative axial 
magnitude images show high signal intensity in the white matter, 

indicating higher ultrashort-T2 components (a). The corresponding 
phase images demonstrate negative phase shifts in the white matter and 
positive phase shifts in CSF (b). (Reproduced with permission from 
Wei et al. [23])
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a b

c d

Fig. 17.8 IR-UTE brain 
imaging at a TE of 8 μs (a) 
and 4.4 ms (b). Echo 
subtraction provides high 
contrast for myelin (c). 
Adaptive phase reconstruction 
of the phased array data 
shows high myelin phase 
contrast (d). (Reproduced 
with permission from He 
et al. [29])

of myelin components demonstrate short-T2 relaxation times 
and can be best visualized using UTE techniques. IR-UTE 
phase imaging may also improve the diagnosis and therapeu-
tic monitoring of diseases that specifically target myelin 
(such as multiple sclerosis).

 UTE Phase Imaging in the Vasculature

Kadbi et  al. have used four-dimensional (4D) UTE phase 
imaging (with stack-of-stars) to study stenotic flow [30]. 
With conventional phase contrast (PC) imaging techniques, 

high velocities often lead to intravoxel dephasing and inac-
curate flow quantification. Shortening TE using UTE 
sequences has a crucial impact on decreasing these effects. 
In their work, they used a rigid phantom model of vascular 
occlusion (Fig. 17.9). Their results show a good correlation 
between conventional and UTE sequences for measured flow 
at low and medium flow rates. However, at high flow rates of 
more than 250  mL/s, the UTE sequence resulted in more 
accurate flow quantification than the conventional sequences. 
In addition, they found that undersampling the number of 
UTE spokes by 50% still resulted in an acceptable trade-off 
between accuracy and scan time.
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Fig. 17.9 (a) Velocity 
contours from conventional 
4D flow MRI, showing 
intravoxel dephasing and 
signal loss. (b) 4D UTE flow 
MRI, showing reduced 
dephasing and signal loss. 
(Reproduced with permission 
from Kadbi et al. [30])

 Conclusions

UTE phase imaging can provide high contrast visualization 
of short-T2 tissues despite its ultrashort TE.  These phase 
images can exhibit higher contrast for fiber structures than 
magnitude images, and highlight susceptibility differences 
between different tissue groups. Phase evolution with UTE 
imaging mainly occurs during RF excitation and data acqui-
sition. The theoretical model shown in Table  17.1 was 
derived using an isolated object with simple geometry; there 
equations are only approximations of more complex struc-
tures. Other applications outside of the musculoskeletal sys-
tem have also been explored, such as lung and myelin 
imaging, as well as improved accuracy of phase measure-
ment in high velocity flow quantification.

References

1. Robson MD, Gatehouse PD, Bydder M, Bydder GM. Magnetic res-
onance: an introduction to ultrashort TE (UTE) imaging. J Comput 
Assist Tomogr. 2003;27(6):825–46.

2. Bergin CJ, Pauly JM, Macovski A. Lung parenchyma: projection 
reconstruction MR imaging. Radiology. 1991;179(3):777–81.

3. Gold GE, Pauly JM, Macovski A, Herfkens RJ. MR spectroscopic 
imaging of collagen: tendons and knee menisci. Magn Reson Med. 
1995;34(5):647–54.

4. Gatehouse PD, Bydder GM. Magnetic resonance imaging of short 
T2 components in tissue. Clin Radiol. 2003;58(1):1–19.

5. Ma Y, Jang H, Jerban S, Chang EY, Chung CB, Bydder GM, 
et  al. Making the invisible visible-ultrashort echo time magnetic 
resonance imaging: technical developments and applications. Appl 
Phys Rev. 2022;9(4):041303.

6. Rahmer J, Bornert P, Groen J, Bos C.  Three-dimensional radial 
ultrashort echo-time imaging with T2 adapted sampling. Magn 
Reson Med. 2006;55(5):1075–82.

7. Haacke EM, Xu Y, Cheng YC, Reichenbach JR.  Susceptibility 
weighted imaging (SWI). Magn Reson Med. 2004;52(3):612–8.

8. Rauscher A, Sedlacik J, Barth M, Mentzel HJ, Reichenbach 
JR.  Magnetic susceptibility-weighted MR phase imaging of the 
human brain. AJNR Am J Neuroradiol. 2005;26(4):736–42.

9. Reichenbach JR, Venkatesan R, Yablonskiy DA, Thompson MR, 
Lai S, Haacke EM. Theory and application of static field inhomo-
geneity effects in gradient-echo imaging. J Magn Reson Imaging. 
1997;7(2):266–79.

10. Carl M, Jing-Tzyh AC. Investigations of the origin of phase differ-
ences seen with ultrashort TE imaging of short T2 meniscal tissue. 
Magn Reson Med. 2012;67(4):991–1003.

11. Chiang JT, Carl M, Bydder M, Du J, Mattrey RF, Bydder GM. Phase 
accrual during excitation in ultrashort TE (UTE) imaging: an alter-
nate definition of TE for phase measurements. Proc Intl Soc Mag 
Reson Med. 2009:4546.

12. Petersen W, Tillmann B. Collagenous fibril texture of the human 
knee joint meniscus. Anat Embryol. 1998;197(4):317–24.

13. Franchi M, Trirè A, Quaranta M, Orsini E, Ottani V. Collagen struc-
ture of tendon relates to function. Sci World J. 2007;7:404–20.

14. Krasnosselskaia LV, Fullerton GD, Dodd SJ, Cameron IL. Water 
in tendon: orientational analysis of the free induction decay. Magn 
Reson Med. 2005;54(2):280–8.

15. Nyman JS, Ni Q, Nicolella DP, Wang X. Measurements of mobile 
and bound water by nuclear magnetic resonance correlate with 
mechanical properties of bone. Bone. 2008;42(1):193–9.

17 UTE Phase Imaging



224

16. Reiter DA, Lin PC, Fishbein KW, Spencer RG. Multicomponent 
T2 relaxation analysis in cartilage. Magn Reson Med. 
2009;61(4):803–9.

17. Biswas R, Bae W, Diaz E, et al. Ultrashort echo time (UTE) imag-
ing with bi-component analysis: bound and free water evalua-
tion of bovine cortical bone subject to sequential drying. Bone. 
2012;50(3):749–55.

18. Afsahi AM, Ma Y, Jang H, Jerban S, Chung C, Chang EY, Du 
J.  Ultrashort echo time (UTE) MRI techniques: met and unmet 
needs in musculoskeletal imaging. J Magn Reson Imaging. 
2022;55(6):1597–612.

19. Li S, Ma L, Chang EY, Shao H, Chen J, Chung CB, Bydder GM, 
Du J. Effects of inversion time on inversion recovery prepared ultra-
short echo time (IR-UTE) imaging of free and bound water in corti-
cal bone. NMR Biomed. 2015;28(1):70–8.

20. Lu A, Miyazaki M, Cheng O, Zhou X. Fusion of magnitude and 
phase images and its applications in ultra-short TE MR imaging. 
Proc Intl Soc Mag Reson Med. 2014:4233.

21. Duyn JH, van Gelderen P, Li TQ, de Zwart JA, Koretsky AP, 
Fukunaga M. High-field MRI of brain cortical substructure based 
on signal phase. Proc Natl Acad Sci U S A. 2007;104:11796–801.

22. Lee J, Hirano Y, Fukunaga M, Silva AC, Duyn JH. On the contribu-
tion of deoxy-hemoglobin to MRI gray-white matter phase contrast 
at high field. Neuroimage. 2010;49(1):193–8.

23. Wei H, Cao P, Bischof A, Henry RG, Larson PEZ, Liu C.  MRI 
gradient-echo phase contrast of the brain at ultra-short TE with off- 
resonance saturation. Neuroimage. 2018;175:1–11.

24. Waldman A, Rees JH, Brock CS, Robson MD, Gatehouse PD, 
Bydder GM.  MRI of the brain with ultra-short echo time pulse 
sequences. Neuroradiology. 2003;45(12):887–92.

25. Wilhelm MJ, Ong HH, Wehrli SL, Li C, Tsai PH, Hackney DB, 
Wehrli FW.  Direct magnetic resonance detection of myelin and 
prospects for quantitative imaging of myelin density. Proc Natl 
Acad Sci U S A. 2012;109(24):9605–10.

26. Du J, Ma G, Li S, Carl M, Szeverenyi N, VandenBerg S, Corey- 
Bloom J, Bydder GM.  Ultrashort TE echo time (UTE) magnetic 
resonance imaging of the short T2 components in white matter of 
the brain using a clinical 3T scanner. Neuroimage. 2013;87:32–41.

27. Du J, Sheth V, He Q, Carl M, Chen J, Corey-Bloom J, Bydder GM, 
Du J. Measurement of T1 of the ultrashort T2* components in white 
matter of the brain at 3T. PLoS One. 2014;9(8):e103296.

28. Sheth V, Shao H, Chen J, VandenBerg S, Corey-Bloom J, Bydder 
GM, Du J.  Magnetic resonance imaging of myelin using ultra-
short echo time (UTE) pulse sequence: phantom, specimen, 
volunteers and multiple sclerosis patient studies. Neuroimage. 
2016;136:37–44.

29. He Q, Ma Y, Fan S, Shao H, Sheth V, Bydder GM, Du J. Direct 
magnitude and phase imaging of myelin using ultrashort echo time 
(UTE) pulse sequences: a feasibility study. Magn Reson Imaging. 
2017;39:194–9.

30. Kadbi M, Negahdar M, Cha JW, Traughber M, Martin P, Stoddard 
MF, Amini AA. 4D UTE flow: a phase-contrast MRI technique for 
assessment and visualization of stenotic flows. Magn Reson Med. 
2015;73(3):939–50.

M. Carl et al.



225© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Du, G. M. Bydder (eds.), MRI of Short- and Ultrashort-T2 Tissues, https://doi.org/10.1007/978-3-031-35197-6_18

18Chemical Shift Artifacts Produced 
by Center-out Radial Sampling: 
A Potential Pitfall in Clinical Diagnosis

Mark Bydder

 Introduction

With Cartesian sampling of the k-space, chemical shift arti-
facts between water and fat manifest as a displacement of fat 
in the image relative to water [1]. Since the magnitude and 
polarity of the gradient used for frequency encoding are 
identical for all phase encoding lines, the chemical shift arti-
facts appear as a constant pixel shift of fat in the frequency 
encoding direction.

However, with radial and other types of non-Cartesian 
sampling of the k-space, where the frequency encoding 
gradient changes in sign, direction, and/or magnitude, the 
appearance of chemical shift artifacts between fat and 
water is less well known. This can be a potential problem 
since non-Cartesian techniques are being used more often 
in clinical practice and the artifacts that arise from them 
are unfamiliar to radiologists and may be mistaken for 
pathology [2].

Ultrashort echo time (UTE) imaging is one example of 
non-Cartesian imaging used in musculoskeletal, lung, and 
neurological imaging [3, 4], which employs center-out radial 
sampling of the k-space (Fig. 18.1a).

A concept that is useful in imaging systems for illustrat-
ing imperfections in the encoding and/or reconstruction is 
the point spread function (PSF). Essentially, the PSF is the 
image that would be obtained by encoding and reconstruct-
ing an infinitely narrow point object. Ideally, the result 
should be a single bright pixel in the image; however, practi-
cal limitations mean that the image and the object always 
differ. Typically, the finite resolution of the measuring appa-
ratus causes the infinitely narrow point to have a finite width 
in the image (i.e., the point is spread out). The width is a 
property of the measurement process.

PSFs can be measured empirically or calculated numeri-
cally based on a model of the measurement system. Blurring 
can result not only from finite sampling since the resolution 
is obviously dependent on practical choices such as the 
matrix size and field of view but also from inherent proper-
ties of the object, including its T2. As shown in Rahmer et al. 
[6], the rapid loss of signal from short-T2 species means that 
there is only a short window of time available to spatially 
encode the object, and this broadens the PSF in a manner 
dependent on T2 (also known as T2 blurring).

In addition to blurring, other artifacts such as chemical 
shift and aliasing may be characterized in terms of the 
PSF. Of primary interest in this chapter is chemical shift arti-
fact. With Cartesian sampling, the PSF is a displacement of 
the point from its true location, which is consistent with its 
well known appearance on clinical images. In the case of 
center-out radial sampling, PSFs are shown in Fig. 18.1b and 
c for the case of on-resonance and off-resonance points, 
respectively. These illustrate the effect of finite resolution 
(Fig. 18.1b) and the effect of the chemical shift (Fig. 18.1c).

A chemical shift effect with radial sampling of k-space is 
sometimes described as blurring or producing a horseshoe 
artifact, but this does not fully capture the range of artifacts 
that may be seen with this type of sampling. Although it is 
known that the off-resonance effect in center-out radial sam-
pling of the k-space creates a ring-shaped PSF (Fig. 18.1c) 
[7, 8], there is a practical need to show how this manifests in 
clinical images.

UTE imaging is used to obtain signals from short- 
(1–10 ms) and ultrashort-T2 tissues (0.1–1 ms) such as corti-
cal bone, periosteum, entheses, the calcified and deep radial 
layers of the articular cartilage, and the cartilaginous end-
plates (CEPs) of intervertebral discs. Chemical shift artifacts 
arising from fat may be displaced into regions that have zero 
signal and be mistaken for real tissues, since it may not be 
obvious whether this signal has a normal appearance or is an 
artifact. Many short- and ultrashort-T2 tissues are adjacent to 
fat, so image interpretation at these boundaries may be par-
ticularly problematic.
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Fig. 18.1 A schematic of (a) center-out radial sampling of k-space. 
The gradient directions are indicated by arrows. (b) The point spread 
function (PSF) for this sampling with on-resonance spins (water). (c) 
The PSF for the same acquisition with the addition of off-resonance 
effects due to a chemical shift (fat). Panel (b) shows a sharp central 

peak surrounded by circular rings (Gibbs ringing). Panel (c) shows no 
central peak but complete displacement of the signal away from the 
center and formation of a ring shape. (Reproduced with permission 
from Bydder et al. [5])

The purpose of this chapter is to unequivocally demon-
strate chemical shift artifacts in radial center-out sampling of 
the k-space in phantoms, show their appearance in normal 
human images, and describe their potential for misdiagnosis.

 Phantom Studies

Two phantoms were constructed using vegetable oil (to sim-
ulate in  vivo triglyceride) and water doped with gadopen-
tetate dimeglumine (MultiHance, Bracco Diagnostics, NJ, 
USA). The first phantom was made with a syringe containing 
oil placed inside a water-filled beaker to illustrate a “point” 
source of signal. The second phantom was made using three 
beakers of different sizes in a “Russian- doll” arrangement, 
with a large beaker containing a medium- sized beaker con-
taining a small beaker. The largest and smallest beakers con-
tained water, and the medium-sized beaker contained 
vegetable oil. The purpose of this phantom was to show arti-
facts arising from structures with a thin layer of fat sur-
rounded by a water-containing tissue on either side.

Figure 18.2 shows the results from the first phantom con-
taining oil centrally within a syringe. This reveals a radially 

symmetric signal from the off-resonance oil, which is mid-
gray in Fig. 18.2a. It is surrounded by a dark ring where the 
syringe material produces no detectable signal. As the band-
width is decreased (Fig. 18.2b–d), a less central, mid-gray 
signal is seen, and the water surrounding it increases in sig-
nal as the signal from the oil is progressively displaced out-
ward into it. At 4 kHz (Fig. 18.2e), no signal remains from 
the oil in the syringe at its correct location.

Figure 18.3 shows the results from the second phantom, 
which had an oil annulus surrounded by water in the two 
beakers internal and external to it. In Fig. 18.3a, there is a 
central ring of signal from the oil, which appears mid-gray. It 
is surrounded by narrow inner and outer dark rings from the 
material of the beakers. As the bandwidth decreases in 
Fig. 18.3b–e, the central mid-gray ring becomes thinner and 
less obvious until it is no longer seen in Fig. 18.3e. There is 
an increase in signal in the surrounding internal and external 
water, which becomes more extensive from Fig.  18.3b–e. 
There are slight asymmetries to the artifact, which are most 
evident at the lowest bandwidth, which reflect the 
susceptibility-induced off-resonance effects at the interfaces 
between the oil and water layers.
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Fig. 18.2 An oil sample in a syringe surrounded by water imaged at different bandwidths: (a) 62.5, (b) 31, (c) 15, (d) 8, and (e) 4 kHz. (Reproduced 
with permission from Bydder et al. [5])

a b c d e

Fig. 18.3 An oil annulus situated between the outer and inner beakers, which contain water, imaged at bandwidths: (a) 62.5, (b) 31, (c) 15, (d) 8, 
and (e) 4 kHz. (Reproduced with permission from Bydder et al. [5])

 Human Volunteer Studies

A human volunteer (male, age: 65 years) was scanned using 
the same imaging sequence and range of bandwidths as for 
the phantoms. Representative examples of images of the 
head, pelvis, and spine are shown.

Figure 18.4a shows a transverse image of the brain of the 
65-year-old volunteer using a 62.5-kHz bandwidth, and 
Fig. 18.4b is the same slice imaged at a 4-kHz bandwidth. 
The latter figure shows the brain with areas of increased sig-
nal adjacent to it inside the skull. These areas (arrows) simu-
late the appearance of subdural hematomas. In addition, in 
Fig. 18.4b, an increased number of layers is seen in the sur-
rounding scalp. The signal from fat in the red bone marrow 
(approximately 50%) between the inner and outer tables of 
the skull is centrally displaced inside the skull around the 
brain and peripherally outside the skull into the scalp. Unlike 
Cartesian chemical shift artifacts, which are seen in one 
direction only and have a single displacement polarity, radial 
center-out artifacts are seen in different directions and have 
two displacement polarities (i.e., both central and peripheral 
displacements of the signal).

Figure 18.5a shows a transverse image of the pelvis of the 
volunteer at 62.5 kHz. Figure 18.5b shows the same slice at a 
4-kHz bandwidth. In this image, additional high signal is seen 
between the urine in the bladder and the surrounding pelvic 
tissues (arrows), giving the appearance of bladder wall thick-
ening. This simulates a bladder tumor. The artifacts are seen in 
different directions and result from central displacement of the 
signal from more peripheral perivesical fat.

Figure 18.6a is a sagittal image of the lumbar spine of 
the volunteer obtained with a bandwidth of 62.5  kHz. 
Figure 18.6b is the same slice imaged with a bandwidth of 
4 kHz. In the latter image, a high signal is seen at the upper 
and lower margins of the intervertebral discs (arrows) 
between the vertebral bodies. The appearances simulate 
those of CEPs seen with UTE subtraction imaging. The 
CEP has a zero signal with conventional long-TE imaging 
but shows a low signal with UTE imaging. When a short TE 
zero signal image is subtracted from the low signal UTE 
image, a relatively higher signal is seen in the CEPs. This 
genuine finding is simulated by the chemical shift artifacts 
shown in Fig. 18.6b. Unlike Cartesian chemical shift arti-
facts using sagittal frequency encoding, in which increased 
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a b

Fig. 18.5 (a) A transverse image of the pelvis using a bandwidth of 62.5 kHz. (b) The same slice at a 4-kHz bandwidth. (Reproduced with permis-
sion from Bydder et al. [5])

a b

Fig. 18.4 (a) A transverse image of the brain of a 65-year-old volunteer using a bandwidth of 62.5 kHz. (b) The same slice imaged at a 4-kHz 
bandwidth. (Reproduced with permission from Bydder et al. [5])

signal is only seen in the region of one CEP, with radial 
center-out sampling, increased signal is seen in the regions 
of both the upper and lower CEPs of the intervertebral 
discs.

In addition to the in-plane chemical shift shown thus far, 
the two-dimensional (2D) UTE sequence is vulnerable to 
through-slice off-resonance effects owing to the use of half 
pulses, which employ opposite polarity slice-selective gradi-
ents [9]. The degree of off-resonance required to produce a 
visible artifact is rather large, since the amplitude of the 

slice-selective gradient is typically high compared to that of 
the readout gradient and is not manipulable by end users. 
Moreover, the artifacts do not mimic pathology in a poten-
tially dangerous way like the in-plane artifacts shown in 
Figs.  18.4, 18.5, and 18.6. An example of off-resonance 
through-slice artifact is shown in Fig. 18, which compares a 
full RF pulse excitation (Fig. 18.7a) to the sum of two half 
pulses (Fig. 18.7b). These were acquired with a perturbation 
of 2 kHz to the scanner frequency. The image in panel (b) is 
significantly degraded.
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a b

Fig. 18.6 Images of the lumbar spine of the volunteer. (a) A sagittal 
image obtained with a bandwidth of 62.5  kHz. (b) The same slice 
imaged with a bandwidth of 4 kHz. High signal artifacts are seen in the 

region of the CEPs (yellow arrows). (Reproduced with permission from 
Bydder et al. [5])

a bFig. 18.7 A sagittal image of 
the brain acquired with a 
2 kHz perturbation of the 
frequency using (a) full RF 
pulse excitation and (b) two 
half-pulse excitations. 
Artifacts are seen in panel (b). 
The artifacts degrade the 
image in a way that is 
unlikely to be mistaken for 
anatomy. It should be noted 
that this level of off-resonance 
was introduced for 
demonstration purposes and is 
unlikely to be seen in a 
scanner that is correctly 
operated

 Conclusions

This chapter aims to develop an understanding of chemical 
shift artifacts seen with center-out radial UTE imaging and 
to demonstrate that these artifacts can simulate normal 
structures and disease. Chemical shift between water and 
fat may result in partial or complete loss of signal from its 
original location and increases in the central and periph-
eral signal around the original site of the fatty tissue. This 

can produce a reduction in the apparent size of the fatty 
tissue and additional signals that can extend beyond the 
original fatty tissue in different directions. At a low band-
width, the artifact can take the form of discrete, well-
defined signals displaced away from the original site of the 
fat, and these may mimic normal anatomy and/or disease. 
As with Cartesian scanning, the artifacts become more 
pronounced at low receiver bandwidths and high field 
strengths.
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19Pulse Sequences as Tissue Property 
Filters and the Central Contrast 
Theorem: A Way of Understanding 
the Signal, Contrast, and Weighting 
of Magnetic Resonance Images

Paul Condron, Samantha J. Holdsworth, 
Graeme M. Bydder, and Daniel M. Cornfeld

 Introduction

The most important advantage of magnetic resonance imag-
ing (MRI) over X-ray computed tomography (CT) is its 
higher soft tissue contrast. This was first demonstrated in 
1981  in 10 cases of multiple sclerosis (MS) in which 19 
lesions were seen with CT and 112 lesions were seen with 
MRI [1]. This was a major clinical advance in an important 
disease of the central nervous system (CNS), where imaging 
previously had little to contribute. The lesion contrast was 
produced by an increase in T1 in abnormal areas in the white 
matter of the brain and by the use of a highly T1-sensitive 
inversion recovery (IR) pulse sequence.

In the following year, high soft tissue contrast was also 
demonstrated as a consequence of increased T2 in lesions, 
and the use of long echo time (TE) spin echo (SE) pulse 
sequences. This was not only in MS but in many other dis-
eases of the brain as well [2, 3].

The most common change in disease seen with MRI is 
concurrent increases in T1 and T2 relative to normal. With 
SE sequences, an increase in T1 leads to negative contrast 
(i.e., a lower signal in the lesion relative to normal) and an 
increase in T2 leads to positive contrast (i.e., a higher signal 

in the lesion). These two effects can can cancel each other 
out, leading to little or no lesion contrast. To avoid this prob-
lem, SE sequences are usually designed to maximize T1 
contrast and minimize opposed T2 contrast (repetition time, 
TR about the T1 of the lesion and a short TE) or to maximize 
T2 contrast and minimize opposed T1 contrast (long TR and 
TE about the T2 of the lesion). This gives two principal types 
of SE images, i.e., T1-weighted and T2-weighted, with the 
names describing the single tissue property (TP), i.e., either 
T1 or T2, that is the dominant source of contrast.

There are difficulties with just designating a single TP as 
a source of contrast because a single image can be T1- 
weighted for one tissue and T2-weighted for another tissue 
shown in the same image, and this can lead to incorrect 
image interpretation. In 1986, this problem led to the 
American College of Radiology (ACR) Subcommittee on 
Nomenclature and Phantoms refusing to list the terms “T1- 
weighted” and “T2-weighted” in their Glossary of Terms and 
recommending that the terms be abandoned [4]. However, 
the ACR subcommittee did not provide an alternative, and 
the terms “T1-weighted” and “T2-weighted” have continued 
to be used in clinical practice to the present day.

The difficulties with the concept of weighting have been 
compounded by the use of additional TPs such as diffusion 
and susceptibility as well as newer pulse sequences, includ-
ing the pulsed gradient spin echo (PGSE) sequence and the 
T2-fluid-attenuated inversion recovery (T2-FLAIR) sequence.

This has led to a new approach to understanding contrast 
that accommodates contrast arising from more than one TP, 
provides a basis for understanding more complex sequences, 
and facilitates using TPs synergistically to improve lesion 
contrast [5–8]. The approach uses the Bloch and Torrey 
equations with mathematical definitions of contrast and 
weighting as well as differential calculus to link changes in 
TPs to changes in signal (or contrast) and forms the subject 
of this chapter.
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 Normal Tissue Properties (TPs), Changes 
of TPs in Disease, and the Effects of Contrast 
Agents

There are 20 or more TPs that affect MR images, and a criti-
cal part of MRI is relating differences or changes in TPs in 
disease to contrast seen on MR images. This is described as 
the central contrast problem in MRI. It requires a knowledge 
of pulse sequences and their pulse sequence parameters to 
link differences or changes in TPs to differences or changes 
in signal, i.e., contrast (Table 19.1).

It is useful to display the full extent of the values of TPs 
encountered in clinical practice along X-axes. Differences 
or changes in a TP can then be represented as horizontal 
green arrows (Fig.  19.1). Subsequent understanding of 
image signal and contrast includes all tissues and fluids 
visualized in the images. The TP X-axis can be either linear 

or logarithmic. The domain can be chosen to include par-
ticular tissues and fluids of clinical interest when, for exam-
ple, with susceptibility, the values for metal are far outside 
those of the tissues. (In the subsequent text, the term “tis-
sues” is assumed to include fluids unless otherwise stated.)

In many diseases (e.g., inflammation, demyelination, 
tumors, etc.) T1 and T2 are increased, but, in other conditions, 
including, for example, hemorrhage and iron deposition, T1, 
T2, and T2

* are often decreased. Diffusion is frequently 
decreased in acute diseases of the brain (infarction, infec-
tion) and in some tumors but is increased in other tumors and 
many chronic diseases.

Gadolinium-based contrast agents (GBCAs) can decrease 
the T1, T2, and T2

* of tissues and can thus create image con-
trast when appropriate sequences are used. However, the 
decrease in T1, T2, and T2

* is opposite to the increase in T1, 

Table 19.1 The central contrast problem. Tissue properties (TPs) and their differences or changes (ΔTP, 
DTP
TP

); pulse sequences and their pulse 

sequence parameters; signal (S) and phase (θ), signal contrast (absolute contrast Cab = ΔS, fractional contrast Cfr = 
DS
S

), and phase contrast 

(Δθ = absolute phase contrast). The central contrast problem is to relate differences or changes in TPs (left column) to differences or changes in 
signal and phase, i.e. contrast (right column) through knowledge of the pulse sequences and their pulse sequence parameters (central column). 
Conventionally, this is performed using the concept of qualitative weighting and designates a sequence by the single TP considered to be most 
responsible for the contrast. Frequently, more than one TP is responsible for contrast between the different tissues imaged, and pulse sequences 
have different sensitivities to different TPs. This complexity leads to inconsistencies when using qualitative weighting with a single TP to interpret 
MR images

Tissue properties (TPs) Pulse sequences and their pulse sequence parameters Signal (S), phase (θ)

ΔTP
 
DTP
TP

Cab = ΔS Cfr =  DS
S

Δθ

Δρm Dr
r

m

m

ΔT1 
DT
T

1

1

ΔT2 
DT
T

2

2

ΔD* DD
D

*

*

Spin echo (SE) (TR, TE, etc.)
Inversion recovery (IR) (TR, TI, TE, etc.)
Pulsed gradient spin echo (PGSE) (TR, TE, b, etc.)

Cab = ΔS Cfr =  DS
S

Δθ = absolute phase contrast

Δχ susceptibility Spoiled gradient echo (SGE)
(TR, TE, α, etc.)Δδ chemical shift

D
T

T
2

1

 

D
T

T
T

T

2

1

2

1

Balanced steady-state free precession (TR, TE, α, etc.)

Δ ultrashort T2 
DUltrashortT

T
2

2

Ultrashort TE (UTE)
(TR, TE, α, etc.)

Δ flow, Δv PGSE (TR, TE, ẟ, Δ, etc.)

Δ GBCA concentration c, Δc SE, IR, SGE, UTE, etc.
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Fig. 19.1 Normal tissue properties (TPs) of ρm, T1, T2, and D* ordered from zero to their maximum values along the X-axis using a linear X scale. 
Differences or changes in TPs are shown as green arrows along the horizontal X-axis

T2, and T2
* produced by a disease, and there is a risk that the 

two opposite effects may cancel each other out.
The signs and magnitudes of the changes in TPs as shown 

in Fig. 19.1 are also important for synergistic contrast MRI 
(scMRI). If concurrent changes in different TPs are present 
(which is usually the case), then there is an opportunity to 
use appropriate sequences and image processing to make 
each of the changes in TP synergistically contribute to the 
overall contrast of the images, irrespective of the sign of 
those changes.

Fluid properties are important in imaging the brain, for 
example, and often establish the upper or lower points of the 
image display dynamic range. Partial volume effects between 
extremely long T1 and T2 cerebrospinal fluid (CSF) and nor-
mal tissues may simulate increases in T1 and T2 in the tissue 
and thus in lesions. For this reason, it is often useful to selec-
tively reduce CSF signals when heavily T2-weighted 
sequences are used. This can be performed with techniques 
such as CSF nulling (T2-FLAIR sequence). Ideally, these 
techniques should not reduce contrast between the tissues of 
primary clinical interest.

 The Central Contrast Problem

The central contrast problem in clinical MRI is to relate dif-
ferences or changes in TPs such as Δρm, ΔT1, and ΔT2 (or 

fractional changes in these TPs, such as
 

Dr
r

m

m

, 
DT
T

and1

1

,
 

DT
T

respectively)2

2

,  (Table 19.1, left column) to differences 

or changes in the signal S, i.e., contrast Cab = ΔS (or fractional 

contrast Cfr  = 
DS
S

) as well as phase θ and differences in 

phase (Δθ) (Table 19.1, right column). This is performed via 
knowledge of the relevant pulse sequences and their pulse 
sequence parameters (Table 19.1, central column). Although 
the Bloch equations describing MRI relate TPs to S, the pri-
mary interest in clinical practice is actually to relate differ-
ences or changes in TPs to differences or changes in S (i.e., 
contrast).

The conventional way of doing this is to use qualitative 
weighting. This designates a single TP as the one believed to 
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Normal Brain Abnormal Achilles Tendon

a b

Fig. 19.2 A normal brain showing white and gray matter (a), and 
Achilles tendon showing normal and abnormal (white arrow) areas (b) 
examined with the same T1-weighted SE (T1-wSE) sequence. The 
sequence is T1-weighted for white and gray matter in panel (a) where 
the increase in T1 from normal white matter (white color) to normal 
gray matter (gray color) results in negative contrast. However, the same 
“T1- wSE” sequence is T2-weighted for the Achilles tendon in panel (b). 
The increase in T2 from normal (black, low signal) to abnormal tissues 

(white, high signal) in the tendon results in high positive contrast (white 
arrow) (b). If the sequence is regarded as T1-weighted in the Achilles 
tendon, then the high signal abnormality could be attributed to a 
decrease in T1 and therefore be due to hemorrhage, fat, and/or GBCA 
enhancement. In fact, the abnormality is due to an increase in T2 and is 
likely to be due to completely different pathology, e.g., degeneration, 
trauma, and/or edema

be most responsible for the contrast of interest and describes 
sequences and images accordingly as, for example, “T1- 
weighted”, “T2-weighted,” and “diffusion-weighted.” 
However, contrast is often dependent on differences or 
changes in more than one of the ten TPs shown in Table 19.1. 
In addition, there are also at least six classes of pulse 
sequences, and these display varying sensitivities to differ-
ences or changes in TPs. There are also differences within 
pulse sequence classes, which depend on sequence parame-
ters. This complexity leads to inconsistencies with qualita-
tive weighting where only a single TP is used to describe the 
relationship between differences or changes in several TPs 
and the contrast they produce.

 Problems with Qualitative Weighting

Examples of the problems encountered with the use of quali-
tative weighting include the following:

 (a) A sequence that is T1-weighted in one application, for 
example, showing contrast between the white and gray 
matter in the brain, can be T2-weighted in other applica-
tions (such as showing contrast between the normal and 
diseased tissue in the Achilles tendon) even though the 
sequence is still usually described as T1-weighted 
(Fig. 19.2).

 (b) T2-FLAIR sequences are highly T2-weighted for the 
brain but are simultaneously highly T1-weighted for 
CSF.

 (c) “Diffusion-weighted” sequences may be more T2- 
weighted than diffusion-weighted.

 (d) Although reducing TE is said to reduce T2-weighting, 
subtracted ultrashort TE (UTE) sequences with ultra-
short TEs (e.g., 8 μs) can be highly T2-weighted.

 (e) “Fluid-sensitive” sequences used in the musculoskeletal 
system are insensitive to fluids such as pore water and 
matrix-bound water in cortical bone. On the other hand, 
subtracted UTE sequences that are sensitive to pore and 
matrix-bound water are insensitive to joint and bursal 
fluid.

These and other inconsistencies complicate the use of 
qualitative weighting for image interpretation and limit its 
usefulness for understanding more complex sequences as 
well as developing new applications of these sequences in 
clinical MRI.

In order to resolve these problems, it is necessary to rec-
ognize the fact that several different TPs often determine 
contrast with most pulse sequences and provide specific rela-
tionships between differences or changes in TPs and differ-
ences or changes in signal (i.e., contrast) with these 
sequences. This is outlined in the next sections.

P. Condron et al.
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 Pulse Sequences as Tissue Property (TP) Filters

 The Spin Echo (SE) Sequence (Univariate Model)

The usual explanation of image signal and contrast with the 
SE sequence utilizes the Bloch equations. First, it follows 
longitudinal magnetization (MZ) over time TR, and, second, 
it follows transverse magnetization (MXY) after the applica-
tion of a 90° pulse (Fig. 19.3) for a further time TE. Contrast 
between two tissues, such as P with a shorter T1 and T2 and 
Q with a longer T1 and T2, is shown by the difference in MXY 
at the time of data collection (dc) at TE, as shown in Fig. 19.3.

The voxel signal S for an SE sequence is derived from the 
simplified Bloch equations so that

 
S e em

t T t T= -( )- ¢ - ¢¢Kr 1 1 2/ /
 (19.1)

where K is a scaling function, ρm is the mobile proton den-
sity, and t′ as well as t″ are variable times. T1 and T2 are time 
constants. Equation 19.1 describes ρm in the first segment, 
recovery of longitudinal magnetization (MZ) over time t′ in 
the second segment (which is in parentheses), and decay of 
transverse magnetization (MXY) over time in the third seg-
ment. The equations in the second and third segments are of 
the forms y = 1−e−x and y = e−x, respectively.

It is useful to replace the  variables t′ and t″ in Eq. 19.1 by 
the constant times of the SE sequence TR and TE and to treat 
the two time constants T1 and T2 in Eq.  19.1 as variables. 
This changes Eq. 19.1 to

 
S K e em

TR/T TE/T= -( )- -r 1 1 2  (19.2)

or

 
S S Sm T T= KSr

1 2  (19.3)

where the signals for the three segments Sρm, ST1, and ST2 are 
given by

 
Sr rm m T

TR T
T

TE TS e S e= = - =- -, ,/ /

1

1

2

21  (19.4)

The second and third segments in Eq.  19.2 are of the 
forms y = 1 − e−1/x and y = e−1/x, respectively, since T1 and T2 
are now variables. These forms are quite different from the 
forms y = 1 − e−x and y = e−x shown in the second and third 
segments of the Bloch equations, respectively, in Eq. 19.1.

The three segments of Eqs. 19.2–19.4 have the features of 
a linear or exponential filter for ρm (depending on whether the 
X-axis is linear or natural logarithmic (ln)), a low-pass filter 
for T1, and a high-pass filter for T2 (Figs. 19.4, 19.5, and 19.6).

The signal levels on images are given by Eqs. 19.2–19.4 
for ρm, ST1, and ST2 and correspond to the signal or brightness 
of tissues seen on images.

Equations 19.2–19.4 can be plotted using linear or loga-
rithmic X-axes. When using a linear axis, changes in x (i.e., 
changes in ρm, T1, or T2) represent the absolute differences in 
TPs. When using a logarithmic X-axis as in Figs. 19.4, 19.5, 
and 19.6, small changes in x (i.e., Δln ρm, Δln T1, and Δln T2) 
represent the fractional changes in TPs because of small dif-
ferences Δln x = Δx/x.

In Fig. 19.4, which shows a ρm-filter, the absolute contrast 
Cab (vertical blue arrow) is produced by an increase in ρm 
(horizontal green arrow) multiplied by the positive slope of 
the ρm-filter (red line). The difference in signal ΔSρm equals 
Cab (vertical blue arrow).

The absolute contrast (Cab) or difference in signal ΔST1 

produced by the positive increase Δln T1 (=
DT
T

1

1

) between
 

the T1s of two tissues P and Q is shown in Fig. 19.5 using a 
ln X-axis. The positive change from P to Q of Δln T1 along 
the X-axis (horizontal green arrow) produces a negative 
change from P to Q along the Y-axis (vertical blue arrow) or 
a negative change in signal ΔST1, i.e., negative contrast 
Cab = ΔST1.

The equation for Cab for small changes in ΔT1 and ΔST1 
using a linear X-axis is

 
C S

S

T
Tab T

T= =
¶

¶
´D D

1

1

1
1  

(19.5)

90º Pulse

Mz/Mxy P

P

timeTETE

Q

Q

S

Q

P

=

Fig. 19.3 A plot of MZ/MXY vs. times TR and TE for the SE sequence 
for two tissues, P (with a shorter T1 and T2) and Q (with a longer T1 and 
T2). T1- dependent contrast (the first negative blue arrow on the left) and 
the overall T1 and T2 contrast (the second and third positive blue arrows 
in the center and on the right, respectively) are shown

P

P Q Inpm

∆Inpm

∆Spm

Spm

0

Q

Fig. 19.4 An SE sequence. A ρm-filter with a ln ρm X-axis. The positive 
increase in ρm from P to Q Δln ρm (positive horizontal green arrow) is 
multiplied by the positive slope of the filter (red line) to produce posi-
tive contrast (positive vertical blue arrow) ΔSρm = Cab
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Q
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P
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P

1.0

0

Fig. 19.5 An SE sequence. The T1-filter with a ln T1 X-axis. The posi-
tive increase in T1 from P to Q Δln T1 (positive horizontal green arrow) 
is multiplied by the negative slope of the filter (red line) to produce 
negative contrast (negative vertical blue arrow) ΔST1 = Cab. ΔST1 may be 
positive or negative. Δln T1 may also be positive or negative

∆ST2

∆In T2

In T2

ST2

Q Q

P P

P Q

1.0

0

Fig. 19.6 An SE sequence. The T2-filter with a ln T2 X-axis. The posi-
tive increase in T2 from P to Q Δln T2 (positive horizontal green arrow) 
is multiplied by the positive slope of the filter (red line) to produce posi-
tive contrast (positive vertical blue arrow) ΔST2 = Cab

where
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is the first partial derivative of the T1-filter with 

respect to T1, or the slope of the T1-filter, x = multiplied, and 
ΔT1 is the change in T1 using a linear X-axis.

Using a ln X-axis, noting that Δln T1 = 
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for small 

changes in T1, and that
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Eq. 19.5 becomes
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where 
¶

¶

ST

T
1

1ln
is the slope of the filter, or the first partial 

derivative with respect to ln T1 (when using a ln X-axis), 

x = multiplied in this and subsequence equations, and
 

DT
T

1

1  
is the fractional change in T1, as shown in Fig. 19.5. For the 
T1-filter, a positive change from P to Q along the X-axis 
results in a negative change from P to Q along the Y-axis, 
i.e., negative contrast Cab. The slope of the curve (red line), 
which is the sequence weighting for the T1 segment, is 
negative.

For the T2-filter (Fig.  19.6), the positive change Δln 

T2 = 
DT
T

2

2  
from P to Q along the X-axis results in positive 

change ΔST2 = Cab from P to Q along the Y-axis, i.e., positive 
contrast. The slope of the T2-filter (red line), which is the 
sequence weighting for the T2 segment, is positive.

Putting the second derivative of the TP-filter to zero yields 
the TP value where the slope of the TP-filter, and therefore 
the contrast, is the highest. For the T1 and T2-filters, the slope 
is at TR = T1 and TE = T2, when using a ln X-axis, and at 
TR = 2 T1 and TE = 2 T2, when using a linear X-axis.

For the fractional contrast Cfr  =  ΔS/S (rather than 
Cab = ΔS), Eqs. 19.5 and 19.6 are divided by ST1 and ST2 for 
the nonzero values of ST1 and ST2, respectively.

So, for T1 using a ln X-axis,
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and for T2 using a ln X-axis,
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The Spin Echo (SE) Sequence (Multivariate 
Model) and the Central Contrast Theorem (CCT)

The TP-filters can be either considered separately (i.e., a uni-
variate model for each TP alone, as above) or combined in a 
multivariate model. This shows the contributions of the 
sequence weightings and changes in each TP to the overall 
contrast for each of ρm, T1, and T2 in the SE sequence and is 
illustrated in Fig. 19.7.

From Eqs. 19.3 and 19.4, for a small change in Δρm, ΔT1, 
and ΔT2, and using a ln X-axis, the product rule from dif-
ferential calculus gives
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Fig. 19.7 An SE sequence with combination of ρm, T1, and T2-filters. 
Increases in Δρm/ρm, ΔT1/T1, and ΔT2/T2 (positive horizontal green 
arrows) are multiplied by the slopes of their respective TP-filters (red 
lines) to produce positive, negative, and positive ρm, T1, and T2 contrasts 

with their respective TP-filters (vertical blue arrows with each TP-filter). 
The overall positive contrast (positive blue arrow on the right) is the 
algebraic sum of the TP contrasts produced by each of the three 
TP-filters (blue arrows with each TP-filter)

With linear X-axis, i.e. TP

Σ

Σ

With logarithmic X-axis, i.e. InTP

Cfr

=       ∆S/S, fractional contrast

=       ρm, T1, T2, T2*, D*, T2/T1.....

=       TP-filter for each pulse sequence SE, IR, PGSE, SGE, bSSFP...

=       first partial derivative of STP with respect ot TP for linear X-
         axis; is sequence weighting and slope of filter

=       first partial derivative of STP with respect ot TP for
         logarithmic X-axis; is sequence weighting and slope of filter

=       difference or change in TP

=       fractional difference or change in TP
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.
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Fig. 19.8 The central contrast theorem (CCT) for MRI and a corollary. 
The signal equations for Cfr are shown with a linear X-axis (TP) (upper) 
and with a logarithmic X-axis (ln TP) (lower). The theorem relates the 
fractional contrast Cfr to differences or changes in TPs and provides 

solutions to the central contrast problem outlined in Table 19.1, i.e., the 
relationship between the differences or changes in TPs shown in the 
first column in Table 19.1 and the differences or changes in signal or 
contrast shown in the third column of Table 19.1

Normalizing Eq.  19.9 by dividing it by S and using 
Eq. 19.3 for the nonzero values of S, Sρm, ST1, and ST2, Cfr is 
given by
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Thus, the contributions of the TPs to the overall contrast 
Cfr are, for each TP, its sequence weighting multiplied by the 
fractional change in the TP.  The relative contributions of 
each TP to sequence and image weighting can be calculated 
and expressed as ratios.

From Eq. 19.10, the overall fractional contrast Cfr using a 
ln X-axis is given by
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(19.11)

where 1/STP STP/∂ln TP is the sequence weighting for the tis-
sue property and ΔTP/TP is the fractional change in the 
TP. This is one form of the central contrast theorem (CCT) 
for MRI and its corollaries, which are shown in Fig. 19.8. 
Using a ln X-axis, the contrast for each TP is the normalized 
first partial derivative with respect to ln TP multiplied by the 
fractional change in TP. The total fractional contrast Cfr is the 
algebraic sum of the contributions to contrast from each 
TP. For T1 and T2, if both fractional contrasts are positive or, 
if both are negative, then a synergistic contribution to overall 
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In T1 In T1

ST1
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0
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1.0

0.26
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0

Fig. 19.9 IR T1-filters with phase-sensitive (ps) (a) and magnitude (m) 
reconstruction (b) using ln T1 X-axes. Panel (a) shows both positive and 
negative values for ST1, whereas in panel (b), negative values are 

“reflected” across the X-axis and become positive. The maximum 
slopes of the T1-filters are shown as red lines and are negative in both 
cases

In T1

Short TIsa b cIntermediate TIi

TI→

Long TIi

ST1 ST1 ST1

W G In T1W G In T1W G
0 0 0

1.0 1.0 1.0

TI→

Fig. 19.10 The long-TR IR sequence. T1-filters for short TIs (a, left), 
intermediate TIi (b, center), and long-TIl (c, right) values. The positions 
of the white (W) and gray (G) matter are the same for each of the three 
TIs. TI is increased from TIs (left) to TIi (center) and then further to TIl 

(right). The increase in T1 from W to G along the X axis (green arrows) 
is multiplied by the relevant slopes of the T1-filters (red lines) and pro-
duces strongly positive, strongly negative, and mildly negative contrast, 
respectively (blue arrows), as TI is increased from left to right

Cfr results. If one TP contrast is negative and the other is 
positive, then there is a reduction in the overall Cfr results. 
Thus, to achieve synergistic contrast, contributions to con-
trast of the same sign are sought from each of the relevant 
TPs to make their effects complementary.

 The Inversion Recovery (IR) Sequence

The IR sequence has an additional T1 filter (segment) to those 
of the SE sequence, which is shown in Fig. 19.12, where
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TI T

1

11 2= -( )- /
 (19.12)

This T1-filter is shown in the phase-sensitive (ps) recon-
structed form in Fig.  19.9a and in magnitude (m) recon-
structed form in Fig. 19.9b.

When the inversion time (TI) is increased, the T1-filter 
shifts to the right as shown for the m form in Fig.  19.10. 

Figure 19.10a (left) shows the IR T1-filter with a short TIs (e.g., 
the short TI IR or STIR sequence) for the brain where gray 
matter (G) has a higher signal than white matter (W). The 
slope of the filter between W and G is strongly positive. When 
TI is increased to an intermediate TIi as in Fig. 19.10b (center) 
with W and G fixed in the same position on the ln X-axis, W 
has a higher signal than G. The slope of the T1-filter between 
them is strongly negative. When TIi is increased further to a 
long TIi as in Fig. 19.10c (right), W has a slightly higher signal 
than does G and the slope of the T1-filter between them is neg-
ative but of smaller size than in Fig. 19.10b. The sequence T1-
weighting, which is the slope or first partial derivative of the 
T1-filter, is highly positive in panel (a), highly negative in 
panel (b), and slightly negative in panel (c) using a short TIs 
(a), an intermediate TIi (b), and a long TIl (c), respectively.

When the IR sequence repetition time (TR) is much 
greater than T1, the other T1-filter (1 − e−TR/T1) becomes ~1, 
and the main determinant of contrast is the (1 −  2e−TI/T1) 
T1-filter.
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ST2 SD*
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Q

Fig. 19.11 PGSE sequence 
T2 and D*-filters. Increases in 
both T2 and D* from P to Q 
(positive horizontal green 
arrows) result in positive and 
negative T2 and D* contrast, 
respectively, and low opposite 
negative overall contrast 
(negative short vertical blue 
arrow, right)

InT2

T2

InD*

D*

X =

ST2 SD*

P Q PQ

P

Q

Fig. 19.12 PGSE sequence 
T2 and D*-filters. Increase in 
T2 and decrease in D* from P 
to Q (positive and negative 
horizontal green arrows, 
respectively) both produce 
positive contrast and, as a 
consequence, high positive 
overall synergistic contrast 
(positive long vertical blue 
arrow, right)

 The Pulsed Gradient Spin Echo (PGSE) 
Sequence

For diffusion using the PGSE sequence, an additional seg-
ment is added to those shown in Fig. 19.7 for the SE sequence 
and is illustrated in Fig.  19.11 under the D* heading. The 
extra segment is the D* filter, which has the form of an expo-
nential decay with its signal SD* given by
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b is the diffusion sensitivity parameter and D* is the 
apparent diffusion coefficient. Significant D*-weighting 
requires a long TE with the PGSE sequence using present- 
day clinical scanners. This is to provide time for the two 
pulsed diffusion gradients to be applied before and after the 
inversion pulse of the SE sequence. The long TE necessary 
for this creates T2-weighting, and, so, the sequence 
 simultaneously has both positive T2-weighting (i.e. the pos-
itive slope of the T2-filter shown in Fig. 19.11 under the T2 
heading) and negative D*-weighting (i.e. the negative slope 
of the D*-filter shown in Fig. 19.11 under the D* heading). 
The positive change ΔT2 from P to Q along the X-axis (hor-
izontal green arrow) produces positive T2 contrast (the pos-
itive vertical blue arrow). The positive change ΔD* from P 
to Q along the X-axis produces negative D* contrast (nega-
tive vertical blue arrow). The overall result of the opposed 
T2 and D* contrasts produced in this way is low negative 
contrast (negative short vertical blue arrow on the right in 
Fig. 19.11). This is the case in many tissues where disease 

causes an increase in both T2 and D* and the resulting oppo-
site diffusion and T2 contrasts produce low overall 
contrast.

Figure 19.12 shows a situation in which T2 is increased 
from P to Q under the heading T2 and D* is decreased from P 
to Q under the heading D* (rather than increased as in 
Fig. 19.11). The changes in T2 and D* both result in positive 
contrast (blue arrows), and the algebraic sum of these is syn-
ergistic and produces high positive contrast (vertical long 
blue arrow on the right). In this situation, the PGSE T2 and 
diffusion weightings work together with the changes in T2 
and D* to produce synergistic contrast.

 The Spoiled Gradient Echo (SGE) Sequence

 (a) The SGE sequence has a T1-filter, which is affected by 
two pulse sequence parameters TR and the flip angle α 
(Eq.  19.14). The T1-filter, appears the same as the T1-
filter SE sequence for flip angle α  =  90°, but, as α is 
reduced, the curve flattens and there is less T1 sequence 
weighting for a given value of TR (Fig. 19.13).
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S is the signal, α is the flip angle, and TR is the repetition 
time. The flip angle to maximize the signal αS is determined 
by setting the first derivative of Eq. 19.14 to zero. The flip 
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ST1

1.0

0
α=10º

α=30º

α=50º

α=70º

α=90º

In T1

Fig. 19.13 An SGE sequence T1-filter. For a given TR as α is decreased 
from 90° to 10°, the negative slope of the curve (which is its T1 sequence 
weighting) generally decreases in size

angle to maximize the contrast αC is determined by setting 
the second derivative of Eq. 19.14 to zero.

With the SGE sequence, the T2-filter of the SE sequence 
becomes a T2

*-filter and includes additional susceptibility 
effects, which make T2

*-less than T2. Chemical shift effects 
are modeled by including phase differences for water and fat 
and taking the vector sum and difference of these as with the 
Dixon technique.

 Ultrashort Echo Time (UTE) and Zero Echo 
Time (ZTE) Sequences

The UTE and ZTE sequences are the subjects of much of 
this book. They both decrease the effective TE of acquisi-
tions so that it is possible to detect signals from tissues with 
short and ultrashort T2s. Their general behavior parallels 
that of the SGE sequence with a T1-dependent segment in 
which both the signal and contrast depend on TR and α as 
well as a T2- dependent segment in which contrast depends 
on T2

* and TE.
Use of an inversion pulse as preparation introduces an 

additional T2-filter for tissues with T2s comparable to, or less 
than, the duration of the inversion pulse. This pulse is typi-
cally used with a TI chosen to null the long-T2 components, 
which are fully inverted. Short- and ultrashort-T2 compo-
nents are typically not fully inverted and are instead partially 
or fully saturated.

These two effects have the result of producing low-pass 
T2 and T1-filters in which short- and ultrashort-T2 signals are 
detectable (with a UTE or ZTE acquisition), but long-T2 and 
long-T1 tissues and fluids are not detectable.

Lesions that increase T2 in the short- and ultrashort-T2 
domains produce a reduction in signal with nulled inversion 
pulse preparations (negative contrast) and thus are synergis-
tic with negative T2 contrast produced by echo subtraction 
(ES), as explained in previous chapters.

 Features of TP-Filters

Features of the TP-filter approach include the following:

 (a) Placement of TPs along the X-axis, and the use of both 
linear and ln scales along this axis.

 (b) Placement of signal S along the Y-axis and the use of 
both linear and logarithmic scales for this.

 (c) Use of both the absolute contrast Cab and the fractional 
contrast Cfr.

 (d) Designation of the slope or first derivative of the TP-filter 
(or normalized slope of the TP-filter) as sequence 
weighting and calculation of this slope both for linear 
and ln X-axes.

 (e) The use of the second derivatives of the TP-filter and 
points of inflection to calculate the values of sequence 
parameters (e.g., TR = T1, TE = T2 with ln X-axes) to 
maximize Cab.

 (f) Allocation of signs (positive or negative) to each of sig-
nal, contrast, image weighting, sequence weighting, and 
TP differences or changes. This helps make it possible to 
understand contrast and weighting in both semiquantita-
tive and quantitative terms.

 (g) Separation of sequence and image weighting and calcu-
lation of sequence and image weighting ratios to deter-
mine the relative contributions of different TPs to 
sequence weighting and image weighting.

 (h) Ability to deal with the situation in which a single TP 
(e.g., T1) is affected by two pulse sequence parameters 
(TR and α) or a single pulse sequence parameter (e.g., 
TE) has effects on two TPs (e.g., T2 and D*).

 (i) TP values cover the full extent experienced in clinical 
practice so the graphics provide a complete representa-
tion of the contrast and weighting of images.

 (j) The same approach can be used for sequence prepara-
tions and complete pulse sequences.

 (k) Although developed here primarily for ρm, T1, T2, D*, 
and T2

*, the TP-filter approach is also applicable to other 
TPs.

 Features of the Central Contrast Theorem 
(CCT) and Its Corollaries

Unlike conventional qualitative weighting, which only uti-
lizes a single TP to explain contrast, the CCT makes it pos-
sible to deal with two or more TPs and to understand both 
their separate and combined contributions to contrast. As a 
result, use of the CCT resolves many of the inconsistencies 
associated with the use of conventional qualitative weight-
ing. Resolution of one of these inconsistencies is shown in 
Fig. 19.14, which explains the fact that an SE sequence that 
is T1-weighted for the brain can be T2-weighted for disease in 
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Achilles tendon normal (TN) and abnormal (TA): “ T1-wSE” sequence (lower)

Brain normal white matter (W) and gray matter (G):  T1-wSE sequence (upper)

TA
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S

TI¬–
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Fig. 19.14 Normal white matter (W) and gray matter (G) in the brain 
(upper) as well as normal (TN) and abnormal (TA) Achilles tendon 
(lower) imaged with the same T1-wSE sequence. The T1-wSE sequence 
ρm, T1, and T2-filters are the same in the upper and lower figures. In the 
upper figure, ρm, T1, and T2 are increased from W to G. The TP sequence 
weightings are the slopes of the TP-filters (red lines), which are positive 
for ρm, negative for T1, and positive for T2. The contrast produced by 
each filter is the increase in each TP (positive horizontal green arrows) 
multiplied by the slope of the relevant TP-filter (red lines), and these are 
shown as vertical blue arrows for each TP-filter. They are slightly posi-
tive for ρm, markedly negative for T1, and slightly positive for T2 (upper). 
The overall fractional contrast is the algebraic sum of the fractional 
contrasts for each TP. This is shown as the negative vertical blue arrow 
(on the upper right side). In the lower part of the figure, the normal T1 
of the Achilles tendon is shorter than that of W (upper) and corresponds 
to a flatter negative part of the T1-filter (lower). The normal T2 of the 
Achilles tendon (lower) is shorter than that of W (upper) and corre-
sponds with a steeply positive sloping part of the T2-filter (lower). The 
abnormality in the Achilles tendon shows an increase in ρm, T1, and T2 
(positive green arrows) (lower). These changes are multiplied by the 

positive ρm, slightly negative T1, and highly positive slopes of the ρm, T1, 
and T2 filters, respectively (red lines). These produce positive, slightly 
negative, and strongly positive TP contrasts, respectively (vertical blue 
arrows for each TP-filter). The overall fractional contrast, which is the 
algebraic sum of the fractional TP contrasts, is highly positive (blue 
vertical arrow) (lower right side). Because of the shorter T1 and T2 of the 
Achilles tendon relative to the T1 and T2 of W and G, there is a shift 
from the dominant negative T1-weighting and contrast for W relative to 
G (i.e., steeper T1 and flatter T2 in the corresponding parts of the T1 and 
T2-filters) (upper), to the dominant positive T2-weighting and contrast 
for the change from normal (TN) to abnormal (TA) in the Achilles tendon 
(flatter T1 and steeper T2 in the corresponding parts of the T1 and T2-
filters) (lower). The designation “T1-weighted” is usually applied to the 
“T1-wSE” sequence when it is used for the Achilles tendon even though 
the sequence and contrast are both actually T2-weighted. This may be 
because there is already a long TR, long TE T2-weighted SE sequence 
in regular use in the musculoskeletal system, and redesignating the “T1- 
wSE” sequence as T2-weighted as well could cause a different type of 
confusion
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the Achilles tendon, as illustrated in Fig. 19.2. It also makes 
it possible to understand how T2 and D* contrast behave indi-
vidually and how they interact with each other with the 
PGSE sequence (Figs. 19.11 and 19.12).

The CCT formalizes the relationship between differences/
changes in TPs and the fractional contrast Cfr (Fig. 19.8). It is 
in two parts. First, for each TP, the fractional contrast gener-
ated is the normalized product of sequence weighting (the 
partial derivative of the TP-filter either with respect to the TP 
or ln TP) multiplied by the change in TP or the fractional 
change in TP. The second part is the algebraic sum of the 
fractional contrasts generated by each TP, which is the over-
all fractional contrast Cfr. For signal S, the CCT and its corol-

laries are derived from the Bloch equations for ρm, T1 and T2, 
and the Torrey equations, which add diffusion D*. The CCT 
is used in graphical form in this chapter.

The CCT can be used in qualitative form to determine 
which single TP among several is the most responsible for 
contrast for given changes in the TPs and a specific pulse 
sequence. It is the TP with the largest Cfr. It can also be used 
in semiquantitative or graphical form where the sign of differ-
ences or changes in TP and their relative magnitudes are con-
sidered. It can also be used in quantitative form where 
sequence and image weighting ratios are expressed in per-
centages with the relative contributions of each TP to sequence 
weighting and to image weighting using the equations:
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The sequence weighting ratio sWr describes the relative 
weighting of the TPs within a sequence. The image weight-
ing ratio (iWr) uses the sequence weighting ratio and com-
bines it with differences/changes in each TP to describe their 
relative effects on the contrast of the image. This is an impor-
tant difference. The sequence T1-filter may be steeper than 
the T2-filter, meaning that it is more T1-weighted than it is 
T2-weighted for particular values of T1 and T2. However, if 
disease results in a larger change in T2 than in T1, contrast on 
the image can be dominated by the T2 change and not the T1 
change so that the image has a dominant T2-weighting in 
spite of the fact that the sequence has a dominant 
T1-weighting.

The CCT and its corollaries employ the small change 
approximation of differential calculus. This is applicable, in 
particular, to the detection of effects due to small changes in 
TPs, which is appropriate for demonstration of subtle dis-
ease. When larger changes are present, the small change 
approximation may lead to larger errors, but this is a known 
issue and is usually not a problem in clinical practice since 
larger changes are usually easy to detect.

The use of fractional contrast involves normalization by 
the TP-filter signals STP and the overall signal S.  If one or 
more of these is zero, or close to zero, when the image noise 
is taken into account, then the values may take the form 1/0 
and be uninterpretable. It means that fractional contrast is 
only valid between certain limits.

It is also not obvious which of the absolute contrast Cab or 
the fractional contrast Cfr best represents what is visually 
perceived by human observers and therefore provides the 
more appropriate model for understanding contrast. In this 
chapter, consideration is given to both forms of contrast.

The signal and contrast produced by sequences are sub-
ject to changes in window width and level performed by the 
observer. This has an effect on the perception of contrast and 
also needs consideration.

 Conclusions

The use of TP-filters and the CCT resolves many of the prob-
lems associated with the use of conventional quantitative 
weighting to describe MR image contrast. They also provide 
a basis for understanding more complex sequences and for 
using synergistic contrast. Their use is somewhat counterin-
tuitive. Instead of the basic diagrams used to explain T1 and 
T2 contrast being exponential recoveries and decays respec-
tively, they are low and high-pass filters with slopes opposite 
to those commonly used. Sequence and image weighting are 
distinguished, and each of the quantities, namely, signal, 
contrast, sequence and image weighting, and TP changes, 
have positive or negative signs associated with them.

A particularly helpful way to understand and integrate the 
concepts is through the use of interactive applications (apps) 
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for each segment of a pulse sequence as well as for the pulse 
sequence as a whole. This shows the dependence of contrast 
on TP changes of different types and the effects of varying 
pulse sequence parameters such as TR, TE, and TI.

The focus on TP-filters and CCT is on sequence prepara-
tions with smaller but important contributions from the 
acquisition, basic image processing, and quantitation.

The use of UTE and ZTE acquisitions allows signals to be 
obtained from tissues and/or tissue components that provide 
little or no signal with conventional SE, SGE, and other 
acquisitions. Basic image processing using multiplication, 
addition, subtraction, and/or division of sequences makes it 
possible to produce synergistic contrast and to amplify con-
trast. In addition, long inversion pulses may act as T2 and 
T1-filters for ultrashort- and short-T2 tissues and produce 
additional contrast which can also be used synergistically.
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John D. Port, and Graeme M. Bydder

 Introduction

This book is divided into four parts: (1) acquisition, (2) con-
trast mechanisms, (3) quantitation, and (4) applications. In 
the first part, acquisitions are broadly divided into two cate-
gories, namely, those using ultrashort echo time (UTE) 
approaches, in which the radiofrequency (RF) pulse is 
applied initially after which gradients are activated and data 
are collected, and those using zero echo time (ZTE) 
approaches, in which the gradients are initially activated, 
after which the RF pulses are applied and data are collected.

The second part of this book on contrast mechanisms 
describes sequence preparations such as inversion pulses, 
which are applied prior to data acquisition, different data 
acquisitions, and basic image processing processes, such as 
subtraction of images with different echo times (TEs). These 
techniques are used to increase image contrast and/or 
specificity.

In the preceding chapter of this book, it was explained 
that the conventional approach to understanding image con-
trast using qualitative weighting leads to contradictions and 
inconsistencies. The conventional approach is also poorly 
suited to understanding more complex sequences. To deal 
with this problem, an alternative approach using tissue prop-

erty (TP) filters and the central contrast theorem (CCT) was 
described and illustrated for commonly used pulse sequences.

This chapter employs this alternative approach to under-
stand combinations of inversion recovery (IR) sequences in 
which two or more IR sequences are multiplied, added, sub-
tracted, and/or divided, i.e., MASDIR sequences. These pro-
vide more options for manipulating contrast than single IR 
sequences.

In particular, they provide options to develop synergistic 
contrast in which a single tissue property (TP) is used twice 
or more in the same sequence to increase contrast and/or two 
or more different TPs are used in the same sequence for the 
same purpose. The synergistic contrast developed by the TPs 
may be supplemented by suppression of unwanted high sig-
nals or use of opposed contrast for the same purpose. 
Synergistic contrast can be used to increase sensitivity and/
or specificity.

This chapter describes MASDIR sequences and synergis-
tic contrast MRI (scMRI) in more detail, including their uses 
with short- and ultrashort-T2 tissues.

 Development of MASDIR Sequences

The first combination of two IR sequences to form a single 
sequence was described in 1985 [1]. This was the use of two 
inversion pulses to suppress the signal from both fluid and 
fat. It was applied in the brain and body as a double IR (DIR) 
sequence, which is a multiplied IR (MIR) sequence. In 1994, 
its use was extended to suppress either white or gray matter 
signals as well as cerebrospinal fluid (CSF) [2]. Subtracted 
IR (SIR) sequences were used to show effects due to contrast 
enhancement [3], inhalation of O2 [4], and to selectively 
show short- or ultrashort-T2 components [5]. In 2010, the 
MP2RAGE (magnetization-prepared 2 rapid acquisition gra-
dient echo) sequence was described [6]. It multiplies two IR 
sequences together and normalizes them. This was extended 
in the form of magnetization-prepared n rapid acquisition 
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gradient echo (MPnRAGE) [7]. The fluid and white matter 
suppression (FLAWS) sequence was initially described to 
produce separate images: one with fluid (i.e., CSF) 
 suppression and the other with white matter suppression 
using IR sequences, but variants have been developed in 
which these two acquired images are multiplied, added, sub-
tracted, and divided as the FLAWSdiv, FLAWShc, and 
FLAWShco (where div  =  divided, hc  =  high contrast, and 
hco = high contrast opposite) sequences [8, 9]. The MASTIR 
(multiplied, added, subtracted, and/or fitted IR (FIR)) group 
of sequences was described in 2020 [10] with the inclusion 
of division in 2022 to produce MASDIR sequences [11].

 Classification of MASDIR Sequences

The classification of MASDIR sequences is shown in 
Table 20.1. They are divided into: (1) multiplied, (2) added, 
(3) subtracted, and (4) divided. Fitted IR sequences [7, 12–
14] are treated as a separate category. Subsequent sections 
describe some of these sequences in more detail.

 1. Multiplied IR (MIR) Sequences
MIR sequences include DIR and MP2RAGE as men-

tioned above.
 2. Added IR (AIR and A1IR) Sequences

One group of added IR (AIR) sequences adds two magni-
tude (m) reconstructed sequences with different inversion 
times (TIs) and is used with subtraction and division (see 
below). Another group of sequences (A1IR) uses a single TI 
with images reconstructed in phase-sensitive (ps) and magni-
tude (m) forms. Addition of these two sequences shows 
shorter- T1 tissues and suppresses the signal from longer-T1 
tissues and fluids. The A1IRES sequence supplements this by 
echo subtraction (ES; see later) and so adds a T2-filter, thus 
reducing the signal from longer-T2 tissues and fluids to pro-
vide a combined T1 and short T2-filter. The subtracted AIR 
(S1AIR) sequence subtracts a longer-TI image from a shorter 
one to selectively show a specific range of short-T1 tissues.

 3. Subtracted IR (SIR) Sequences
Eight subgroups of SIR sequences are included in 

Table 20.1. The first five groups use subtraction of a lon-
ger TI image from a shorter TI one (or vice versa as the 
reversed or r form). They start with the basic sequence 
(SIR), add T2-weighting to it as the subtracted IR echo 
subtraction (SIRES) sequence, and then add D*-weighting 
to this as the subtracted IR echo diffusion subtraction 
(SIREDS) sequence. The spin echo (SE) segment of the 
SIRES sequence is substituted by a gradient echo to pro-
duce the subtraction IR gradient echo subtraction 
(SIRGES) sequence. This can have added to it diffusion 
weighting as the subtraction IR diffusion and gradient 
echo subtraction (SIRDGES) sequence.

The sixth group includes the shortened modified 
Look–Locker IR (shMOLLI) [12] sequence, the DESIRE 
(double echo sliding IR) [13, 14] sequence, which uses a 
sliding TI window to obtain many IR images with differ-
ent TIs followed by a UTE data collection (dc) and ES, 
and the STAIRES (short repetition time (TR) adiabatic IR 
echo subtraction) [15, 16] sequence. This sequence mul-
tiplies an extremely short TR segment by a short TIs seg-
ment to reduce to zero, or nearly zero, long-T1 and long-T2 

Table 20.1 MASDIR sequences

Groups of MASDIR 
sequences Expansion of MASDIR sequence acronyms
MIR Multiplied IR
   DIR Double IR (mTIl × mTIs/i)
   MP2RAGE Magnetization-prepared 2 rapid acquisition 

gradient echo (psTIl × psTIi) (also 
normalized)

AIR Added IR
   AIR Added IR (mTIs/i/l + mTIs/i/l)
   A1IR Added IR (psTIs/i/l + mTIs/i/l)
   A1IRES AIR added IR echo subtraction
   S1AIR Subtracted, added IR
SIR Subtracted IR
   SIR, rSIR Subtracted IR (mTIs/i/l − mTIs/i/l), reverse SIR
   SIRES, rSIRES Subtracted IR echo subtraction, reverse 

SIRES
   SIREDS, 

rSIRDES
Subtracted IR echo diffusion subtraction, 
reverse SIREDS

   SIRGES, 
rSIRGES

Subtraction IR gradient echo subtraction, 
reverse SIRGES

   SIRDGES, 
rSIRDGES

Subtraction IR diffusion and gradient echo 
subtraction, reverse SIRDGES

   DESIRE, 
STAIRESa

Double echo sliding IR, short TR adiabatic 
pulse prepared IR (TR × mTIi/s) echo 
subtraction

   shMOLLIa Shortened modified Look–Locker inversion 
recovery

   S1IR Subtracted IR (psTIs/i/l − mTIs/i/l)
   S2IR Subtracted SIR
   IRES IR echo subtraction
   STIRES Short TI IR echo subtraction
dIR Divided IR
   dSIR, drSIR Divided SIR, divided reverse SIR
   dSIRES, drSIRES Divided SIRES, divided reverse SIRES
   dSIREDS, 

drSIREDS
Divided SIREDS, divided reverse SIREDS

   dSIRGES, 
drSIRGES

Divided SIRGES, divided reverse SIRGES

   dSIRDGES, 
drSIRDGES

Divided SIRDGES, divided reverse 
SIRDGES

FIR Fitted IR (multiple TIs)
   MPnRAGE Magnetization-prepared rapid acquisition 

gradient echo
   shMOLLIa Shortened modified Look–Locker inversion 

recovery
   DESIREa Double echo sliding IR

aIncluded in both the subtracted and fitted categories
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signals from tissues, with a wide range of T1s above a 
certain minimum. It is used with UTE data collection (dc) 
to provide selective imaging of ultrashort-T2 tissues. This 
is followed by ES to reduce to zero the signal from any 
long-T2 tissues, which are not completely nulled. Both 
the DESIRE and STAIRES sequences can be selectively 
used to image myelin and other ultrashort-T2 tissues.

The seventh group uses the same TI and subtracts a ps 
image from an m image once (S1IR), or twice (S2IR) with 
different TIs, for example, to selectively show fluid or 
tissue.

The eighth group of subtracted IR sequences is a basic 
IR echo subtraction (IRES), and the STIRES (short TI IR 
echo subtraction; STIR and ES) sequence, which nulls 
the shorter-T1 white adipose tissue (WAT) and uses Dixon 
subtraction of out-of-phase images from in-phase images 
to selectively show lipids present in brown adipose tissue 
(BAT) as a result of its longer T1 compared to the T1 of 
lipids in WAT.

 4. Divided IR (dIR) Sequences
A central issue with division of IR sequences is the 

behavior of the TP-filter if, or when, the denominator takes 
a value of zero. This potentially leads to infinite values of 
the TP-filter. Even if zero values are avoided, there are val-
ues when the denominator approaches zero and division 
becomes unreliable as a result of noise and artifacts.

This problem can be largely avoided with two IR 
images by making the denominator the addition of the sig-
nals in the two images. The TP-filters have different TIs 
and, using magnitude reconstruction, the sum of them in 
the denominator is nonzero. If the numerator is two sub-
tracted IR images, then division normalizes the sequence 
so that the effects of ρm and T2 are reduced or eliminated, 
as are those due to receiver coil inhomogeneity.

 5. Fitted IR (FIR) Sequences
These obtain multiple IR images primarily for quanti-

fication of T1, e.g., MPnRAGE [7] and shMOLLI [12]. 
The DESIRE sequence can be used in this way but can 
also be used for selecting the best TI to null long-T2 com-
ponents in tissue or tissues with different T1s. The 
DESIRE sequence is included in both the subtraction and 
fitted categories.

 AIR, SIR, and dSIR Sequences

Two IR filters with different TIs are shown in Fig. 20.1a. The 
signal in a voxel is plotted against T1 for each T1-filter. They 
are subtracted to yield the SIR T1-filter in Fig. 20.1b. This 
T1-filter is steep in the X-axis region between the T1s corre-
sponding to the nulling TIs, i.e., in the middle domain (mD). 
The two sequences in Fig. 20.1a can also be added as the 
added IR (AIR) sequence, which is shown in Fig. 20.1c, in 

which there are higher signal and higher slope regions out-
side of the mD. The mD in Fig. 20.1c has a low signal with a 
nearly linear, slightly downward, sloping curve.

Figure 20.2a shows the T1-bipolar filter for the divided 
 subtracted IR (dSIR) sequence in which the SIR T1-filter in 
Fig. 20.1b is divided by the AIR T1-filter in Fig. 20.1c. The dSIR 
T1-bipolar filter shows a very highly sloping, positive mD.

Figure 20.2b compares the contrast from the short TI T1-
filter, STIs (pink), which is that of a conventional intermediate 
TIi IR sequence such as MP-RAGE (magnetization-prepared 
rapid acquisition gradient echo), to that from the SIR T1-
filter (blue). The vertical pink and blue arrows on the right 
show that the contrast produced by the SIR T1-filter (blue) is 
about double that produced by the STIs T1-filter (pink) for the 
same change in T1 across the mD (horizontal positive green 
arrow).
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Fig. 20.1 SIR and AIR T1-filters. Voxel signal S is shown along the 
Y-axis for STIs and STIi, and T1 is shown along the X-axis. (a) The TIs 
T1-filter (pink) and the TIi T1-filter (blue). (b) The subtraction 
(STIs − STIi) IR or SIR T1-filter. (c) The addition (STIs + STIi) IR or AIR 
T1-filter. In panel (b), the slope of the curve in the mD is nearly double 
that of the STIs T1-filter (pink in panel (a)). In panel (c), the signal at 
T1 = 0 is doubled to 2.0, and the signal in the mD is reduced to about 
0.35–0.33 in the nearly linear, slightly downward sloping central part of 
the AIR filter (i.e., the middle domain, mD)
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Fig. 20.2 A dSIR T1-bipolar filter (a) and comparisons of the STIs T1-filter 
with the SIR T1-filter (b) and of the STIs T1-filter with the dSIR T1-bipolar 
filter (c) for an increase in T1 in the mD. Voxel signals STIs − STIi/STIs + STIi 
and STIs − STIi are shown along the Y-axis. T1 is shown along the X-axis. 
Panel (a) shows division (d) of the subtraction (STIs − STIi) T1-filter by the 
addition (STIs + STIi) T1-filter to produce (STIs − STIi)/(STIs + STIi) or SIR/
AIR = the dSIR T1-bipolar filter. Panel (b) shows a comparison of the STIs 
T1-filter (pink) and the subtraction SIR T1-filter (blue). Panel (c) is a com-
parison of the STIs T1-filter (pink) with the dSIR T1-bipolar filter (blue). The 
dSIR T1-bipolar filter in panels (a) and (c) has maximum and minimum 

values of 1 and −1, respectively, and is steeply sloping. In panel (b), the 
increase in signal (i.e., contrast) for the increase in T1 extending from one 
end of the mD to the other, for example, from white to gray matter (hori-
zontal green arrow), is about 0.35 for the STIs T1-filter and about 0.75 for the 
subtraction (SIR) T1-filter. This represents an increase in contrast for the 
SIR T1-filter compared to the STIs T1-filter of about two (right vertical 
arrows). In panel (c), for the same change in T1 (horizontal green arrow), 
the change in the STIs T1-filter is about 0.35, as shown also in panel (b), and 
that in the dSIR T1-bipolar filter is 2.0, representing an increase in contrast 
of about five times (right vertical arrows)

Figure 20.2c compares the contrast produced by the short 
TI T1-filter, STIs (pink), to that from the dSIR T1-bipolar filter 
(blue). For the same change in T1 (positive horizontal green 
arrow across the mD), the dSIR T1-bipolar filter generates 
about five times the contrast (vertical blue arrow) produced 
by the STIs T1-filter (vertical pink arrow). As the second TI is 

moved closer to the first TI, the slope of the T1-bipolar filter 
in the mD becomes steeper, and, so, the T1-dependent con-
trast in the mD increases. This is documented in Table 20.2. 
In this table, as the difference in TI (ΔTI) decreases from 90 
to 13%, the ratio of the contrast produced by the dSIR T1-
bipolar filter to that produced by the conventional IR T1-filter 
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Table 20.2 TIs, TIi, ΔTI, and STIs contrast at TIi, SdSIR contrast at TIi, and ratio of SdSIR/STIs contrast. As TIi is reduced, the mD narrows, ΔTI 
decreases, and the signal for TIs at TIi (STIs) decreases. The ratio of the dSIR contrast to the STIs contrast increases from 5 to 20, as ΔTI decreases 
from 90% to 13% when the mD is narrowed

TIs (ms)

TIi (ms) ΔTI STIs contrast SdSIR contrast

Ratio of SdSIR/STIs contrast(ms) %
580 1100 520 90 0.40 2.0 5
580 840 260 45 0.25 2.0 8
580 710 130 22 0.15 2.0 13
580 655 75 13 0.10 2.0 20

increases from 5 to 20. The trade-off for this amplified con-
trast is a decreased width of the mD, which is the region 
where sequence T1-weighting and the contrast ratio are high. 
The mathematical basis for this is described in the Appendix.

 Synergistic Contrast MRI (scMRI)

Synergistic contrast arises in two main ways:

 1. A single TP can be used twice or more in a sequence to 
increase contrast. For example, T1 can be used in the T1-
dependent TR segment of an IR sequence and in the T1-
dependent TI segment. T1 is also used twice in DIR 
sequences when two T1-dependent segments are multi-
plied together and in the SIR sequence when using the 
subtraction: the short TIs segment minus the intermediate 
TIi segment. The synergistic T1 contrast from the SIR 
sequence can be further increased using T1 three or four 
times in the form of divided SIR (dSIR) and divided 
reverse SIR (drSIR) sequences.

Synergistic contrast may arise from repeated use of T2 
when imaging ultrashort-T2 tissues with an IR sequence 
when using a long adiabatic inversion pulse to invert and 
null long-T2 signals while ultrashort-T2 tissues that are 
saturated by the inversion pulse recover.  This is followed 
by the 90° excitation pulse and ES. The two effects, first 
from the inversion pulse and nulling and second from the 
decay in transverse magnetization, produce synergistic 
negative T2 contrast when there is an increase in T2 in 
ultrashort-T2 tissues.

 2. Two or more different TPs can also be used to produce 
synergistic contrast as was first described with the short 
TI IR (STIR) sequence in 1985 [1]. Clinical pulse 
sequences have a basic structure consisting of ρm, T1, and 
T2 filters as seen in SE sequences. There are additional 
options, which can be added, such as those for T1- 
dependent inversion pulses and D* sensitization. In many 
circumstances, ρm is a minor determinant of contrast and 
T1, T2, and D* are the major determinants. The most com-
mon change in TPs in disease is concurrent increases in 
ρm, T1, T2. In this situation with the SE sequence, the con-
trast developed by an increase in T1 is negative, whereas 

that developed by an increase in T2 is positive so that 
simultaneous increases in T1 and T2 produce opposed 
contrast and the net, or overall, contrast is reduced. To 
avoid this problem, T1-weighted sequences use a short TE 
to minimize the opposite T2 contrast and T2-weighted 
sequences use a long TR to minimize the opposed T1 con-
trast. The dominant source of contrast in the resulting 
sequences is then a single TP, i.e., T1 or T2, and the 
sequences are described as T1-weighted or T2-weighted, 
respectively. They are not synergistic for T1 and T2 con-
trast but are opposed.

In particular circumstances, such as certain forms of 
the STIR and the DIR sequences, the T1 contrast pro-
duced by an increase in T1 is positive and so is the T2 
contrast produced by an increase in T2. The effects of the 
concurrent increases in T1 and T2 are therefore synergistic 
and typically result in high positive lesion contrast.

The contrast produced above from (i) a single TP and/or 
(ii) two or more different TPs can be supplemented by 
increasing or decreasing signals from normal tissues and/or 
fluids. There may be little contrast between high signal 
lesions and high signal fat, long-T2 tissues, or fluids. 
Reduction in the normal signal from these latter tissues or 
fluids (using the same or different TPs as those used to create 
the original synergistic contrast in (i) and/or (ii)) can increase 
the contrast between the high signal lesions and the zero or 
low signal-suppressed tissues and/or fluids. It may also result 
in a more appropriate dynamic range for the image.

In tissues with a mixture of ultrashort- and long-T2 tissues, 
low abundance ultrashort-T2 tissues may only become appar-
ent if the more abundant signals from the long-T2 tissues are 
reduced or suppressed. This also applies to edema in yellow 
bone marrow, where suppression of the more abundant fat 
signal may be necessary to show lower concentration edema. 
Signals can also be increased for the same purpose.

The synergistic contrast produced in (i) and/or (ii) can 
also be supplemented by opposed contrast outside the region 
of interest.

Thus, one or both of mechanisms (i) and (ii) described 
above may be used in any one synergistic contrast sequence 
with, or without, supplementary synergistic contrast from 
suppression or increase of signals from normal tissues as 
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well as the use of opposed contrast. Achievement of syner-
gistic contrast requires a knowledge of the sign of sequence 
weighting of the TP-filters involved as well as the sign of the 
change in each TP.

 Image Processing to Achieve Synergistic 
Contrast

There are three situations within sequences in which the abil-
ity to reverse the sign of the weighting of a TP-filter of the 
sequence is important for achieving synergistic contrast. 
These are first the reversal of the sign of the T1 contrast pro-
duced by a change in T1 with IR sequences using different 
TIs (together with m reconstruction). The second is the 
reversal of the sign of T2 contrast produced by a change in T2 
with an SE T2-filter by the subtraction: shorter TE filter 
minus longer TE T2-filter, i.e., ES. The third is the reversal of 
the sign of diffusion contrast produced by the pulsed gradi-
ent spin echo (PGSE) D*-filter using the subtraction: low 
b-value (e.g., 0–20  s/mm2) filter minus high b-value (e.g., 
500–1500 s/mm2) filter, i.e., diffusion subtraction (DS). This 
ability to change the sign of the sequence TP-filter and the 
resulting contrast for T1, T2, and D* is crucial for creating 
synergistic contrast from either positive or negative changes 
in each of T1, T2, and D* in disease.

In addition to changing the sign of the sequence weight-
ing of a TP-filter within a sequence as above, it is also pos-
sible to reverse the order of subtraction of two sequences and 
so reverse the contrast produced by the sequences. This is 
reverse (r) subtraction.

Using the same change in a TP twice or more in the same 
sequence may result in higher synergistic contrast than just 
using it once. Using changes in different TPs may also be 
effective in increasing the overall contrast. This is because 
T1, T2, and D* often change concurrently in disease, and 
using synergistic contrast developed by each of these TPs 
may result in higher overall contrast than using just a single 
TP.  These are approaches targeted at increasing sequence 
sensitivity.

Image processing also includes late (extremely long TE) 
echo acquisition of signal from long-T2 fluids such as 

CSF. This can be helpful when CSF is at the top or bottom of 
the display dynamic range and white or gray matter would be 
preferred in this location. It is also of value in avoiding prob-
lems with partial volume effects simulating lesions.

It is also possible to specifically include image acquisi-
tions for their use in image processing. This includes, for 
example, short TE sequences for subtraction from them of 
longer TE sequences.

Synergistic contrast can also be used to improve sequence 
specificity, for example, using the reductions in both T1 and 
T2

* produced by organic iron to provide high-contrast visual-
ization of its effects.

 The Subtracted IR Echo Subtraction (SIRES) 
Sequence

As explained above, in order to create sequences with syner-
gistic contrast, it is sometimes necessary to reverse the 
weighting of a conventional TP-filter. ES is used to reverse 
the T2-weighting of the T2-filter. This is accomplished by the 
subtraction: short TE T2-filter minus long-TE T2-filter, as 
shown in Fig.  20.3. Increases in T2 in the chosen sloping 
region of the T2-filter result in increased signal (Fig. 20.3a 
and b). For the ES filter, increase in T2 results in a decreased 
signal in the sloping region shown in Fig. 20.3c. Thus, the 
T2-filter weighting has changed from positive in Fig. 20.3a 
and b to negative in Fig. 20.3c.

Row I of Fig. 20.4 describes a TP-filter with a short TI 
and a long TE, resulting in positive contrast from the T1 
and T2-filters (middle and right columns in Fig. 20.4b and 
c, respectively). Row II of Fig. 20.4 shows an intermediate 
TI T1-filter with negative contrast from both the T1 and T2-
filters in Fig. 20.4b and c respectively. Row II includes in 
the right column (Fig. 20.4c) the subtraction: intermediate 
TIi short TE sequence minus intermediate TIi long-TE 
sequence. Thus, ES reverses the sign of the conventional 
T2-filter and produces synergistic contrast with T1. In row 
III, the SIRES filter is created by the subtraction: row I 
minus row II, which produces the overall synergistic posi-
tive T1 and T2 contrast. Row IV shows the reverse SIRES 
(rSIRES), which produces overall negative contrast. Row 

InT2 InT2 InT2

TE1

– =

a b cTE2 (TE1 -TE2)

ST2(TE1) ST2(TE2)
ST2(TE2) - ST2(TE2)

Fig. 20.3 Echo subtraction 
(ES). Short TE1 (a), long TE2 
(b), and subtracted 
(TE1 − TE2) T2-filters (c). The 
positive slope of the TE2 
T2-filter (red line) becomes 
negative with the (TE1 − TE2) 
T2-filter (red line)
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Fig. 20.4 The SIRES 
sequence. Row I shows that 
increases in ρm, T1, and T2 
(green arrows) produce 
synergistic positive contrast 
(blue arrows). Row II (which 
includes ES) shows that 
increases in T1 and T2 produce 
synergistic negative contrast. 
In row III, the subtraction 
(row I minus row II) results in 
synergistic positive contrast. 
In row IV, the reverse 
subtraction rSIRES produces 
negative synergistic contrast. 
Row V shows the divided 
forms of the sequences 
dSIRES and rdSIRES, which 
have increased positive and 
negative T1 contrast, 
respectively

V shows the divided SIRES (dSIRES) and divided reverse 
SIRES (drSIRES) TP-filters, which result in further 
increases in positive and negative T1 contrast, 
respectively.

 The Subtracted IR Echo and Diffusion 
Subtracted (SIREDS) Sequence

Diffusion subtraction (DS) is used to reverse the weighting 
of the D*-filter. This is accomplished by the subtraction: D*-
filter with b  =  “0” minus D*-filter with a high b-value as 
shown in Fig. 20.5. For the short TE and b = “0” filter in 
Fig. 20.5a, an increase in D* results in no change. For the 
diffusion D*-filter in Fig. 20.5b, an increase in D* results in 
negative contrast. For the subtracted D*-filter, an increase in 
D* produces positive contrast.

A SIREDS TP-filter that adds D* to the SIRES TP-filter 
and includes DS to create synergistic T1, T2, and D* contrast 
is shown in Fig. 20.6. Row I is a TP-filter with a short TI, a 
long TE, and a high b-value, resulting in positive synergis-
tic contrast for increases in T1 and T2 and a decrease in D* 
as seen in some acute diseases and many tumors. This 
results in positive synergistic D* contrast. Row II is a 
TP-filter with negative synergistic contrast for increases in 
T1 and T2 and a decrease in D*. Row II includes the subtrac-
tion: intermediate TIi, short TE, b  =  “0” D*-filter minus 
intermediate TIi, short TE, high b-value (i.e., ES and diffu-
sion subtraction (EDS)). Row III shows the subtraction: 
row I minus row II to yield the SIREDS TP-filter. Row IV 
shows the reverse SIREDS (rSIREDS) TP-filter. The 
divided SIREDS (dSIREDS) and divided reverse SIREDS 
(drSIREDS) TP-filters are shown in row V and increase the 
positive and negative T1 weighting.
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Fig. 20.5 Diffusion 
subtraction (DS). b = “0” s/
mm2 (a), b = 500 s/mm2 (b), 
and subtracted (b = “0” - 
b = 500 s/mm2) (c) filters. The 
negative sequence weighting 
shown in panel (b) becomes 
positive in panel (c) (red 
lines)
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Fig. 20.6 A SIREDS filter. The ρm, T1 and T2, and D* contrasts are 
synergistic and positive in row I and the T1, T2, and D* contrasts are 
synergistic and negative in row II.  In row III, the subtraction (row I 

minus row II) results in overall synergistic positive contrast. Row IV 
shows the reverse subtraction. Row V shows the divided forms of the 
filters, dSIREDS, and drSIREDS, which have increased T1 contrast

 Contrast at Tissue Boundaries

In the previous sections of this chapter, contrast between two 
voxels was considered, but there was no reference to the 
location of voxels or contrast at the boundaries between two 
voxels.

In general terms, contrast detectability at boundaries 
between two voxels with different values of S can be related 

to Cab = ΔS or Cfr = ΔS/S divided by the distance Δx between 
the voxels. Boundaries are more detectable when contrast is 
high and Δx is low, rather than in the opposite situation in 
which contrast is low and Δx is high.

At a boundary between two pure tissues P and Q, it is use-
ful to define the tissue fraction f, which is the proportion of 
the second tissue Q in a voxel containing a mixture of both 
tissues. The proportion of the other tissue P is then (1 − f).
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The T1 of the mixture of the two tissues (P and Q) can be 
expressed as a function.

 
T T ,T ,fP Q P Q1 1 1, � � ��  (20.1)

where T1P,Q is the T1 of the mixture, T1P is the T1 of P, and T1Q 
is the T1 of Q.

It is also useful to consider ∂
∂
f

x
, the change in tissue 

fraction with distance x. This may be gradual, corresponding 
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where
 

1

1ST  
⋅
 

∆
∆
S

x  
is the change in the fractional contrast with 

distance x, ST1 is the T1-filter signal, dS

dx
 is a measure of the 

detectable contrast, 
∂
∂
S

T
T1

1

 is the first partial derivative of ST1 

with respect to T1, i.e., the sequence T1-weighting, 
∂
∂
T

f
1  is the 

change in T1 with tissue fraction f, and 
∂
∂
f

x
 is the change in f 

with distance x.
If the sequence weighting is high as within the mD of a 

dSIR sequence, then
 

∂
∂
S

T
T1

1  
is high (Fig. 20.7). In the brain, 

∂
∂
T

f
1

 
is increased from white–gray matter to gray matter–CSF 

to white matter–CSF at boundaries between tissue fluids. 
∂
∂
f

x  
increases as the transition from one tissue changes from 

gradual to abrupt.

At a boundary between two tissues, the actual T1 of the vox-
els with mixtures of tissues within them spans the range of T1 
values between the two tissues. This is shown in Fig. 20.7. If 
the T1-filter is such that a T1 value between those of the two 
tissues results in a high value of S, then a high signal line results 
at the boundary between the two tissues, as seen in Fig. 20.8. 
The width and location of the line is dependent on the slope of 
the T1-filter and the gradient of T1 with f as well as the gradient 
of f with x. The high signal narrow boundary at the white–gray 
matter boundary inside the brain in Fig. 20.8a was obtained 
using a narrow mD and the wider boundary high signal was 
obtained with a wider mD (Fig. 20.8b). Thus, the width of the 
boundary can be changed by the choice of mD, which alters the 
slope of the T1-filter. The location of the high signal boundary 
can also be shifted to between cortical gray matter and CSF by 
use of an even wider mD. High signal boundaries provide a 
useful basis for locating lesions and segmenting tissues.

1.0

0.5

–0.5

500 1000W
G

1500 2000 T1

SW,G

SG

SW–1.0

Fig. 20.7 A dSIR T1-filter with a narrow mD extending from white 
matter (W) to a T1W,G between the TIs of white matter (W) and gray 
matter (G) (blue) and a W-nulled T1-filter, e.g., MP-RAGE (pink). The 
peak signal (SW,G) appears between W and G along the X-axis where 
there are partial volume effects producing a T1W,G between W and G, 
which corresponds to the peak signal SW,G, i.e., the high signal peak SW,G 
is at a T1 between those of W and G matter and is higher than the signals 
for W and G, i.e., SW and SG. This high signal boundary is shown in 
Fig. 20.8 for narrow and wider mD dSIR T1-bipolar filter
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narrow mD dSIR wider mD dSIR

a b

Fig. 20.8 A patient with small vessel disease of white matter with a 
narrow mD dSIR image (TIs = 540 ms and TIi = 640 ms, ΔTI = 18% at 
3 T) (a) and an intermediate mD dSIR image (TIs  =  540  ms and 
TIi = 840 ms, ΔTI = 56%) (b). In panel (a), where the slope of the T1-
filter is high, the high signal boundary between white and gray matter is 

narrow (arrows). In panel (b), where the slope of the T1-filter is lower, 
the high signal boundary between white and gray matter is broader 
(corresponding paired white arrows in panels (a) and (b)). The same 
pattern is seen at white matter–CSF boundaries around the lateral ven-
tricles (corresponding paired white arrows in panels (a) and (b))

T2-wSE narrow mD dSIR

a b

Fig. 20.9 Case of MS. 
Comparison of T2-wSE (a) 
and narrow mD dSIR (b) 
images. The T2-wSE image 
appears normal. A focal lesion 
not seen on the T2-wSE image 
is shown on the dSIR image 
(long arrow) and other 
abnormalities are seen in the 
corticospinal tracts (short 
arrows) as well as elsewhere 
in the white matter on the 
dSIR image. The normal 
white matter is black, and 
about 80% of the white matter 
on the dSIR image shows a 
higher signal and is abnormal. 
High signal boundaries are 
seen between white matter 
and cortical gray matter. 
These are not seen on the 
T2-wSE image (a)

 Examples

Application of these principles can be seen in a case of mul-
tiple sclerosis (MS) (Fig. 20.9).

In the figure, T2-weighted SE (T2-wSE) images are com-
pared with dSIR images. No abnormality is seen on the T2-
wSE image (Fig.  20.9a), but a focal lesion is seen on the 
dSIR image (long arrow) (Fig.  20.9b). The corticospinal 
tracts are also seen (short arrows). There are areas of 
increased signal in much of the white matter (normal white 

matter appears black). High-signal, high-contrast boundaries 
are seen between white and gray matter.

In a case of small vessel disease, abnormalities are seen 
on the T2-wSE image (Fig.  20.10a), but more extensive 
change is seen with the dSIR image (Fig. 20.10b).

A comparison of a T2-fluid attenuated inversion recovery 
(T2-FLAIR) image (Fig.  20.11a) and a DESIRE image 
(Fig.  20.11b) is shown in a case of MS.  The lesions that 
exhibit a high signal due to their increase in T2 in Fig. 20.11a 
show low signal due to myelin loss in Fig. 20.11b.
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T2-wSE narrow mD dSIR

a b

Fig. 20.10 A patient with small vessel disease of white matter T2-wSE 
(a) and narrow mD dSIR (TIs 540 ms and 640 ms with ΔTI = 18% at 
3 T) (b) images. The dSIR image shows much more abnormality than 
the T2-wSE image. On the dSIR image (b), normal white matter is black 
(the lowest gray-scale value) and abnormal white matter with an 
increased T1 is higher signal up to the highest, gray- scale display value. 
Normal gray matter and CSF show intermediate signal. There is a high 

signal boundary between normal white and gray matter as well as 
between white matter and CSF. Abnormal white matter, which has T1 
increased beyond that corresponding to the second nulled TI shows a 
high signal boundary at the maximum signal and an intermediate signal 
center. This appearance is seen in some lesions in the occipital white 
matter

a b

c d

Fig. 20.11 T2-FLAIR (a, c) 
and corresponding DESIRE 
(b, d) images in a case of 
MS. The lesions have high 
signals due to increased T2 on 
the T2-FLAIR images (a, c) 
and show low signals due to 
loss of myelin on the DESIRE 
images (b, d). (Reproduced 
with permission from Ma 
et al. [13])
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 Conclusions

This chapter describes the concepts underlying MASDIR 
sequences and scMRI and explains how they can be 
applied. It is somewhat counterintuitive that successively 
nulling the signals from normal and abnormal tissues can 
lead to high contrast T1-weighted images and that this con-
trast may be many times that produced by a single IR 
sequence. Likewise, the production of high signal, high 
contrast boundaries between white and gray matter with 
dSIR sequences is difficult to explain without the use of 
T1-bipolar filters.

The work has a mathematical basis and uses differential 
calculus to understand TP-filters and the CCT as well as con-
trast at boundaries. The basic operations of arithmetic, 
namely, multiplication, addition, subtraction, and division 
are used to combine IR sequences. The graphics used to 
understand contrast are accessible using a basic level math-
ematical app such as Wolfram Alpha.

There are also many other options with MASDIR 
sequences, including perfusion, use of magnetization trans-
fer, phase imaging, and fat and bone marrow imaging, in 
which synergistic contrast may be particularly useful.

 Appendix: Features of the dSIR and drSIR 
Sequences, Including Their Use As T1 Maps

The signals Ss and Si for two long TR IR T1-filters with short 
and intermediate TIs: TIs and TIi, respectively, are given by

 
S e TI Ts s� � �� �1 2 1/  (20.3)

and

 
S e TI Ti i� � �� �1 2 1/  (20.4)

Performing the subtraction: magnitude of the IR signal 
|Ss| in Eq.  20.3 minus magnitude of the IR signal |Si| in 
Eq. 20.4 yields the signal of the SIR T1-filter SSIR, which is 
equal to −Ss − Si, i.e.,

 
S e TI T e TI TSIR s i� �� � � �� � �2 2 21 1/ /  (20.5)

Addition of the magnitudes of the two IR signals |Ss| and 
|Si| in Eqs. 20.3 and 20.4 SAIR is equal to −Ss + Si, i.e.,

 
S e TI T e TI TAIR s i� �� � � �� �2 21 1/ /  (20.6)

Division of the signal of the subtraction T1-filter SSIR in 
Eq. 20.5 by the signal of the addition T1-filter SAIR in Eq. 20.6 
yields the signal of the SdSIR T1-filter:
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(20.7)

Although this expression is accurate, it does not provide 
an easy insight into the properties of the SdSIR T1-filter. To do 
this, a linear equation of the form y = mx + c between the end 
points of the mD can be produced by fitting a straight line to 
the first and last points of the mD (i.e., first point at x = TIs/
ln 2 and y = 1 and last point at x = TIi/ln 2 and y = −1). This 
can be used as an approximation for the SdSIR T1-filter so that

 
S

TI
T

TI

TIdSIR � �
ln 4

1�
�
�  

(20.8)

where ΔTI = TIi − TIs and ΣTI = TIs + TIi.
The expression in Eq. 20.8 demonstrates four key features 

of the dSIR T1-filter: first, it shows a linear change of signal 
with T1 in the mD as an approximation to the T1-filter, second, 
it has a slope equal to ln 4/ΔTI, third, it shows high sensitivity 
to small changes in T1 when ΔTI is small, and, fourth, the 
equation can be used to map T1 values directly from SdSIR since

 
T

TI
S

TI
dSIR1 4 4

�
� �
ln ln

�
 

(20.9)

Thus, the dSIR image is also a T1 map. The SdSIR image/T1 
map shows high contrast and high spatial resolution as for the 
two source images since they are linear voxel rescaling of 
these images (e.g., Fig. 20.12) with the three caveats: (i) it only 
applies to T1s in the mD; (ii) the reasoning applies to long TR 
IR images. If the TR is not long enough, then correction of the 
T1 values is needed and (iii) accurate nulling is required.
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Fig. 20.12 A narrow mD dSIR image/T1 map (TIs  =  540  ms and 
TIi = 640 ms, TR = 6000 ms) in a patient with small vessel disease 
showing T1 values within the mD on the gray scale on the right. The 
figure relates dSIR signal to the T1 gray scale, which covers the mD that 
is within the white matter. The gray scale shows T1 values over a range 
of 144 ms with the dark, low signal representing shorter, normal T1 val-
ues in the white matter of 780 ms (i.e., 540/ln 2 ms) and above, and the 
higher signal representing abnormal increased T1 values in the white 

matter up to the maximum of 924 ms (i.e., 640/ln 2 ms). Lesions with 
T1 values greater than the maximum in the mD (i.e., greater than 
924 ms) “overshoot” and appear mid-gray in their centers (where their 
T1 values are not included) and are surrounded by high signal boundar-
ies. The T1 maps are only valid in the mD. They are obtained using long 
TR IR images as in this case. If the TR is short, then the T1 values may 
be low and need correction

References

1. Bydder GM, Young IR.  Clinical use of the inversion recovery 
sequence. J Comput Assist Tomogr. 1985;9(4):659–75.

2. Redpath TW, Smith FW. Technical note: use of a double inversion 
recovery pulse sequence to image selectively gray or white brain 
matter. Br J Radiol. 1994;67(804):1258–63.

3. McKinney A, Palmer C, Short J, Lucato L, Truwit C. Utility of fat- 
suppressed FLAIR and subtraction imaging in detecting meningeal 
abnormalities. Neuroradiology. 2006;48(12):881–5.

4. Edelman RR, Hatabu H, Tadamura E, Li W, Prasad PV. Noninvasive 
assessment of regional ventilation in the human lung using 
oxygen-enhanced magnetic resonance imaging. Nat Med. 
1996;2(11):1236–9.

5. Robson M, Gatehouse PD, Bydder M, Bydder GM. Magnetic reso-
nance: an introduction to ultrashort TE (UTE) imaging. J Comput 
Assist Tomogr. 2003;27(6):825–46.

6. Marques JP, Kober T, Krueger G, van der Zwaag W, Van de 
Moortele P-F, Gruetter R.  MP2RAGE, a self bias-field corrected 
sequence for improved segmentation and T1-mapping at high field. 
Neuroimage. 2010;49(2):1271–81.

7. Kecskemeti S, Samsonov A. MPnRAGE: a technique to simultane-
ously acquire hundreds of differently contrasted MP-RAGE images 

with applications to quantitative T1 mapping. Magn Reson Med. 
2016;75(3):1040–53.

8. Beaumont J, Saint-Jalmes H, Acosta O, Kober T, Tanner M, Ferré 
JC, Salvado O, Fripp J, Gambarota G. Multi T1-weighted contrast 
MRI with fluid and white matter suppression at 1.5T. Magn Reson 
Imaging. 2019;63:217–25.

9. Beaumont J, Gambarota G, Saint-Jalmes H, Acosta O, Ferré J-C, 
Raniga P, Fripp J.  High-resolution multi-T1-weighted contrast 
and T1 mapping with low B1 sensitivity using the fluid and white 
matter suppression (FLAWS) sequence at 7T. Magn Reson Med. 
2021;85(3):1364–78.

10. Ma Y-J, Fan S, Shao H, Du J, Szeverenyi NM, Young IR, Bydder 
GM. Use of multiplied, added, subtracted and/or fiTted inversion 
recovery (MASTIR) pulse sequences. Quant Imaging Med Surg. 
2020;10(6):1334–69.

11. Ma Y-J, Moazamian D, Cornfeld DM, Condron P, Holdsworth 
SJ, Bydder M, Du J, Bydder GM.  Improving the understand-
ing and performance of clinical MRI using tissue property filters 
and the central contrast theorem, MASDIR pulse sequences and 
synergistic contrast MRI.  Quant Imaging Med Surg. 2022;12(9): 
4658–90.

12. Mozes FE, Tunnicliffe EM, Moolla A, Marjot T, Levick CK, 
Pavlides M, Robson MD. Mapping tissue water T1 in the liver using 

20 MASDIR (Multiplied, Added, Subtracted, and/or Divided Inversion Recovery) Pulse Sequences and Synergistic Contrast MRI…



258

the MOLLI T1 method in the presence of fat, iron and BO inhomo-
geneity. NMR Biomed. 2019;32(2):e4030.

13. Ma Y-J, Searleman AC, Jang H, Wong J, Chang EY, Corey-
Bloom J, Bydder GM, Du J.  Whole-brain myelin imaging using 
3D double- echo sliding inversion recovery ultrashort echo time 
(DESIRE UTE) MRI. Radiology. 2020;294(2):362–74.

14. Port JD.  Why we DESIRE to directly image brain myelin using 
MRI. Radiology. 2020;294(2):375–6.

15. Ma Y-J, Jang H, Wei Z, Cai Z, Xue Y, Chang EY, Bydder GM, 
Corey-Bloom J, Du J.  Myelin imaging in human brain using a 
short TR adiabatic inversion recovery prepared ultrashort echo 
time (STAIR-UTE) MRI sequence in multiple sclerosis. Radiology. 
2020;297(2):392–404.

16. Messina SA, Port JD. On the STAIR-way to imaging myelin with 
clinical MRI. Radiology. 2020;297(2):405–6.

N. Agarwal et al.



Part III

Quantitation



261© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Du, G. M. Bydder (eds.), MRI of Short- and Ultrashort-T2 Tissues, https://doi.org/10.1007/978-3-031-35197-6_21

21Quantitative Ultrashort Echo Time 
Magnetic Resonance Imaging: T1

Yajun Ma, Xing Lu, Saeed Jerban, Hyungseok Jang, 
Jiang Du, and Graeme M. Bydder

 Introduction

T1 relaxation is a fundamental MR property of tissue, and 
quantitative T1 measurement offers a better understanding of 
the imaging contrast mechanisms [1, 2]. Measured T1s may 
be used as biomarkers of diseases such as degeneration of 
cartilage and tendon [3, 4] since they have an advantage over 
T2 or T2* measurement because of their insensitivity to the 
magic angle effect [5]. In addition, other quantitative mea-
sures, such as T1ρ [6, 7], magnetization transfer modeling 
[8], and perfusion [9], are highly dependent on the accuracy 
of T1 measurements. As a result, accurate T1 quantification is 
essential in many MR imaging studies.

Many T1 measurement techniques have been combined 
with ultrashort echo time (UTE) acquisitions to provide 
accurate T1 measurements of short-T2 species, such as 
saturation recovery (SR) [10–14] and inversion recovery 
(IR) [15–19], as well as gradient echo-based variable flip 
angle (VFA) [11, 20–26] and variable repetition time (VTR) 
[16, 27–29] methods. These techniques have been applied to 
T1 measurement in many short-T2 tissues, such as cortical 

bone, tendons, ligaments, the osteochondral junction, and 
myelin.

This chapter describes these quantitative UTE T1 mea-
surement techniques and discusses their advantages and 
disadvantages.

 Saturation Recovery UTE (SR-UTE)

Figure 21.1 shows a diagram of the SR-UTE measurement 
sequence with different saturation recovery times (TSRs). A 
90° nonselective pulse is utilized to saturate short-T2 tissue 
magnetization, and UTE data acquisition starts after 
TSR. With a series of SR-UTE scans with different TSRs, T1 
can be estimated using the following equation [16, 30]:

 S S k e CTSR

TSR

T( ) = − −( )( ) +
−

0
1 1 1  (21.1)

where S(TSR) is the acquired UTE signal and S0 is the UTE 
signal with full longitudinal recovery. k accounts for the 
residual fraction of the longitudinal magnetization after 
application of the saturation pulse. C is the constant account-
ing for background noise and image artifacts. k can be esti-
mated from the Bloch equations for a known tissue T2. If the 
saturation module consists of several short 90° pulses, then 
the tissue magnetization is completely saturated, and 
Eq. 21.1 is simplified since k = 0. In this case, the T1 mea-
surement is more accurate because of the simplicity of the 
equation and the insensitivity of it to B1 inhomogeneity.

Filho et al. applied the SR-UTE sequence to the measure-
ment of T1 in the Achilles tendon [10]. The signal intensities 
of the tendon increase with longer TSRs. The estimated T1 of 
this tendon is around 611 ms. The SR-UTE sequence was 
also utilized for T1 measurement in tibial cortical bone 
(Fig. 21.2), in which images were acquired with TSRs from 
10 to 800  ms [14]. Excellent fitting was achieved with an 
estimated T1 value of around 231 ms for this cortical bone. 
While the Achilles tendon shows a low signal at short TSRs, 
cortical bone shows a high signal on SR-UTE images even 
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Fig. 21.1 A sequence 
diagram of the SR-UTE 
sequence. A saturation pulse, 
typically a 90° nonselective 
pulse, is used to saturate 
tissue magnetizations, 
followed by a UTE 
acquisition. A series of 
SR-UTE scans with different 
saturation recovery times 
(TSRs) are performed for T1 
quantification
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Fig. 21.2 Representative normal tibial cortical bone SR-UTE images 
with TSRs of 10, 50, 100, 200, 400, and 800 ms (a) and the corresponding 
fitting (b). The signal intensities of the SR-UTE images increase with 

longer TSRs, and the estimated T1 value of the tibial cortex is 231 ms. 
(Reproduced with permission from Du et al. [14])

with the shortest TSR of 10  ms. This is due to inefficient 
saturation of the extremely short-T2 magnetization of corti-
cal bone (i.e., a relatively high k value) and the fast signal 
recovery during TSR due to the short T1 of cortical bone. To 
achieve a more reliable T1 measurement using the SR-UTE 
technique, the TSR should be long enough to obtain a broader 
signal dynamic range and provide more reliable curve 
fitting.

Zhang et al. proposed using a three-dimensional (3D) 
SR-SWIFT (sweep imaging with Fourier transformation) 
Look–Locker sequence for T1 measurement of extremely 
short-T2 high-concentration iron oxide nanoparticle 
(IONP) suspensions [12]. Figure  21.3a shows the 

sequence diagram. In this sequence, an adiabatic half-
passage (AHP) pulse was utilized for signal saturation, 
and multiple datasets were acquired with different TSRs 
in a single TR. Fast T1 measurement was achieved with 
this Look–Locker scheme. A phantom was constructed 
from six 5-mm nuclear magnetic resonance (NMR) tubes 
containing Ferrotec EMG 308 iron oxide nanoparticles 
(IONPs) of concentrations ranging from 0.0 to 53.6 mM 
of Fe (equivalent to 0.0–3.0 mg Fe/mL) in 1% agar solu-
tion. Figure  21.3b shows excellent linear correlations 
between measured R1s and Fe concentrations, demon-
strating the feasibility of obtaining T1 measurements of 
high-concentration IONP suspensions.
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Fig. 21.3 An acquisition scheme for a 3D SWIFT Look–Locker 
sequence for T1 measurement (a) and a correlation curve between the 
measured R1s (by both the proposed method and a reference spectro-
scopic IR method) and concentration of Fe (b). Nv spokes are acquired 
at each TR, and these Nv views are equally divided into Nv/Nbin groups. 
Nbin is the total number of views in one group. The data acquired within 

groups with the same TSRs are combined and reconstructed into one 
image. A total of (Nv/Nbin) images are produced with different TSRs 
using this sequence. R1s measured by both this method and a reference 
spectroscopic IR method have an excellent correlation with the concen-
tration of Fe. (Reproduced with permission from Zhang et al.[12])

 UTE with Variable TR (UTE-VTR)

Although the SR-UTE technique can accurately measure 
T1 values for short-T2 tissues, the scan time is quite long, 
especially when TSR is greater than 1000 ms. This long 
scan time makes the current SR-UTE sequence unsuit-
able for clinical use. A faster T1 measurement technique 
using the variable TR (VTR) method has therefore been 
proposed [16].

For UTE-VTR T1 measurement, the regular steady-state 
UTE sequence with radiofrequency (RF) spoiling and a gra-
dient crusher is used for data acquisition. The steady- state 
signal S(TR) is provided in Ma et al. [24, 28]:
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where M0 is the equilibrium magnetization and E = −
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 fxy(α, τ, T2) and fz(α, τ, T2) are the respective transverse and 
longitudinal magnetization mapping functions generated by 
the RF pulse, with f M Mxy xy zα τ, ,T
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/ .Mz
− is the longitudinal magnetiza-

tion before RF excitation. Mxy
+ and Mz

+ are the transverse and 
longitudinal magnetizations after the RF excitation, respec-
tively. α is the flip angle, and τ is the duration of the rectan-
gular excitation pulse. Details of fxy(α, τ, T2) and fz(α, τ, T2) 
are as follows [24, 28]:
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Since the RF pulse duration is much shorter than the tis-
sue T1, T1 relaxation during the excitation can be neglected in 
the mapping functions. For short-T2 tissues with T2 values of 
the same order as the RF duration τ, both fxy(α, τ, T2) and 
fz(α, τ, T2) are determined not only by the flip angle α but also 
by τ and the tissue T2. For relatively long-T2 tissues with T2s 
>> τ, both  fxy(α, τ, T2) and fz(α, τ, T2) simplify to sin(α) and 
cos(α), respectively, so that Eq. 21.2 becomes
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E
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1

1
sin

cos
α

α  
(21.5)

The UTE-VTR method acquires a series of UTE data 
with different TRs for T1 fitting. The UTE-VTR method uses 
a fixed and relatively low flip angle for excitation (20°, for 
example). This low flip angle excitation allows using a pulse 
duration τ that is significantly shorter than the T1 and T2 of 
bone water so that the simplified Eq. 21.5 can be utilized for 
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Fig. 21.4 A representative tibial UTE-VTR image from a healthy vol-
unteer with a TR of 15 ms (a) and the corresponding fitting of the tibial 
cortical bone (b). Excellent fitting is achieved with the UTE-VTR 

method, and the estimated T1 value of the bone is 273  ±  13  ms. 
(Reproduced with permission from Chen et al. [16])

T1 fitting. The low flip angle excitation also allows fast lon-
gitudinal magnetization recovery for accurate T1 measure-
ment. The more time-efficient UTE-VTR scan benefits from 
this fast recovery (i.e., with use of a shorter TR). With the 
reduced TR, volumetric T1 measurement is possible using a 
3D UTE-VTR method. This is unlike SR-UTE T1 measure-
ment, which is typically a two- dimensional (2D) method due 
to its long scan time.

Chen et al. applied the 3D UTE-VTR technique to corti-
cal bone volumetric T1 measurement [16]. The representa-
tive 3D UTE-VTR image and a fitting curve of these authors 
are shown in Fig.  21.4. The steady-state UTE signal 
increases with longer TRs. The measured T1 of cortical bone 
using the UTE-VTR method is around 273  ms, which is 
very similar to the value measured with the SR-UTE method 
shown in Fig.  21.2. The UTE-VTR sequence with a rela-
tively long TE (e.g., 2.5 ms) was applied to pore water T1 
measurement. In this case, pure pore water signals were 
received and quantified after the bound water signals had 
decayed to zero, which was before the UTE-VTR data 
acquisition at a TE of 2.5 ms.

 UTE Actual Flip Angle Imaging (UTE-AFI)

The UTE-VTR T1 measurement method is sensitive to B1 
inhomogeneity. The B1 distribution is more inhomogeneous 
when imaged with a higher magnetic field scanner, such as 
3 T and 7 T. As a result, B1 correction for accurate UTE-VTR 
T1 measurement is critical on clinical 3T scanners.

The AFI method has been widely used for 3D B1 mapping 
[31], which is a perfect fit with 3D T1 measurement using 

UTE sequences. Using the combination of UTE and AFI 
techniques, it is possible to measure B1 maps for short-T2 tis-
sues. Recently, Ma et al. have combined the UTE-VTR and 
UTE-AFI methods to provide accurate T1 measurement of 
short-T2 tissues with B1 correction [28]. The UTE-AFI 
sequence is shown in Fig. 21.4a, which uses a pair of inter-
leaved TRs to produce accurate B1 mapping.

The steady-state signals S1 and S2 acquired in TR1 and 
TR2 of the 3D UTE-AFI sequence are expressed as follows 
[24, 28]:
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with
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� �� �exp /TR T  

 
E

2 2 1
� �� �exp /TR T  

where M0 is the equilibrium magnetization.
Two fundamental assumptions are necessary for accurate 

B1 mapping with AFI: first is that complete spoiling of the 
transverse magnetization occurs during TR1 and TR2, and 
second is that TR1s and TR2s are short compared to T1. For 
short-T2 imaging, the first assumption is easily fulfilled due 
to the fast signal decay of the short-T2 tissues. With TRs that 
are short relative to T1, the signal ratio r of S1 to S2 can be 
simplified using a first-order approximation for the exponen-
tial terms [28, 31] so that

Y. Ma et al.



265

 
r S S

nf
n f

z

z

� �
� � �
� � �2 1

2

2

1
/

� �
� �
, ,T

, ,T  
(21.8)

where n = TR2/TR1. The ratio r can then be used as a T1- 
independent measure of fz(α, τ, T2):
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For long-T2 tissues, fz(α, τ, T2) becomes cos(α). So, the 
actual flip angle α can be estimated with the following equa-
tion [28, 31]:
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Then, the B1 scaling factor (B1s) is obtained by dividing 
the measured α by the nominal flip angle αnom, which is 
expressed as follows:

 B
1s nom
�� �/  (21.11)

B1s is used to quantify RF inhomogeneity. B1s = 1 corre-
sponds to a uniform RF field.

To achieve sufficient sensitivity for B1 mapping, the AFI 
technique should use a relatively high flip angle (i.e., ≥40°). 
However, with this high flip angle and the limited RF peak 
power of clinical scanners, the pulse duration τ (between 150 
and 200 ms) is comparable to the T2s of ultrashort-T2 tissues 
such as cortical bone with a T2 of ~0.3 ms [28]. The measure-
ment of α or B1s from Eq. 21.9 is complicated in this case. With 
known values of τ and tissue T2, α can be calculated from the 
analytical expression of fz(α, τ, T2) in Eq. 21.4 or through Bloch 
equation simulation. However, it is highly challenging to mea-
sure short-T2 values accurately in practice.

To cope with these issues, Ma et  al. proposed a new 
approach that avoids the calculation of α for B1 mapping [28]. 
Instead, the value of fz(α, τ, T2) in Eq.  21.9 is directly used 
as input for T1 calculation using the UTE-VTR method (i.e., 
Eq. 21.2). To use this method, the RF pulse duration and flip 
angle need to be identical for both the UTE-VTR and UTE- 
AFI sequences (UTE-AFI-VTR). In this case, the longitudi-

nal function fz(α, τ, T2) of the UTE-AFI sequence is identical 
to that of the UTE-VTR sequence. This way, fz(α, τ, T2) maps, 
including information about both B1 and excitation efficiency, 
are measured instead of the regular B1 maps.

Once fz(α, τ, T2) is known and substituted into Eq. 21.2, 
the regular UTE-VTR method is used for T1 mapping of 
short-T2 tissues. This framework also works for the T1 
measurement of long-T2 tissues. Figure 21.5b and c shows 
representative UTE-AFI images of a bovine cortical bone 
sample with TRs of 20 and 100  ms. B1s and fz maps are 
calculated from these dual TR images, as shown in 
Fig.  21.5d and e, respectively. The B1s map is calculated 
from Eqs. 21.10 and 21.11, which is inaccurate since the 
bone T2 is not sufficiently long compared to the RF pulse 
duration. The opposite distribution in both B1s and fz maps 
is seen due to the B1 inhomogeneity. Figure 21.5g and h 
shows T1 maps obtained using the regular UTE-VTR and 
the newly developed UTE-AFI-VTR methods, respec-
tively. The regular UTE-VTR method uses a short RF 
pulse of 60 μs and a flip angle of 20°. The B1 distribution 
modulates the UTE- VTR T1 map. The UTE-AFI-VTR T1 
map shows a much more homogeneous T1 distribution. As 
shown in Fig. 21.6, much more uniform T1 maps for in vivo 
tibial cortical bone were also achieved with the new UTE-
AFI- VTR method compared to the B1-uncorrected UTE-
VTR method.

Furthermore, Zhao et  al. proposed a faster version for 
short-T2 tissue T1 measurement, which only acquires dual-
TR UTE-AFI data and UTE data with a single TR (UTE-
STR) (UTE-AFI-STR) (a total of three datasets) [29]. In this 
approach, three equations, i.e., Eqs. 21.2, 21.6, and 21.7 are 
combined into a group for data fitting, with three unknown 
parameters in this group, i.e., fz(α, τ, T2), M0fxy(α, τ, T2), and 
T1. Thus, the three acquired datasets are sufficient for fitting 
and parameter estimation. This new approach takes advantage 
of the identical M0 and excitation parameters in both the 
UTE-AFI and UTE-STR sequences. Similar T1 maps of cor-
tical bone are achieved with both the faster UTE-AFI- STR 
and slower UTE-AFI-VTR methods.
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 UTE with Variable FA (UTE-VFA)

The fast VFA technique has been widely used for T1 mea-
surement [31]. It has recently been combined with UTE 
acquisition for T1 measurement of the whole knee joint [24, 
26]. The UTE-VFA sequence has advantages in measuring 
tissues with a wide range of T1s. However, as with the UTE- 
VTR method, the UTE-VFA method is susceptible to B1 
inhomogeneity.

The UTE-AFI sequence has been applied to measure B1 
maps for correction of UTE-VFA T1 measurement (called 
UTE-AFI-VFA) [24, 26]. In this technique, the B1 map is 
estimated from Eqs.  21.10 and 21.11, without consider-
ation for the extremely short-T2 tissues (T2 < 1 ms), such as 
cortical bone [24]. Ma et al. performed a numerical simula-
tion and found that the errors in T1 estimation for tissues 
with a T2 > 1 ms are less than 1% if a 150-μs RF pulse is 
utilized for signal excitation in the UTE-AFI-VFA acquisi-
tions [24]. Apart from cortical bone, most tissues in the 
knee joint, such as cartilage, meniscus, ligaments, tendons, 
muscles, and fat, have T2s longer than 1 ms. Thus, the UTE-
AFI-VFA technique could provide a comprehensive T1 
measurement for all the soft tissues in the knee joint except 
cortical bone.

Figure 21.7 shows representative UTE images and esti-
mated B1 and T1 maps in a healthy knee joint. In this study, 
an eight-channel transmit and receive (T/R) knee coil was 
utilized for RF excitation and signal reception [24]. Apparent 
B1 variations can be found in estimated B1 maps with this T/R 
knee coil. The B1-corrected and B1-uncorrected T1 maps are 
shown in the second and third rows, respectively. More uni-
form T1 values in the marrow fat and muscle regions can be 
seen in the B1-corrected T1 maps. This demonstrates the 
effectiveness of the B1 correction using the UTE-AFI tech-
nique. Ma et al. also summarized the average T1 values for 
principal tissues from 16 healthy knee joints. The UTE- AFI- 
VFA method showed a mean T1 value and standard deviation 
(SD) of 833 ± 47 ms for the meniscus, 800 ± 66 ms for the 
quadriceps tendon, 656  ±  43  ms for the patellar tendon, 
873  ±  38  ms for the anterior cruciate ligament (ACL), 
832  ±  49  ms for the posterior cruciate ligament (PCL), 
1098 ± 67 ms for the cartilage, 379 ± 18 ms for the marrow, 
and 1393 ± 46 ms for the muscle.

Maggioni et al. further optimized the spoiling scheme for 
faster UTE-AFI acquisitions with half the scan time [26]. 
The angle orientations of the gradient crushers in the x–y 
plane are randomized within different TRs. The phantom and 
in vivo knee joint experiments showed more stable T1 esti-
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Fig. 21.7 Representative UTE images for three different slices (a–c) 
and the corresponding T1 mapping results in a healthy knee joint. Much 
more uniform T1 values in muscles and marrow fat regions are achieved 
using the B1-corrected UTE-AFI-VFA method (d–f) compared to those 

generated by the B1-uncorrected UTE-VFA method (g–i). The inhomo-
geneous distribution of the B1 maps can be seen in the coil boundary 
region (j–l). (Reproduced with permission from Ma et al. [24])
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Fig. 21.8 Representative B1 (last column) and T1 mapping results from 
a healthy knee joint using the B1-uncorrected UTE-VFA method (first 
column) and the optimized UTE-AFI-VFA method (second column). 

Much more uniform T1 values are achieved in muscle and marrow fat 
regions using the B1-corrected UTE-AFI-VFA method. (Reproduced 
with permission from Maggioni et al. [26])

mations using the optimized UTE-AFI sequence than the 
conventional AFI sequence. Figure 21.8 shows representa-
tive T1 maps with and without B1 correction for a healthy 
knee joint. With B1 correction, T1 maps in the muscle and 
marrow fat regions are spatially more uniform. The study 
also summarized T1 values for different tissues in a healthy 
knee joint and showed a mean T1 value and SD of 768 ± 38 ms 
for the quadriceps tendon, 640 ± 56 ms for the patellar ten-
don, 337 ± 8 ms for the bone marrow, and 1411 ± 156 ms for 
the muscle. These T1 values are similar to the measurements 
in Ma et al.’s study, demonstrating the accuracy of the opti-
mized protocol.

 Inversion Recovery UTE (IR-UTE)

The IR sequence is the gold standard for T1 measurement 
for long-T2 tissues [32]. However, for the T1 measurement of 
short-T2 tissues, the relatively long IR pulse does not invert the 
longitudinal magnetizations efficiently [33, 34]. This makes 
the T1 measurement of short-T2 tissues more complicated.

Zhao et al. performed a phantom study to investigate the 
feasibility of T1 measurement of short-T2 tissues using an 
IR-UTE sequence [15]. This sequence uses an adiabatic full- 
passage (AFP) pulse for signal inversion, followed by a 
multispoke UTE acquisition. IR-UTE acquisitions with dif-
ferent inversion times (TIs) are acquired for curve fitting and 
T1 estimation. To account for the imperfect inversion, an 
inversion efficiency factor Q is included in the signal equa-
tion. Q ranges from −1 (full inversion, for species with long 

T2s, e.g., T2 > 100 ms) to 1 (no disturbance to the longitudi-
nal magnetization, for species with extremely short T2s, e.g., 
T2 < 1 μs). Q is 0 when the magnetization is completely satu-
rated (for tissues with ultrashort T2s, e.g., T2 ~ 0.1 ms). In 
this study, 12 5-mL tubes were filled with MnCl2 aqueous 
solutions with concentrations ranging from 0 to 
89.16  mM.  The phantom T2* values ranged from 0.14 to 
10.61  ms for the tubes with concentrations of 89.16–
1.43 mM, which covers the T2* values for the major short-T2 
tissues in the body. Figure  21.9 shows the representative 
IR-UTE images with different TIs for two TRs of 50 and 
400  ms, respectively. Different contrasts for the IR-UTE 
images were observed at different TIs. The R1 values are 
well-correlated with the concentrations. The IR-UTE 
sequence with a longer TR (i.e., 400 ms) performs better for 
the T1 measurement of longer-T1 tissues. In comparison, the 
IR-UTE sequence with a shorter TR (i.e., 50 ms) performs 
better for the T1 measurement of shorter-T1 tissues. This 
study demonstrates the feasibility of T1 measurement of 
short-T2 tissues using the IR-UTE sequence.

Du et  al. proposed an IR-UTE technique for T1 mea-
surement of short-T2 components in the brain (i.e., myelin) 
[19] and cortical bone (i.e., bound water) [16, 17]. In this 
approach, long-T2 components are suppressed by IR prep-
aration, and UTE acquisitions detect only short-T2 sig-
nals. Several IR-UTE scans are performed with different 
TRs, and TIs are carefully chosen at long-T2 nulling 
points for each TR.  Then, the acquired short-T2 signals 
are fitted by the IR-UTE signal model for T1 measure-
ment. Figure  21.10 shows representative dual-echo 
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Fig. 21.9 Representative IR-UTE images with TRs of 50 and 400 ms 
(a and b, respectively) and the correlation curves between measured R1s 
and MnCl2 concentrations (b). Different image contrasts are observed 
on IR-UTE images with different TIs. Excellent correlations are 

achieved between R1s and MnCl2 concentrations for scans with TRs of 
50 ms (the left column in panel (b), tubes 4–12) and 400 ms (the right 
column in panel (b), tubes 1–10). (Reproduced with permission from 
Wei et al. [15])

IR-UTE images and the corresponding fitting curves in a 
healthy brain [19]. The dual-echo subtracted images with 
different TRs offer high myelin contrast, and the myelin 
signal intensities increase with longer TRs. After fitting, 

the estimated T1 of myelin is around 234  ms. The same 
technique has been applied to bound water T1 measure-
ment in cortical bone, and the estimated T1 value of bound 
water is around 131 ms [16].
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Fig. 21.10 Representative brain dual-echo IR-UTE images (a–l) and 
T1 fitting curves (m and n) in a healthy volunteer. Pure myelin images 
(i–l) are achieved by echo subtraction between the first echo (a–d) and 

the second echo (e–h) images. The estimated T1 values of rubber band 
and myelin in the brain are 195 ± 14 (m) and 234 ± 80 ms (n), respec-
tively. (Reproduced with permission from Du et al. [19])

 Conclusions

Current state-of-the-art UTE-T1 measurement techniques are 
summarized in this chapter, including SR-UTE, IR-UTE, 
UTE-VTR, and UTE-VFA. The SR-UTE and IR-UTE tech-
niques typically require long scan times. Utilizing the Look–
Locker method could improve scan efficiency. The more 
time-efficient UTE-VTR and UTE- VFA methods are suit-
able for high-resolution volumetric T1 mapping.
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22Quantitative Ultrashort Echo Time 
Magnetic Resonance Imaging: T2*

Jiang Du, Arya Suprana, Xing Lu, Hyungseok Jang, 
Yajun Ma, and Saeed Jerban

 Introduction

T2* relaxation, also called the apparent transverse relaxation, 
describes the exponential decay in Mxy following an initial 
radiofrequency (RF) excitation pulse as a function of time. 
T2* is an important tissue property that incorporates T2 but is 
additionally affected by inhomogeneities in the main mag-
netic field B0 and susceptibility-induced field distortions pro-
duced by tissue, with the latter usually dominant in short-T2 
tissues. Ultrashort echo time (UTE) sequences provide direct 
imaging of short-T2 tissues and tissue components as well as 
quantitative assessment of their MR relaxation times and tis-
sue properties. As a result, T2* measurements are commonly 
used to evaluate short-T2 tissue degeneration [1–3], iron 
deposition [4–6], temperature [7], and soft tissue calcifica-
tion [8, 9].

Biological tissues frequently contain different water com-
partments with distinct T2 or T2* values [10–19]. Quantifying 
different water components may be problematic with clinical 
MR sequences, as conventional spin echo and gradient echo 
sequences usually have initial echo times (TEs) too long to 
detect the signal from shorter transverse relaxation time 
components. Signals from short- and ultrashort-T2 water 

components in short-T2 tissues, such as tendons and bone, 
can be detected using UTE-based sequences. Furthermore, 
multicomponent T2* analysis can evaluate different water 
components, including short-, ultrashort-, and long-T2 com-
partments in biological tissues [20, 21].

Long-T2 suppression pulses, such as adiabatic inversion 
recovery (IR)-based preparation pulses, may be of particular 
value in suppressing longer T2/T2* components and provid-
ing selective imaging of short- and ultrashort-T2* compo-
nents [22–27]. For example, adiabatic IR-based UTE 
(IR-UTE) imaging has been developed to image and quan-
tify the T2* of bound water in cortical bone [24–26]. In addi-
tion, a short TR adiabatic inversion recovery UTE 
(STAIR-UTE) sequence has been developed to image and 
quantify the T2* of the trabecular bone as well as myelin in 
the white matter of the brain [28, 29]. Also, a dual adiabatic 
inversion UTE (dual- IR- UTE) sequence has been used to 
image the osteochondral junction selectively and quantify its 
T2*. This sequence minimizes partial volume effects by sup-
pressing the signal from surrounding long-T2 components 
[30–32].

 UTE T2* Single-Component Analysis

The T2* values of short-T2 species can be quantified using 
single-component exponential fitting of UTE images 
acquired with different TEs. Figure 22.1 shows an example 
of a rubber band with a conventional clinical gradient echo 
sequence (a) and a basic UTE sequence (b) using ten differ-
ent TEs of 8  μs, 0.1, 0.2, 0.3, 0.5, 0.8, 1.2, 1.6, 2.0, and 
2.5  ms. The conventional clinical gradient echo sequence 
only detects noise following RF excitation. This is because 
the transverse magnetization of the rubber band decays to 
zero before the receive mode of the sequence is enabled. In 
contrast, the UTE sequence (b) shows a high signal from the 
rubber band due to its ultrashort nominal TE of 8 μs. Defects 
in the rubber band are depicted with a high spatial resolution 
and contrast. Excellent single-component exponential curve 
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Fig. 22.1 MR image of a 
rubber band. This shows 
near-zero signal with a 
conventional gradient echo 
sequence (a) but high signal 
with a UTE sequence (arrow) 
(b). This allows excellent 
single-component exponential 
curve fitting of the UTE 
signal decay, which 
demonstrates an 
ultrashort-T2* of 322 ± 4 μs 
(c)

fitting of the signal decay can be achieved, demonstrating an 
ultrashort-T2* of 322 ± 4 μs. Clinical gradient echo sequences 
cannot be used to quantify the T2* of the rubber band due to 
the lack of detectable signal. The UTE technique may be 
directly applied to map T2* of musculoskeletal tissues and 
regions such as the osteochondral junction, menisci, liga-
ments, tendons, and cortical bone [1–3]. Short-T2 tissues 
usually have a highly organized extracellular matrix struc-
ture. An early sign of short-T2 tissue degeneration is the dis-
organization of this matrix structure, leading to an increase 
in T2* [1, 2]. UTE T2* measurements have been used to 
evaluate outcomes after exercise therapy in patellar tendi-
nopathy (PT) and have shown a statistically significant 
decrease in T2* values in degenerative tissue compartments 
after treatment. The reduction in T2* was associated with an 
improvement in symptom severity assessed by the Victorian 
Institute of Sports Assessment (VISA-P) score [3]. UTE T2* 
can also quantify iron deposition in the liver, where higher 
iron concentration leads to greater susceptibility and, thus, a 
shorter T2* [4, 5]. UTE-based R2* (1/T2*) quantification in 
patients with a massive iron overload correlates highly with 
biopsy-confirmed hepatic iron content [4]. UTE T2* may 
also be used to assess hemosiderin in the knee joint of hemo-
philia patients [6] and map temperature during cryotherapy 
[7]. Furthermore, UTE T2* measurement allows the charac-
terization of calcified carotid plaques and shows a high cor-
relation with CT-measured mineral density [8, 9].

 UTE T2* Bicomponent Analysis

Biological tissues usually contain distinct water compart-
ments, which typically have quite different T2*s [10–19]. For 
example, cortical bone comprises not only pore water resid-
ing in macroscopic pores but bound water, which is loosely 

or tightly bound to collagen and mineral [10]. The T2* of 
collagen-bound water is about ten times shorter than that of 
pore water [11]. This absolute difference allows bound and 
pore water to be separated using bicomponent modeling of 
UTE T2* signal decay, which provides information about the 
fractions of ultrashort- and long-T2* components and their 
relaxation times [11–13]. Bicomponent analysis can be per-
formed using UTE images and a series of gradient echoes 
with longer TEs (e.g., from 8 μs to 8 ms). Figure 22.2 shows 
UTE imaging of the cortex of a cadaveric human tibial sam-
ple, which was subject to single- and bicomponent fitting 
analyses. The single-component model provides poor fitting 
of the UTE signal decay, suggesting that more than one water 
component exists within cortical bone.

In contrast, the bicomponent model provides excellent fit-
ting and shows two distinct water compartments in cortical 
bone: one with a short-T2* of 0.34 ms, representing water 
bound to the organic matrix (or bound water) occupying 
75.4% of the detected volume, and the other with a longer 
T2* of 2.92  ms, representing water, which resides in the 
microscopic pores (or pore water) and occupies 24.6% of the 
detected volume.

Bicomponent exponential T2* fitting has been investi-
gated to quantify matrix density and porosity. Significant 
correlations have been reported between pore water fractions 
acquired from bicomponent T2* analysis and microcom-
puted tomography (μCT)-derived cortical porosity in human 
cortical bone samples [12]. Additionally, moderate correla-
tions have been observed between bicomponent T2* results 
and the mechanical properties of human cortical bone strips. 
Recently, UTE bicomponent T2* analysis and its efficacy 
were investigated through comparison with histomorphom-
etry measures of bone porosity [13]. Bicomponent T2* was 
found to be capable of detecting bone porosity, including 
pores that were undetectable using μCT [13]. Excellent 
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Fig. 22.2 Selected UTE images of the cortex of a cadaveric human 
tibial sample with TEs of 32 μs (a), 0.6 ms (b), 1.6 ms (c), and 4.0 ms 
(d), as well as a single-component fitting of UTE images (e) and resi-
dues (f), with bicomponent fitting (g) and its residues (h). The poor 
single-component fitting and excellent bicomponent fitting are consis-

tent with the presence of two water components in cortical bone: colla-
gen-bound water with an ultrashort-T2* of 0.34 ± 0.01 ms and a fraction 
of 75.4%, as well as pore water with a longer T2* of 2.92 ± 0.19 ms and 
a fraction of 24.6%

bicomponent T2* decay has been observed in other musculo-
skeletal tissues such as the Achilles tendon [14, 15], patellar 
tendon [3, 16], menisci [14, 15], and articular cartilage 
[17–19].

 UTE T2* Tri-Component Analysis

Biological tissues may contain not only different water com-
ponents with distinct T2* relaxation times but micro- or mac-
roscopic fat. For example, human cortical bone may have a 
considerable amount of fat [33, 34], particularly in the 
regions near the endosteum, where larger pores can be found. 
Fat in cortical bone pores probably has comparable proper-
ties to the bone marrow fat within the endosteum. It is 
believed that adipocytes secrete cytokines and adipokines, 
which stimulate or inhibit osteoblastic activity in nearby 
bone [34]. This raises the possibility that increased forma-
tion of fat cells could cause a decrease in the rate of bone 

remodeling. Bone fat is low in neonates and accumulates 
steadily over a lifetime [34]. Lu et al. recently proposed tri- 
component fitting incorporating a model fat spectrum [20] 
that improved estimation of bound and pore water in cortical 
bone. This tri-component T2* fit model was applied to the 
entire cross sections of tibial cortex samples. Estimated 
water fractions using tri-component T2* fitting demonstrated 
improved correlations with the μCT-based porosity com-
pared to bicomponent analyses [20]. Figure 22.3 compares 
μCT images of a cortical bone sample and the corresponding 
UTE bi- and tri-component fitting results. The bone sample 
was harvested from a 57-year-old female with a μCT poros-
ity of 33%. The sample shows a significant oscillating signal 
at a TE of around 2 ms due to the chemical shift between fat 
and water. The signal oscillations are very well fitted using 
the tri-component model, whereas the bicomponent model 
lacks accuracy. The bound water fraction is significantly 
lower when applying the tri-component fitting model. The 
tri-component model results in substantially lower T2* val-

22 Quantitative Ultrashort Echo Time Magnetic Resonance Imaging: T2*



276

1

0.8

0.6

0.4

0.2

0
0 3 6 9

TE (ms)

a b c

S
ig

na
l I

nt
en

si
ty

 (
a.

u.
)

12 15

FracBW = 58.3 (%)

R2 = 0.95493 (%)

R2 = 0.99747 (%)

Frac PW= 41.7 (%)

T2*BW = 0.22 (ms)

T2*PW = 5.98 (ms)

FracFat = 22.6 (%)

FracPW = 44.6 (%)

Frac BW = 32.8 (%)

T2*Fat = 2.78 (ms)

T2*BW = 0.13 (ms)

T2*BW = 5.01 (ms)

18

1

0.8

0.6

0.4

0.2

0
0 3 6 9

TE (ms)

S
ig

na
l I

nt
en

si
ty

 (
a.

u.
)

12 15 18

Fig. 22.3 μCT imaging of a representative cortical bone strip har-
vested from a 57-year-old female donor with a porosity of 33% (a). The 
corresponding bicomponent (b) and tri-component (c) fittings of UTE 
signal decay are presented. The oscillating signal decay in the cortical 

bone specimens is fitted better by including the signal contribution of 
fat in the tri-component model (c). (Reproduced with permission from 
Ref. [21])

ues for both bound and pore water and a lower pore water 
fraction.

Including the fat contribution in signal decay modeling 
improves the estimation of water fractions, which helps pre-
dict the microstructural and mechanical properties of cortical 
bone with higher accuracy [21]. Specifically, summation of 
the pore water fraction and the fat fraction derived from the 
tri-component model shows the strongest correlation with 
bone porosity. Pore sizes show only moderate correlations 
with bone biomechanics [21]. In the bicomponent fitting 
model, fat and pore water are regarded as one component 
(i.e., parts of a single longer T2* component). Bound water is 
regarded as the other component (i.e., the shorter T2* compo-
nent). In this approach, fat and pore water oscillation leads to 
signal cancellation and, thus, to a reduced long-T2* fraction 
(thereby underestimating the contributions from pore water 
and fat) as well as an increased short-T2* fraction (thereby 
overestimating the organic matrix content and density).

 IR-UTE T2* Measurement

Adiabatic IR preparation has been used to provide efficient 
long-T2 signal suppression and help create high contrast for 
short-T2 tissues in IR-UTE imaging [22–27]. The adiabatic 
inversion pulse can also selectively suppress signals from 
longer T2* components in ultrashort-T2 tissues (e.g., cortical 
bone), therefore providing selective imaging of ultrashort-
T2* components such as collagen-bound water [24, 25]. The 
fundamental physics behind IR-UTE imaging shows that the 
adiabatic inversion pulse can efficiently invert only long-T2 
components. Ultrashort-T2 components are only partially 
inverted and are saturated as their T2s are far shorter than the 
duration of the long adiabatic inversion pulse. This is due to 

transverse magnetization relaxation during the long adia-
batic inversion process [22–25]. The efficiency of long-T2 
signal suppression depends highly on the choice of the inver-
sion time (TI), which is related to the T1 of the long-T2 com-
ponents and the repetition time (TR). Figure  22.4 shows 
magnitude and phase images from a human tibia sample 
using IR-UTE imaging with a TR of 300 ms and a short TI of 
20 ms. The IR-UTE images show a positive phase with TEs 
less than 0.4  ms (e.g., 0.27 for TE  =  8  μs and 0.74 for 
TE = 0.4 ms), suggesting that the un-inverted bound water 
magnetization dominates the IR-UTE signal. In contrast, 
IR-UTE images with TEs longer than 0.6 ms show a negative 
phase (e.g., −2.47 for TE = 0.6 ms and −2.03 for TE = 1.4 ms), 
suggesting that the inverted pore water magnetization domi-
nates the IR-UTE signal [35]. This signal decay behavior 
could be explained by the fact that the bound water fraction 
is significantly higher than the pore water fraction in cortical 
bone, leading to a faster decay of the bound water signal 
compared to pore water and eventually leaving the negative 
pore water signal dominating the IR-UTE signal at longer 
TEs [35].

When an appropriate TI is chosen, the pore water compo-
nent can be nulled entirely so that bound water can be imaged 
selectively using IR-UTE imaging. Figure  22.5 shows an 
example of the IR-UTE sequence applied to the same cadav-
eric human tibial cortex shown in Fig.  22.2. The IR-UTE 
images show a single component with a T2* of 0.31  ms, 
which is close to the T2* value of 0.34 ms derived from the 
UTE T2* bicomponent analysis. The short-T2* fraction was 
increased from 24.6% with UTE imaging to 100% with 
IR-UTE imaging, consistent with the longer T2* pore water 
component being selectively inverted and nulled by the adia-
batic inversion pulse so that only bound water is detected 
with IR-UTE imaging. Subtraction of bound water (derived 
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Fig. 22.4 Normalized magnitude signal decay for IR-UTE images of a 
human tibial bone sample with a TR of 300 ms and a TI of 20 ms using 
a series of TEs ranging from 8 μs to 5 ms (a), and the corresponding 
magnitude images at selected TEs of 8 μs (b), 0.4 ms (c), 0.6 ms (d), 
and 1.4  ms (e), as well as the corresponding phase images (f–i). 
Schematic longitudinal magnetizations of bound water (BW) and free 
water (FW) (i.e., pore water) at different TEs are also shown in (a), 
where the positive signal from BW dominates the IR-UTE signal at 

short TEs (e.g., TE < 0.4 ms). In contrast, the negative signal from FW 
dominates at longer TEs (e.g., TE > 0.6 ms). (f)–(i) Show the signals at 
opposite phases before and after a TE of 0.5 ms (i.e., 0.27 at TE = 8 μs, 
0.74 at TE = 0.4 ms, −2.47 at TE = 0.6 ms, and −2.03 at TE = 1.4 ms), 
which is consistent with a transition from positive to negative net 
magnetization at TE ~0.5 ms. (Reproduced with permission from Ref. 
[35])

from IR-UTE imaging) from total water (derived from UTE 
imaging) provides a fast and reliable measurement of pore 
water [24]. This technique is promising, as pore water map-
ping accurately assesses cortical porosity [10–12]. This is 
challenging or impossible with other imaging techniques, 
such as DEXA or CT, as they do not have sufficient resolu-
tion to resolve small pore sizes in cortical bone. UTE and 
IR-UTE techniques successfully solve this technical chal-
lenge by comprehensively mapping bound water (organic 
matrix density) and pore water (cortical porosity) and doing 
this without ionizing radiation.

Quantitative mapping (e.g., T2*, T1, T2, T1ρ) of short-T2 tis-
sues or tissue components frequently requires robust suppres-
sion of associated long-T2 signals within the tissues or tissue 
components. An example is T2* quantification of short-T2 
components in white matter of the brain, which has ultrashort-
T2 values of less than 1 ms. These components are “invisible” 
with conventional clinical MRI sequences [36–38]. UTE 

sequences with minimum nominal TEs of ~8 μs, which are 
~100 times shorter than the TEs of conventional clinical 
sequences, are potentially able to directly detect signals from 
myelin using a whole-body clinical MRI scanner [39–45]. The 
major challenge is the concurrent detection of signals from 
long-T2 water components, which may show far higher signal 
intensities than the short-T2 components [45]. An adiabatic IR 
preparation can selectively null the long-T2 water components 
allowing selective imaging of the short-T2 components. 
Figure 22.6 shows IR-UTE images of a brain specimen using 
a clinical 3T scanner (MR750, GE Healthcare, Milwaukee, 
WI, USA). The longitudinal magnetization of long-T2 water 
components is inverted and nulled, as evidenced by the near-
zero signal at a TE of 0.6 ms (Fig. 22.6e). Subtraction of the 
TE = 0.6 ms image (Fig. 22.6e) from the TE = 10 μs image 
(Fig. 22.6a) provides selective detection of ultrashort-T2 com-
ponents in the white matter (h), which have T2

*s of ~0.21 ms 
(i) [42].
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Fig. 22.5 Selected IR-UTE 
images of the tibial cortex of 
a cadaveric human bone 
sample with TEs of 32 μs (a), 
0.6 ms (b), 1.6 ms (c), and 
4.0 ms (d), as well as the 
corresponding single- 
component fitting of IR-UTE 
images (e) and their residues 
(f). IR-UTE images show 
only one component with a 
short-T2* of 0.38 ± 0.01 ms, 
consistent with the selective 
imaging of bound water. 
Longer T2* component pore 
water is nulled by the 
adiabatic inversion pulse
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Fig. 22.6 IR-UTE imaging of a brain specimen with TEs of 10 μs (a), 
0.1 ms (b), 0.2 ms (c), 0.4 ms (d), 0.6 ms (e), 1.0 ms (f), and 2.0 ms (g), 
as well as the subtraction image (TE 10 μs–TE 0.6  ms) (h). Single- 

component exponential fitting of the region of interest in white matter 
(yellow box in h) shows a short-T2

* of 0.21 ± 0.02 ms (i). (Reproduced 
with permission from Ref. [42])

 STAIR-UTE T2* Measurement

Short-T2* mapping can be much more challenging in body 
regions with large amounts of fat, such as trabecular bone. 
Trabecular bone has an extremely low proton density and an 
ultrashort-T2*, which lead to a very low signal even when 
using UTE imaging. Trabecular bone is mixed with a large 
amount of fat in both yellow and red marrow. Fat has a high 
proton density and a short T1. Fat-related off- resonance arti-
facts result in blurring with UTE imaging due to the ring-
shaped point spread function of fat. This is quite different 
from the linear chemical shift artifacts seen with Cartesian 
sampling of k-space [46]. The strong fat signal and associ-
ated chemical shift artifacts may significantly affect T2* 
relaxation time mapping. Therefore, efficient fat suppression 
is critical for robust T2* mapping of trabecular bone.

The STAIR-UTE sequence was developed to address this 
problem. It is based on a regular IR-UTE data acquisition, 
but uses a very short TR and high flip angle (FA) and is oper-
ated within specific absorption rate limits for clinical imag-
ing [28, 29]. The combination of a very short TR and TI 
provides robust suppression of signals from long-T2 tissues, 
which may have T1s above a particular value. The STAIR- 
UTE sequence is insensitive to B1 and B0 inhomogeneities 
when using Silver-Hoult adiabatic full-passage pulses with a 
relatively wide spectral bandwidth. The 3D STAIR-UTE 
sequence provides high contrast imaging of cortical and tra-
becular bone in the lumbar spine, with excellent suppression 

of signals from long-T2 fat and water-containing tissues [29]. 
Figure  22.7a–e shows STAIR-UTE images of the lumbar 
spine of a 36-year-old male volunteer. Long-T2 signals from 
the surrounding muscle, spinal cord, CSF, and bone marrow 
are all efficiently suppressed. Only ultrashort-T2* compo-
nents from trabecular bone are visualized, as evidenced by 
an excellent single-component curve fitting with a T2* of 
0.31 ± 0.01 ms, which is close to the T2* of cortical bone 
[10–15].

Other contrast mechanisms, such as a dual-echo acquisi-
tion with echo subtraction [47], long-T2 saturation [48], adia-
batic IR (AIR) [25], or spectral presaturation with IR (SPIR) 
[49], may not be able to suppress signals from bone marrow 
fat efficiently so that the residual fat signal can be higher 
than that from trabecular bone. Figure 22.7f–j shows SPIR-
UTE images of the fingers [49]. The measured T2* for the 
capitate is 2.42 ± 0.56 ms at 3 T, which is much longer than 
the T2* value of 0.31 ± 0.01 ms for trabecular bone of the 
spine measured with STAIR-UTE at the same field strength 
[29], or the T2* value of ~0.3 ms for cortical bone measured 
with various IR-based UTE techniques [11–15]. The much 
longer T2* value suggests that SPIR-UTE imaging of trabec-
ular bone is subject to significant fat signal contamination. In 
comparison, STAIR-UTE-measured T2* values for trabecu-
lar bone are remarkably close to those measured on IR-UTE 
imaging for cortical bone. This suggests that bone marrow 
fat is completely suppressed, leaving signals from trabeculae 
selectively detected with STAIR-UTE imaging [29].
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Fig. 22.7 Selected STAIR-UTE images of the spine of a 36-year-old 
male volunteer with TEs of 0.03 ms (a), 0.2 ms (b), 0.4 ms (c), 0.8 ms 
(d), and the single-component T2* fitting curve (e). μCT (f) and SPIR- 
UTE imaging of the fingers at 1.5 T (g), 3.0 T (h), 7.0 T (i), and the 
corresponding single-component T2* fitting curves (j) are shown. 

Trabecular bone of the spine shows a short-T2* of 0.31 ± 0.01 ms using 
the STAIR-UTE sequence, while trabecular bone in the fingers shows 
short-T2* values of 1.16 ± 0.27 ms at 1.5 T, 2.23 ± 0.56 ms at 3.0 T, and 
3.96 ± 1.26 ms at 7.0 T, respectively, using the SPIR-UTE sequence. 
(Reproduced with permission from Refs. [29, 49])

 Dual-IR-UTE T2* Measurement

As mentioned previously, long-T2 signal contamination is 
one of the major challenges in accurate mapping of short-T2* 
tissues or tissue components. Long-T2 tissues typically have 
higher proton densities and show higher signal intensities. 
This is especially the case for T2* mapping of thin structures 
such as those at the osteochondral junction and cartilaginous 
endplate. The osteochondral junction has a very thin and 
curved structure with a thickness of 0.1–0.2 mm [50]. While 
its T2* can be measured using regular UTE data acquisitions 
with variable TEs [51], the fitted T2* values are likely to be 
subject to significant errors due to partial volume effects with 
other tissues. The same holds for the cartilaginous endplate, 
which ranges in thickness from 0.5 to 1.0 mm [52]. The car-
tilaginous endplate anchors the disc to the vertebral body and 
modulates nutrient transportation and waste product elimina-
tion. Accurate T2* mapping may help evaluate the status of 
this critical structure in spine function [53–55]. Efficient 

long-T2 signal suppression is essential for precise quantifica-
tion of its T2* and other relaxation times, as well as the pro-
ton density of the cartilaginous endplate, the osteochondral 
junction, and other short-T2 tissues. The dual adiabatic IR 
UTE (dual-IR-UTE) technique employs two long Silver-
Hoult adiabatic inversion pulses to separately invert the lon-
gitudinal magnetization of long-T2 water and fat [30–32]. An 
appropriate combination of TI and TR allows robust and effi-
cient simultaneous suppression of long-T2 water and fat sig-
nals without sensitivity to chemical shift effects. Figure 22.8 
shows conventional clinical proton density-weighted fast 
spin echo (PD-FSE), T1-FSE, gradient recalled echo (GRE), 
basic UTE, and dual-IR-UTE images at different TEs in a 
cadaveric human patella sample [32]. The dual-IR-UTE 
sequence provides high-contrast images of the osteochondral 
junction, which appears as a linear, well- defined area of high 
signal (arrows). This layer shows an excellent single-compo-
nent exponential signal decay and demonstrates a short-T2* 
of 1.79 ± 0.20 ms.
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Fig. 22.8 A cadaveric human patellar sample imaged with clinical 
PD-FSE (a), T1-FSE (b), GRE (c), basic UTE (d), and dual-IR-UTE 
sequences at different TEs of 8 μs (e), 0.2 ms (f), 1 ms (g), and 2 ms (h), 

as well as single-component exponential curve fitting, which 
demonstrates a short-T2* of 1.79  ±  0.20  ms for the osteochondral 
junction (i). (Reproduced with permission from Ref. [32])

 Conclusion

T2* mapping of short-T2 tissues or tissue components, such 
as the osteochondral junction, the cartilaginous endplate, 
menisci, ligaments, and tendons, as well as cortical and tra-
becular bone, can be quantified using UTE-type sequences. 
Single-, bi-, and tri-component fitting models have been 
employed to evaluate different water components and fat. 
Significant confounders are contamination from signals 
coming from long-T2 water as well as from fat due to chemi-
cal shift artifacts compounded by susceptibility effects. 
Adiabatic IR preparations can selectively invert and null lon-
ger T2* components and allow reliable assessment of the 
shorter T2* components. Efficient long-T2 suppression using 
STAIR-UTE, dual-IR-UTE, and other contrast mechanisms 
is of critical importance for accurate T2* mapping of short-T2 
tissues or tissue components, such as trabecular bone, the 
osteochondral junction, and the cartilaginous endplate. UTE 
T2* mapping can also be used to diagnose short-T2 tissue 
degeneration and monitor therapeutic effects [1–7, 56].
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 Introduction

T1ρ relaxation refers to spin-lattice relaxation which occurs 
in the rotating frame in the presence of an external radiofre-
quency (RF) pulse or spin-lock pulse [1]. T1ρ is sensitive to 
molecular processes with a frequency close to that of the pre-
cession of the spin-lock pulse, which typically ranges from a 
few hundred Hz up to a kHz on clinical whole- body MRI 
scanners [2]. T1ρ provides information about relatively low-
frequency molecular processes such as proton exchange and 
slow dipolar interactions. That is a significant difference 
from spin-lattice relaxation (or T1 relaxation), which is maxi-
mal for spins moving at the Larmor frequency determined by 
the main magnetic field strength (e.g., 128  MHz at 3 T). 
While imaging T1 is challenging to characterize low-fre-
quency motion atoms and molecules, T1ρ reflects slow inter-
actions between motion-restricted water molecules and their 

local macromolecular environment [1–3]. Recent studies 
suggest that T1ρ has a high sensitivity to proteoglycan (PG) 
loss in cartilage samples as well as to osteoarthritis (OA) in 
patients [4–6]. T1ρ values increase with decreasing PG con-
tent and progression of OA. It has been shown that T1ρ pro-
vides more sensitive detection of PG loss at the initial stages 
of cartilage degeneration than T2 [3]. T1ρ has also been shown 
to be sensitive to changes in collagen content, fiber orienta-
tion, and hydration [7, 8]. Furthermore, T1ρ has been pro-
posed as a probe of other biochemical changes such as 
fibrosis in the liver [9] and annulus fibrosis degeneration in 
intervertebral discs [10], as well as amyloid and tau protein 
accumulation in the brain [11, 12].

T1ρ relaxation depends on the power of the spin-lock 
pulse. Without a spin-lock pulse, the magnetization under-
goes transverse relaxation with a T2 or T2* decay. The spin-
lock pulse forces spins to process along its direction and 
slows the transverse magnetization relaxation process. As a 
consequence, T1ρ is always longer than T2 or T2* but is 
shorter than T1. A stronger spin-lock pulse tends to “lock” 
the transverse magnetization more efficiently along its direc-
tion, leading to longer values of T1ρ. The dependence of T1ρ 
on spin-lock field strength is called T1ρ dispersion. The self-
diffusion effect dominates at low spin-lock powers (i.e., 
ω1 < 100 Hz). At higher spin-lock powers (ω1 = several hun-
dred or thousand Hz), the chemical exchange effect between 
the fast exchangeable solute protons and water protons 
makes a significant contribution [13, 14]. T1ρ approaches T1 
at high spin-lock power.

With conventional T1ρ imaging, the spin-lock pulse is 
applied to magnetization processing in the transverse plane. 
Two-dimensional (2D) or 3D MRI data are acquired with a 
series of spin-lock pulse durations or spin-lock times (TSLs). 
T1ρ can be estimated by fitting the MRI data using the follow-
ing equation:

 S STSL e constant
TSL T( ) = ( )× +−

0
1/ ρ  (23.1)

where S(TSL) is the signal of a pixel or region of interest 
(ROI) in the corresponding T1ρ image acquired with a pre-
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defined TSL. A constant term is introduced to account for 
background noise and artifacts associated with data acquisi-
tion and image reconstruction. Mono-exponential fitting of 
the signal decay provides accurate estimation of T1ρ on the 
condition that there is enough signal, or in other words, 
S(TSL) is significantly above the noise floor. This assump-
tion typically holds for long-T2 tissues but may fail with 
short-T2 tissues due to significant signal decay before the 
MR receiving mode is enabled when conventional spin echo 
or gradient echo data acquisitions are used.

T1ρ imaging techniques have been applied to many bio-
logical tissues and organs with relatively long T2s, such as 
articular cartilage [4–8], muscle [15], liver [9], spine [10], 
and brain [11, 12]. However, their application to short-T2 tis-
sues has been limited because short-T2 tissues show little or 
no signal with conventional MRI sequences when echo times 
(TEs) are of the same order or shorter than the T2s of interest. 
The osteochondral junction, menisci, ligaments, tendons, 
rotator cuff, and cartilaginous endplate have short T2s and 
are essentially “invisible” with conventional clinical MR 
sequences [16]. As a result, T1ρ cannot be accurately mea-
sured due to the limited signal detected with relatively long 
TEs. Ultrashort echo time (UTE) sequences allow direct 
imaging of short-T2 tissues and tissue components by reduc-
ing the nominal TEs of sequences to 0.1 ms or less [16–18]. 
Combining a spin-lock preparation pulse with UTE data 
acquisition allows imaging and quantification of T1ρ and T1ρ 
dispersion in both short- and long-T2 tissues of the body [17–
21]. This information may help evaluate changes in PGs and 
collagen in healthy and degenerate tissues.

 UTE T1ρ Imaging

UTE combined with continuous wave (CW) spin-lock (SL) 
T1ρ (UTE-T1ρ) has been developed to evaluate PG depletion 
in short-T2 tissues (Fig. 23.1a) [19–21]. The initial spin-lock 
pulse cluster consists of a short rectangular 90° pulse fol-
lowed by a spin-lock pulse and another short rectangular 
−90° pulse. The first 90° pulse is applied along the X-axis to 
flip the longitudinal magnetization into the transverse plane 
along the Y-axis. A composite pulse is then applied along the 
Y-axis to spin-lock the transverse magnetization. The second 
90° pulse flips this spin-locked magnetization back along the 
Z-axis. Finally, any residual transverse magnetization is 
dephased with a crusher gradient. The magnetization stored 
along the Z-axis is subsequently detected by 2D or 3D UTE 
data acquisition. Figure  23.1b–e shows a comparison 
between 3D magnetization-prepared angle-modulated parti-
tioned k-space spoiled gradient echo snapshots (MAPSS) 
imaging and 2D UTE-T1ρ imaging of the Achilles tendon and 
meniscus in a young, healthy volunteer [19, 22]. The 3D 
MAPSS sequence provides little or no signal for the menis-

cus and Achilles tendon, which have significantly decayed 
transverse magnetizations when the receiving mode is 
enabled with conventional gradient echo imaging. In con-
trast, the UTE-T1ρ sequence provides a much higher signal 
for both the meniscus and Achilles tendon. The receiving 
mode is enabled shortly after the RF excitation, thus allow-
ing detection of the free induction decay (FID) from short-T2 
tissues such as the meniscus and Achilles tendon before sig-
nificant loss of signal.

The high signal from UTE-T1ρ imaging allows robust 
quantification of T1ρ values for both long-T2 tissues such as 
the articular cartilage and muscle, and short-T2 tissues such 
as the Achilles tendon and meniscus. For example, Fig. 23.2 
shows 2D gradient recalled echo (GRE)-based T1ρ (GRE- 
T1ρ) and 3D UTE-T1ρ imaging of the Achilles tendon in a 
young, healthy volunteer [21]. The GRE-T1ρ sequence pro-
vides near-zero signal for the Achilles tendon precluding 
quantitative T1ρ measurement. In distinction, the UTE-T1ρ 
sequence shows a much higher signal in the Achilles tendon 
and demonstrates a short T1ρ  ~ 3.0 ms. While the conven-
tional GRE-T1ρ sequences provide a very low signal for the 
Achilles tendon and cannot reliably quantify its T1ρ, 
sequences of this type have been applied to tissues with lon-
ger but still relatively short T2s, such as the meniscus 
[23–25].

Significant differences have been reported between 
healthy subjects, mild osteoarthritis (OA) patients, and 
severe OA patients, with mean GRE-T1ρ values of 
14.7  ±  5.5, 16.1  ±  6.6, and 19.3  ±  7.6  ms, respectively. 
Meniscal T1ρ values correlated with clinical findings of OA, 
suggesting the potential of GRE-T1ρ for differentiating 
healthy subjects from patients with mild or severe OA [23]. 
In another study, significantly elevated GRE-T1ρ values 
were found in the lateral meniscus in patients with acute 
anterior cruciate ligament (ACL) injuries compared with 
healthy controls (P < 0.01) [24]. In addition, a significant 
correlation (R2 = 0.47, P = 0.007) was found between GRE-
T1ρ values of the posterior horn of lateral meniscus and 
GRE-T1ρ values of the posterior sub-compartment of the 
lateral tibial cartilage in ACL patients. This study demon-
strated a strong injury- related relationship between the 
meniscus and cartilage biochemical changes [24]. Entire 
meniscus GRE-T1ρ values in healthy controls (28 ± 4 ms) 
were also reported to be significantly lower than those of 
both Kellgren and Lawrence KL1–2 (33 ± 6 ms) and KL3–4 
OA subjects (34 ± 6 ms), respectively, suggesting GRE-T1ρ 
mapping might be sensitive to meniscus degeneration [25]. 
In addition, the longer T2 components in the meniscus con-
tribute significantly to the detected signal with GRE-T1ρ 
imaging. UTE-type sequences with much shorter TEs are 
expected to provide a better depiction and more robust 
characterization of the meniscus, especially short-T2 tis-
sues such as the Achilles tendon.

J. Du et al.
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Fig. 23.1 The UTE-T1ρ 
sequence. This employs a 
spin-lock (SL) preparation 
pulse followed by a UTE FID 
data acquisition (a). The 
preparation pulse consists of a 
hard 90° pulse followed by a 
composite spin-lock pulse and 
another −90° hard pulse. The 
phase of the second half of 
the composite spin-lock pulse 
is shifted 180° from the first 
half to reduce artifacts caused 
by B1 inhomogeneity. 2D 
UTE-T1ρ imaging of a healthy 
volunteer shows signal in both 
the Achilles tendon (b) and 
meniscus (d). 3D MAPSS 
imaging of the same volunteer 
shows very little signal from 
the Achilles tendon (c) and 
mostly low signal from the 
meniscus (e). (Reproduced 
with permission from Ref. 
[19])
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Fig. 23.2 3D UTE-T1ρ (first row) and 2D GRE-based spiral T1ρ (sec-
ond row) imaging of the Achilles tendon of the same volunteer with 
four spin-lock times of 0, 1, 5, and 10 ms. 2D GRE-based T1ρ imaging 
shows near-zero signal in the Achilles tendon (second row), which is 
shown with much higher signal when using 3D UTE-T1ρ imaging (first 
row). Excellent exponential curve fitting demonstrates a short T1ρ of 
3.07 ± 0.35 ms (third row). (Reproduced with permission from Ref. 
[21])

 UTE-T1ρ Dispersion

UTE-T1ρ dispersion can be investigated by repeating UTE- 
T1ρ measurements with different spin-lock pulse powers. 
In a recent study, 2D UTE-T1ρ dispersion was investigated 
in the Achilles tendon and meniscus of cadavers and 
healthy volunteers. Ankle and knee joints were scanned 
with four to six TSLs ranging from 0.2 to 10  ms using 
three spin-lock field strengths of 250, 500, and 1000 Hz, 
respectively [19]. The range of spin-lock pulse powers was 
limited to 1000  Hz because of the limited maximal RF 
power available on clinical MR scanners. UTE-T2* was 

also measured for comparison using similar data acquisi-
tion parameters. Figure  23.3 shows UTE-T1ρ imaging of 
the Achilles tendon of a cadaveric ankle specimen. The 
Achilles tendon was depicted with high signal, contrast, 
and spatial resolution. Also, excellent single-component 
exponential curve fitting was achieved for UTE-T1ρ imag-
ing of the Achilles tendon at all three spin-lock field 
strengths. As shown in Fig. 23.3e–p, significant UTE-T1ρ 
dispersion was observed in the Achilles tendon, with T1ρ 
increasing from 2.19 ± 0.12 ms with a spin- lock field of 
250 Hz to 4.95 ± 0.23 ms with a spin-lock field of 500 Hz 
and 7.43 ± 0.56 ms with a spin-lock field of 1000 Hz, cor-
responding to an overall increase of 239% [19]. In com-
parison, a very short T2* of 0.78 ± 0.07 ms was observed 
in the Achilles tendon of this ankle specimen. In addition, 
UTE-T1ρ dispersion has been observed in the meniscus of 
healthy volunteers, with UTE-T1ρ values of 6.93  ±  0.44, 
8.24 ± 0.49, and 12.96 ± 0.54 ms with spin-lock fields of 
250, 500, and 1000 Hz, respectively [19].

T1ρ is sensitive to molecular motions and interactions on 
the time scale of the frequency-locking B1 field. Variation or 
dispersion of T1ρ with locking field strength provides infor-
mation on relatively slow molecular motions and chemical 
exchange [26, 27]. Cross-relaxation in the rotating frame 
allows exchanging protons to be affected by non- exchanging 
protons in macromolecules through dipolar coupling with 
dispersion reflecting motions on the time scale of γB1 [28]. 
T1ρ dispersion can be fitted to a model described by Chopra 
et  al. for estimating exchange rates [29]. According to the 
Cobb study, the calculated exchange values increased by a 
factor of four as pH increased in low-stiffness gels, consis-
tent with chemical exchange being the dominant contributor 
to T1ρ dispersion [28]. These authors also observed increased 
chemical exchange rates with stiffness and attributed this to 
modified side-chain exchange kinetics. UTE-T1ρ dispersion 
can potentially be used to estimate chemical exchange in the 
menisci, ligaments, tendons, and other short-T2 tissues and 
provides another tool to evaluate musculoskeletal tissue 
degeneration in OA.

J. Du et al.
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Fig. 23.3 The Achilles tendon of an ankle specimen. This was subject 
to UTE-T2* imaging with four TEs of 8 μs (a), 0.8 (b), 1.5 (c), and 
3.0 ms (d), and UTE-T1ρ imaging with three spin-lock powers of 250 
(e–h), 500 (i–l), and 1000 Hz (m–p), using four spin-lock times of 0.2, 

0.8, 1.5, and 3.0 ms, respectively. Excellent single-component fitting 
was achieved and provided robust quantification of T2* and T1ρ (q). 
Significant T1ρ dispersion was observed in the Achilles tendon (r). 
(Reproduced with permission from Ref. [19])

 Dual Adiabatic Inversion Recovery UTE T1ρ 
Imaging

Short-T2 tissues or tissue components such as the osteochon-
dral junction may have much lower signal intensities than 
long-T2 tissues, primarily due to the following two factors. 
First, short-T2 tissues and tissue components may experience 
significant signal loss during MR data acquisition because of 
their fast signal decay. Second, short-T2 tissues and tissue 
components typically have higher macromolecular contents 
and lower mobile proton densities, leading to significantly 
lower signal levels than long-T2 tissues. As a result of the low 
signal from short-T2 tissues, long-T2 signal contamination is 
a major challenge in accurately quantifying short-T2 tissues, 
including their T1s, T2s, T2

*s, T1ρs, and proton densities. 
Long-T2 signal contamination is especially prominent in thin 
structures such as the osteochondral junction, which is a 
curved, very thin structure with a thickness of 0.1–0.2 mm 
[30, 31]. Another case is the cartilaginous endplate (CEP) 
which anchors the intervertebral disc to the vertebral body 
and modulates nutrient transportation and waste product 
elimination [32, 33]. Both of these structures are adjacent to 

long-T2 fat and water-containing bone marrow and are also 
subject to significant susceptibility effects. Efficient long-T2 
suppression from these tissues is critical for accurate T1ρ 
quantification. The dual adiabatic inversion recovery UTE 
(dual-IR-UTE) technique employs two long adiabatic inver-
sion pulses (Silver–Hoult pulses) to separately invert the lon-
gitudinal magnetizations of long-T2 water and fat, 
respectively [34–37]. An appropriate combination of inver-
sion time (TI) and repetition time (TR) allows simultaneous 
robust and efficient suppression of long-T2 water and fat sig-
nals as a function of both of their T1s (and not the chemical 
shift of fat in the presence of susceptibility differences). 
Figure 23.4 shows conventional clinical GRE, proton den-
sity-weighted fast spin echo (PD-FSE), T1- weighted FSE 
(T1-FSE), 2D UTE, and dual-IR-UTE-T1ρ imaging of a 
cadaveric human patellar sample [36]. The dual-IR-UTE-T1ρ 
sequence shows high contrast imaging of the osteochondral 
junction, which appears as a linear, well- defined area of high 
signal (arrows). Excellent single- component exponential 
signal decay was observed in this layer, which demonstrated 
a short UTE-T1ρ of 4.61 ± 0.07 ms. This is too short to be 
accurately quantified with conventional T1ρ sequences. It is 

23 Quantitative Ultrashort Echo Time Magnetic Resonance Imaging: T1ρ
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Fig. 23.4 Axial imaging of a cadaveric human patellar sample with 
clinical GRE (a), PD-FSE (b), T1-FSE (c), 2D UTE (d), and dual-IR- 
UTE-T1ρ sequences with TSLs of 0.2 (e), 1.0 (f), 4 (g), and 12 ms (h), 
as well as mono-exponential fitting of the osteochondral junction signal 
which shows a short UTE-T1ρ of 4.61 ± 0.07 ms (i), and for the rubber 
stopper in the syringe which shows a UTE-T1ρ of 6.09 ± 2.21 ms (j). 

The dual IR preparation allows efficient suppression of signals from the 
superficial layers of cartilage and marrow fat and shows high contrast 
imaging of the osteochondral junction. This may improve the quantifi-
cation of UTE-T1ρ values. (Reproduced with permission from Ref. [36])

also challenging with regular UTE sequences due to the high 
signals from surrounding superficial layers of articular carti-
lage and marrow fat–water and the partial volume effects 
with these tissues. The dual- IR- UTE sequence is expected to 
provide more accurate T2* mapping of this thin layer than 
regular UTE sequences without long-T2 signal suppression. 
It is interesting to note that the T1ρ value for the osteochon-
dral junction of this patellar sample was 41% longer than its 
UTE-T2* value of 3.26 ± 0.23 ms. In comparison, the rubber 
stopper in the syringe had a UTE-T1ρ of 6.09  ±  2.21  ms, 
which was 16 times longer than its short UTE-T2* of 
0.38 ± 0.01 ms. The quite different behaviors of UTE-T2*, 
UTE-T1ρ, and UTE- T1ρ dispersion (not shown) may be 
related to the biochemical differences between the osteo-
chondral junction and rubber.

 Magic Angle Effects with T1ρ and UTE-T1ρ 
Imaging

Recent studies suggest that T1ρ, like T2, is sensitive to the 
magic angle effect because of the contribution of dipole–
dipole interactions to T1ρ relaxation [38]. Water protons in 

highly ordered collagen fibers are subject to dipolar interac-
tions which are modulated by the term (3cos2θ − 1), where θ 
is the angle between the fiber orientation and the static mag-
netic field B0. These interactions are minimized when the 
fibers are oriented at 55° or 125° (the magic angles) relative 
to B0 when 3cos2θ − 1 approximates zero. This relationship 
between angle-dependent dipolar interactions and T1ρ relax-
ation is a significant confounding factor when using T1ρ as a 
biomarker of biochemical changes in biological tissues. 
Studies show that T1ρ values can increase by more than 200% 
in the middle and deep zones of articular cartilage when θ is 
oriented from 0° to 54° [38]. T1ρ changes due to the magic 
angle effect can be significantly higher than changes caused 
by degeneration (typically of the order of 10–30%) [39], 
which complicates the evaluation of tissue degeneration.

The magic angle effect is generally greater in short-T2 
tissues than in long-T2 tissues, as their collagen fibers tend 
to be more ordered than in long-T2 tissues. The UTE-T1ρ 
sequence has been used to measure the T1ρ of ligament and 
tendon specimens at a series of angular orientations to 
investigate the contribution of dipole–dipole interaction to 
T1ρ relaxation [20]. Figure 23.5 shows UTE-T1ρ images of a 
goat ACL at 0° and 55° relative to the B0 field. The UTE-T1ρ 
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Fig. 23.5 UTE-T1ρ images of a goat PCL specimen at 0° (a–d) and 55° 
(e–h) relative to the B0 field at TSLs of 8 μs (a, e), 1 ms (b, f), 4 ms (c, 
g), and 12 ms (d, h), respectively. The PCL signal decays much more 
slowly at 55°, consistent with a longer T1ρ. An ROI drawn in the central 
portion of the goal ACL was used for subsequent T1ρ fitting. Exponential 
fitting of UTE-T1ρ images shows T1ρ values of 6.9  ±  1.3  ms at 0°, 

35.5  ±  4.9  ms at 55°, and 11.9  ±  2.5  ms at 90°, respectively (i). 
Measurement of T1ρ as a function of the angular orientation relative to 
the B0 field shows a strong magic angle effect, with the UTE-T1ρ value 
peaking at 55° relative to the B0 field (j). (Reproduced with permission 
from Ref. [20])

images show a low signal in the bulk of the tendon and 
clearly depict the longer T2 fascicular pattern at 0°, consis-
tent with a short T1ρ. In distinction, there is a higher signal 
in the bulk of the tendon at 55° with near-complete disap-
pearance of the fascicular pattern. Figure 23.5i shows the 
selected T1ρ curve fitting for an ROI drawn in the central 
portion of the goat ACL. There is a marked change in the 
UTE-T1ρ value, which increases from 6.9 ± 1.3 ms at 0° to 
36 ± 5 ms at 55° and then decreases to 12 ± 3 ms at 90°. The 
UTE-T1ρ magic angle behavior is depicted in Fig.  23.5j, 
where mean T1ρ values and standard deviations at six angles 
of 0°, 25°, 40°, 55°, 70°, and 90° relative to the B0 field are 
displayed. The UTE-T1ρ value is increased by more than 
five-fold at 55°.

 UTE Adiabatic T1ρ

As explained above, T1ρ imaging is subject to magic angle 
effects [38]. More recently, trains of adiabatic inversion 
pulses have been employed to generate contrast that differs 
from conventional CW spin-lock-based T1ρ relaxation [40–
42]. This adiabatic T1ρ relaxation is less sensitive to the 
magic angle effect than both T1ρ and T2 relaxations [43]. 
Adiabatic T1ρ shows a higher sensitivity to the trypsin- 
induced changes in bovine patellar cartilage than the com-
monly used T2 and magnetization transfer approaches [40]. 
In a rabbit model of anterior cruciate ligament transection 
(ACLT), early superficial cartilage degeneration was 
observed, including significant loss of PGs in both medial 

23 Quantitative Ultrashort Echo Time Magnetic Resonance Imaging: T1ρ
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Fig. 23.6 3D UTE-AdiabT1ρ 
imaging. A train of adiabatic 
inversion pulses is employed 
to generate T1ρ contrast. This 
is followed by multispoke 
sampling to speed up data 
acquisition (a). Selected 
UTE-AdiabT1ρ images of the 
knee in a 23-year-old normal 
volunteer with regions of 
interest (red circles or 
triangles) drawn in the 
quadriceps tendon (b), PCL 
(c), and meniscus (d), as well 
as the corresponding 
exponential curve fitting 
which demonstrates 
UTE-AdiabT1ρ values of 13.7 
± 1.0 ms (e), 22.5 ± 1.2 ms 
(f), and 21.5 ± 1.1 ms (g), 
respectively. (Reproduced 
with permission from Ref. 
[44])

and lateral compartments as confirmed by digital densitom-
etry, increased collagen fibril anisotropy in the lateral con-
dyle as confirmed by polarized light microscopy and 
decreased biomechanical properties in both medial and lat-
eral compartments as confirmed by indentation testing [41]. 
However, conventional T1ρ was prolonged only in the lateral 
compartment of ACLT joints. T2 and magnetization transfer 
(MT) did not show a statistically significant difference 
between the ACLT and control groups.

In distinction, adiabatic T1ρ detected degenerative changes 
in both lateral and medial condyles (P < 0.05) [41]. However, 
due to the lack of detectable signals, AdiabT1ρ imaging based 
on conventional clinical pulse sequences is of limited value 
for detecting PG depletion in short-T2 tissues or tissue com-
ponents. Combining the 3D UTE sequence with an AdiabT1ρ 
preparation (UTE-AdiabT1ρ) provides magic angle-insensi-
tive imaging of both short- and long-T2 tissues in the knee 
joint [44–46]. The UTE-AdiabT1ρ sequence is described in 
Fig. 23.6a, where a train of adiabatic inversion pulses is fol-
lowed by a 3D UTE data acquisition to generate T1ρ contrast. 

Figure  23.6b–g shows representative 3D UTE- AdiabT1ρ 
images of the knee joint in a 23-year-old male volunteer, 
with high signal and contrast achieved in all the primary 
knee joint tissues [44]. Excellent single-component fitting 
shows UTE-AdiabT1ρ values of 13.7 ± 1.0 ms for the quadri-
ceps tendon, 22.5 ± 1.2 ms for the PCL, and 21.5 ± 1.1 ms for 
the meniscus. Conventional T1ρ, adiabatic T1ρ, T2, and other 
quantitative MRI measurements are unavailable for these 
knee joint tissues due to their fast signal decay and low or 
zero signal intensity when imaged with conventional pulse 
sequences.

The UTE-AdiabT1ρ sequence has also been applied to the 
nucleus pulposus (NP) and annulus fibrosis (AF) of interver-
tebral discs (IVDs). Figure 23.7 shows a UTE- AdiabT1ρ map 
with adiabatic T1ρ values corresponding with values for gly-
cosaminoglycan (GAG) content in the anterior and posterior 
NP regions. This result demonstrates the potential of the 
UTE-AdiabT1ρ for the diagnosis of degenerative disc changes 
at the biochemical level, compared to clinical images that 
only provide morphological evaluation.

J. Du et al.
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Fig. 23.7 Clinical T2-FSE image (a) and UTE-AdiabT1ρ map (c) in a 
lumbar L2–L3 intervertebral disc. The Safranin O-stained images (b, d) 
correspond to the regions within the left (anterior) and right (posterior) 

boxes in (c), respectively. The UTE-AdiabT1ρ and GAG content for the 
left and right regions are shown in (e) and (f), respectively. There is a 
close correspondence between the AdiabT1ρ values and GAG content

 Magic Angle Effect in UTE-AdiabT1ρ

Prior studies suggest that AdiabT1ρ is much less sensitive to 
magic angle effects than conventional T1ρ and T2 [43]. The 
magic angle effect in 3D UTE-AdiabT1ρ imaging was also 
investigated by repeating the sequence on cadaveric human 
patellar samples at different orientations ranging from 0° to 
90° relative to the B0 field [46]. UTE-AdiabT1ρ values 
increased from the radial layer to the superficial layer at all 
angular orientations. The superficial layer showed the least 
angular dependence (around 4.4%), while the radial layer 
showed the strongest angular dependence (around 34.4%). 
UTE-AdiabT1ρ values showed a much reduced magic angle 
effect compared to UTE-T1ρ and UTE-T2* values in all 
examined layers and the global ROI. Figure 23.8 shows the 
angular dependence of 3D UTE-AdiabT1ρ, UTE-T1ρ, and 
UTE-T2* sequences for the superficial, transitional, and deep 
radial layers and global ROIs covering all three layers of the 
patellar sample. The 3D UTE-AdiabT1ρ values show much-
reduced magic angle effects compared to the regular 3D 
UTE-T1ρ and UTE-T2* values for all examined layers and the 
global ROI. On average, over eight patellae, UTE- AdiabT1ρ 
values increased by 27.2% (4.4% for superficial, 23.8% for 
transitional, and 34.4% for radial layers), UTE-T1ρ values 
increased by 76.9% (11.3% for superficial, 59.1% for transi-
tional, and 117.8% for radial layers), and UTE-T2* values 
increased by 237.5% (87.9% for superficial, 262.9% for tran-
sitional, and 327.3% for radial layers) near the magic angle.

It is still unclear why the AdiabT1ρ and UTE- AdiabT1ρ 
sequences are less sensitive to magic angle effects [43, 45, 
46]. One explanation is that the adiabatic spin-lock pulse has 

a relatively high power, which helps reduce the angular 
dependence of the magnetization exchange. Conventional 
T1ρ imaging studies have demonstrated that the angular 
dependence is highly related to the power of the spin-lock 
pulse and that a higher power leads to a reduced magic angle 
effect [43]. This could partly explain the reduced magic 
angle sensitivity associated with the AdiabT1ρ and UTE-
AdiabT1ρ sequences. Another explanation is that the pairs of 
adiabatic spin-lock pulses have a relatively broad spectral 
bandwidth, much broader than CW spin-lock pulses. One of 
the main advantages of using trains of adiabatic fast passage 
pulses for spin-locking is their insensitivity to B1 inhomoge-
neity, which is a significant limitation of conventional spin-
lock pulses [47]. More research is needed to explain the 
reduced magic angle sensitivity of the 3D UTE-AdiabT1ρ 
sequence compared with 3D UTE-T1ρ sequence and conven-
tional T1ρ sequences.

 UTE-AdiabT1ρ Imaging in Knee Joint 
Degeneration

The feasibility and efficacy of 3D UTE-AdiabT1ρ imaging 
have been investigated for in vivo assessment of whole knee 
cartilage in healthy volunteers and patients with varying 
degrees of OA [48]. Subregional and global UTE-AdiabT1ρ 
values of articular cartilage were correlated with clinical 
evaluation of OA patients measured by KL grade and 
Whole- Organ Magnetic Resonance Imaging Score 
(WORMS). All subjects were classified into normal controls 
(KL = 0), doubtful-minimal OA (KL ≤ 2), and moderate- 

23 Quantitative Ultrashort Echo Time Magnetic Resonance Imaging: T1ρ



294

150

a b c d

e f g h

i j k l

100

50

0
0 30 55

Sample Rotation Angle to B0(º)

Superficial

A
di

ab
 T

1p
 (

m
s)

75 90

150

100

50

0
0 30 55

Sample Rotation Angle to B0(º)

A
di

ab
 T

1p
 (

m
s)

75 90

150

100

50

0
0 30 55

Sample Rotation Angle to B0(º)

A
di

ab
 T

1p
 (

m
s)

75 90

150

100

50

0
0 30 55

Sample Rotation Angle to B0(º)

Global

A
di

ab
 T

1p
 (

m
s)

75 90

60

40

20

0
0 30 55

Sample Rotation Angle to B0(º)

Superficial

C
W

 T
1p

 (
m

s)

75 90

60

40

20

0
0 30 55

Sample Rotation Angle to B0(º)

Middle

C
W

 T
1p

 (
m

s)

75 90

60

40

20

0
0 30 55

Sample Rotation Angle to B0(º)

Superficial

T
2*

 (
m

s)

75 90

60

40

20

0
0 30 55

Sample Rotation Angle to B0(º)

T
2*

 (
m

s)

75 90

30

20

10

0
0 30 55

Sample Rotation Angle to B0(º)

T
2*

 (
m

s)

75 90

30

40

30

20

10

0
0 30 55

Sample Rotation Angle to B0(º)

T
2*

 (
m

s)

75 90

60

40

20

0
0 30 55

Sample Rotation Angle to B0(º)

Deep

GlobalMiddle Deep

GlobalMiddle Deep

C
W

 T
1p

 (
m

s)

75 90

60

40

20

0
0 30 55

Sample Rotation Angle to B0(º)

A
di

ab
 T

1p
 (

m
s)

75 90

Fig. 23.8 The angular dependence of 3D UTE-AdiabT1ρ (a–d), CW 
T1ρ (e–h), and UTE-T2* (i–l) values for the superficial (a, e, i), middle 
(b, f, j), and deep layers (c, g, k), as well as a global ROI (d, h, l) of a 
cadaveric human patellar sample. The superficial layers show a reduced 

magic angle effect compared to the middle and deep radial layers of 
articular cartilage. The UTE-AdiabT1ρ values show a much reduced 
magic angle effect compared to the regular CW T1ρ and T2*. (Reproduced 
with permission from Ref. [46])

severe OA (KL ≥ 3) according to KL grade. The whole knee 
articular cartilage was divided into 13 subregions, which 
were further divided into two respective subcategories 
according to the extent and depth of cartilage lesions [48]. 
The extent groups included controls (WORMS = 0), regional 
lesions (WORMS  =  1, 2, and 2.5), and diffuse lesions 
(WORMS = 3, 4, and 5). The depth groups included controls 
(WORMS = 0), partial-thickness lesions (WORMS = 1, 2, 3, 
and 4), and full-thickness lesions (WORMS = 2.5 and 5). 
Figure  23.9 shows representative UTE-AdiabT1ρ fitting in 
the femoral condyle of two human subjects, including a 
36-year-old healthy volunteer and a 43-year-old patient with 
doubtful-minimal OA.  Excellent single-component expo-
nential fitting was achieved for both ROIs drawn in the fem-
oral condyle, demonstrating UTE-AdiabT1ρ values of 
32.3 ± 3.7 ms for the healthy volunteer and 40.8 ± 5.6 ms for 
the doubtful-minimal OA patient, respectively. Similar 
exponential fitting was achieved for all the 3D UTE-
AdiabT1ρ data for a total of 713 cartilage subregions from 66 
human subjects. Excellent interobserver agreement mea-
sured by interclass correlation coefficient (ICC  =  0.938–
0.966, P < 0.05) was achieved between two radiologists for 
KL grading, WORMS grading, and quantitative analyses. 
Figure 23.9e, f shows the boxplot of 3D UTE-AdiabT1ρ val-

ues in different WORMS groups. Statistically significant 
differences were observed in UTE-AdiabT1ρ values between 
the WORMS extent and depth groups. The mean UTE- 
AdiabT1ρ values of cartilage were 37.3 ± 5.45 ms for normal 
controls, 39.1  ±  6.46  ms for doubtful-minimal OA, and 
39.0  ±  6.42  ms for moderate-severe OA.  Higher UTE- 
AdiabT1ρ values were observed in more extensive and deeper 
lesions, with 44.1 ± 5.6 ms for cartilage with diffuse lesions 
and 46.8 ± 6.5 ms for cartilage with full-thickness lesions 
compared to 35.5 ± 4.9 ms for normal cartilage. The diag-
nostic threshold value of UTE-AdiabT1ρ for doubtful- 
minimal OA was 38.5 ms with 64.5% sensitivity and 54.5% 
specificity, and the diagnostic threshold value of UTE- 
AdiabT1ρ for mild cartilage degeneration was 39.4 ms with 
higher sensitivity (80.8%) and specificity (63.5%) [48]. The 
3D UTE-AdiabT1ρ sequence may significantly improve the 
robustness of quantitative evaluation of articular cartilage 
degeneration. A systematic evaluation of UTE-AdiabT1ρ 
values for all the principal components in the knee joint, 
including the menisci, ligaments, tendons, muscles, and 
bones, remains to be conducted. No current grading systems 
involve morphological and quantitative imaging of all pri-
mary knee joint tissues, especially tissues with short T2 
relaxation times. Further research is needed in this area.

J. Du et al.
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Fig. 23.9 Excellent single-component exponential UTE-AdiabT1ρ fit-
ting was achieved for normal cartilage (a, c) (T1ρ = 32.3 ± 3.7 ms) in a 
36-year-old healthy volunteer, and abnormal cartilage (b, d) 
(WORMS = 2, T1ρ = 40.8 ± 5.6 ms) in a 43-year-old patient with doubt-

ful-minimal OA. Boxplot of UTE-AdiabT1ρ values in different WORMS 
extent groups (e) and WORMS depth groups (f) for a total of 713 carti-
lage subregions from 66 human subjects with varying degrees of knee 
joint degeneration. (Reproduced with permission from Ref. [48])

 UTE-AdiabT1ρ Imaging in Spine Degeneration

Past studies have demonstrated that quantitative T1ρ mapping 
is a promising technique for detecting biochemical changes 
in IVDs during the process of degeneration [3, 10]. Research 
on T1ρ measurement in IVDs has focused on changes in the 
NP [49] and the AF [10]. The cartilaginous endplate (CEP) 
may be degraded and affect nutrient availability and cell 
metabolism in the rest of the IVD and, thus, contribute to 
the degeneration of the NP and AF [50]. Recently, Wei et al. 
conducted a feasibility study on 17 human subjects (nine 
women and eight men) with a mean age of 43 ± 16 years 
and a range of 25–71  years [51]. Each subject underwent 
3D UTE-AdiabT1ρ and T2-FSE imaging of the lumbar spine. 
Each lumbar IVD was manually segmented into seven sub-
regions, including outer anterior AF, inner anterior AF, outer 
posterior AF, inner posterior AF, superior CEP, inferior CEP, 
and NP. The UTE-AdiabT1ρ values of these subregions were 
correlated with modified Pfirrmann grades and subjects’ 
ages. In addition, UTE-AdiabT1ρ values were compared in 
subjects with and without low back pain (LBP). Correlations 
of UTE-AdiabT1ρ values of the outer posterior AF, superior 
CEP, inferior CEP, and NP with modified Pfirrmann grades 
were significant (P < 0.05) with R values of 0.51, 0.36, 0.38, 
and −0.94, respectively. Correlations of UTE-AdiabT1ρ val-
ues of the outer anterior AF, outer posterior AF, and NP with 

ages were significant, with R values of 0.52, 0.71, and −0.76, 
respectively. UTE-AdiabT1ρ differences in the outer poste-
rior AF, inferior CEP, and NP between the subjects with and 
without LBP were significant (P = 0.005, 0.020, and 0.000, 
respectively). Figure 23.10 shows UTE-AdiabT1ρ maps (first 
row) and corresponding T2-FSE images (second row) from 
four subjects [51]. The modified Pfirrmann grading is a 
widely used method of determining the degree of disc degen-
eration through qualitative assessment of disc morphology 
and the signal intensity of the NP and AF using clinical T2-
FSE images [52]. More degraded discs with higher modified 
Pfirrmann grades showed lower UTE- AdiabT1ρ values in the 
NP. Figure 23.10 also shows scatter plots of UTE-AdiabT1ρ 
values for the outer anterior AF, superior CEP, inferior CEP, 
and NP as a function of the modified Pfirrmann grade for all 
17 subjects. Spearman’s analysis showed that the correlations 
were all statistically significant (P  <  0.05). UTE-AdiabT1ρ 
values of the outer posterior AF, superior CEP, and inferior 
CEP showed moderate positive correlations with Pfirrmann 
grades with R values of 0.51, 0.36, and 0.38, respectively. 
Conversely, UTE-AdiabT1ρ values of the NP were inversely 
correlated with Pfirrmann grades with an R of −0.94, which 
is consistent with reported trends for the NP [49]. The UTE-
AdiabT1ρ sequence can quantify the T1ρ of whole IVDs, 
including CEPs. This is a technical advance and of value for 
a comprehensive assessment of IVD degeneration.

23 Quantitative Ultrashort Echo Time Magnetic Resonance Imaging: T1ρ
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Fig. 23.10 UTE-AdiabT1ρ maps (a–d) and corresponding T2-FSE 
images (e–h) from four subjects (first column, 29-year-old female; sec-
ond column, 32-year-old female; third column, 60-year-old female; 
fourth column, 55-year-old male). The modified Pfirrmann grades for 
each disc are shown on the T2-FSE images. Spearman’s correlation 
coefficients between modified Pfirrmann grades and T1ρ values of outer 

posterior AF (i), superior CEP (j), inferior CEP (k), and NP (l) from 17 
in vivo subjects (aged from 25 to 71 years old, nine female, five discs 
each) are shown. A strong negative correlation is seen for the NP, and 
moderate positive correlations are observed for the outer posterior AF, 
superior CEP, and inferior CEP. (Reproduced with permission from 
Ref. [51])

 Conclusion

The UTE-T1ρ sequence provides reliable T1ρ mapping of 
short-T2 tissues and tissue components, such as the 
menisci, ligaments, and tendons. It can be combined with 
long-T2 signal suppression pulses to produce selective T1ρ 
mapping of short-T2 tissue components such as the osteo-
chondral junction. However, the UTE-T1ρ sequence is sub-
ject to magic angle effects, which can be alleviated using 
UTE- AdiabT1ρ imaging. This sequence is relatively insen-
sitive to magic angle effects and allows more robust map-
ping of T1ρ for both short- and long-T2 tissues. Preliminary 
studies have demonstrated the efficacy of the sequence in 
detecting early changes in the knee joint, including early 
changes in articular cartilage and menisci. Future research 
will include UTE-T1ρ dispersion and modeling of chemical 
exchange rates and pH levels in both short-T2 musculo-
skeletal tissues such as the menisci, ligaments, tendons, 
and long-T2 tissues such as articular cartilage, muscle, and 
synovium.
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24Quantitative Ultrashort Echo Time 
Magnetic Resonance Imaging: Proton 
Density

Yajun Ma, Saeed Jerban, Hyungseok Jang, Eric Y. Chang, 
and Jiang Du

 Introduction

Proton density (PD) is a fundamental MR property of tissue, 
and PD-weighted imaging has been widely used for clinical 
diagnosis [1]. Measured tissue PD has also been recognized 
as a useful biomarker for evaluating tissue changes in disease 
[2–6]. Since protons in semisolid tissues (e.g., collagen and 
protein) are usually undetectable with conventional MRI 
sequences due to their very short T2s (~10 μs) [6, 7], most PD 
measurement studies have been focused on the quantification 
of water content in tissues. For example, water content or PD 
in cortical bone provides information about bone quality [4]. 
The free water in cortical bone resides in the microscopic 
pores of the Haversian and the Lacunocanalicular systems 
and is described as pore water. Its density and other MR 
properties are related to bone porosity and poroelasticity. 
The bound water in cortical bone is tightly bound to the col-
lagen matrix or embedded in the crystals of bone minerals 
and affects bone viscoelastic properties. Changes in bone 
water PD are also correlated with age [8, 9]. The develop-
ment of accurate water PD quantification techniques is of 
central importance in understanding changes with age and in 
disease in cortical bone and other tissues.

Ultrashort echo time (UTE) sequences with echo times 
(TEs) shorter than 100 μs can detect signals from both short- 
and long-T2 components in tissue, thus allowing quantitative 
PD mapping of these separate tissue compartments and more 
comprehensive assessment of tissue changes [10]. Several 
UTE PD mapping techniques have been developed and suc-
cessfully used to evaluate PD changes in cortical bone, tra-
becular bone, and brain myelin [4–6]. This chapter describes 
these quantitative UTE PD measurement techniques and 
their applications.

 Total Bone Water PD Mapping 
in Cortical Bone

There are two distinct water compartments in cortical bone: 
bound water and pore water. The bound water component con-
tributes most to the total water content in cortical bone (i.e., 
~70%) [11]. However, the bound water has a very short T2 
relaxation time of ~300 μs, and clinical gradient echo (GRE) 
and fast spin echo (FSE) sequences cannot detect the fast-
decaying signals from bound water. Thus, UTE sequences and 
their variants (e.g., ZTE, WASPI, and PETRA) with TEs less 
than 100 μs are currently the only options available to image 
both bound water and pore water signals in cortical bone. 
Techawiboonwong et  al. have proposed a simple method to 
quantify total bone water content in cortical bone [4]. The corti-
cal bone is scanned with a reference phantom with known MR 
properties using a regular UTE sequence. The steady-state sig-
nal of this UTE sequence, S(TE), is expressed as follows:
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Where ρ0 is the PD of cortical bone. C is a constant that 
includes information on receiver gain and coil sensitivities. 
fxy and fz are functions of the excitation flip angle α and pulse 
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duration τ, as well as tissue T2
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, which are described as 

follows:
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When the pulse duration τ is much shorter than the tissue 
T
2

∗, fxy and fz revert to sin(α) and cos(α), respectively.
The PD of cortical bone ρbone can be estimated using the 

following equation:
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where Iref and Ibone are the UTE signal intensities of reference 
phantom and cortical bone, respectively. The MR properties 
of the reference phantom, including ρref and T

ref2,
,

∗  are known. 
The T1 of bone is measured with the saturation recovery pre-
pared UTE (SR-UTE) sequence [12].

The reference phantom (10% H2O in D2O doped with 
27  mmol/L MnCl2) has a similar T

2

∗ to cortical bone (i.e., 
~300 μs). As can be seen in Figs. 24.1b, d, f, the phantom 
was placed close to the cortical bone during MR imaging [4]. 
Signals from both the phantom and cortical bone were 
detected in the UTE images shown in Figs. 24.1b, d, f, while 
no signals were detected with the GRE sequence in the phan-
tom or cortical bone (Figs.  24.1a, c, e). Three groups of 
female subjects were recruited in this study, including two 
healthy cohorts with respective age ranges of 20–40 years 
(premenopausal) and 60–80 years (postmenopausal), as well 
as one patient group (age range of 40–60 years) with renal 
osteodystrophy (ROD). Figure  24.1g, h shows the scatter-
plots of bone water PD and bone mineral density (BMD) 
measurements from these three groups. The bone water PD 
of the postmenopausal group is much higher than that of the 
premenopausal group. Moreover, the ROD patient group 
showed significantly higher bone water PDs than the pre-
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Fig. 24.1 Representative UTE cortical bone imaging (a–f) and corre-
lations of bone water PD and BMD measurements with age (g, h). 
Tibial GRE and UTE images were acquired from a healthy premeno-
pausal subject (a, b), a healthy postmenopausal subject (c, d), and a 
patient with renal osteodystrophy (ROD) (e, f). Cortical bone signals 
are seen in the UTE images, while little signal is shown in the GRE 
images. A reference phantom with known MR properties was scanned 
together with the cortical bone to calibrate the PD of cortical bone. 

Cortical bone PD increases from the premenopausal group to the post-
menopausal group and further increases in the ROD patient group (g). 
BMD decreased from the premenopausal group to the postmenopausal 
group and to the ROD patient group, while no significant difference was 
found between the postmenopausal group and ROD patient group (h). 
(Reproduced with permission from Ref. [4])
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Fig. 24.2 Flow diagram of 
image post-processing and 
bone water PD quantification 
for in vivo human cortical 
bone. (Reproduced with 
permission from Ref. [13])

menopausal and postmenopausal groups. However, the areal 
BMD measured by dual X-ray absorptiometry (DXA) did 
not show significant differences between the ROD patient 
group and the postmenopausal group. Though the BMD 
measurements showed substantial differences between the 
premenopausal and postmenopausal groups, the changes 
were much lower (i.e., 38%) than those with bone water PD 
measurements (i.e., 135%). These results demonstrate the 
advantage of the UTE bone water PD mapping technique, 
which has great potential for better clinical evaluation of 
disease.

T1 is an important input for accurate bone water PD mea-
surement. However, the SR-UTE T1 measurement sequence 
is slow and thus not generally suitable for clinical 3D imag-
ing. Later, the same group as in reference [4] employed a 
faster 3D T1 measurement technique that utilized UTE data 
with two different TRs for T1 quantification [13]. In each 
subject, the estimated average T1 value for bone water PD 
quantification was used. The data processing procedure is 
shown in Fig. 24.2. Variation in RF coil sensitivity was cor-
rected for by dividing the 3D UTE signal from bone or the 
reference phantom by the 3D UTE signal obtained from a 
separate scan of a homogenous water phantom. This phan-
tom was large enough to cover both the cortical bone and 
reference phantom regions. The UTE data with a shorter TR 
(i.e., 20  ms) was utilized for PD quantification using Eqs. 
(24.1) to (24.4). The cortical bone regions were manually 
segmented for T1 averaging and pixel-wise bone water PD 
mapping.

 Bound Water, Pore Water, and Total Water PD 
Mapping in Cortical Bone

Since the bound water and pore water compartments contrib-
ute in different ways to cortical bone biomechanical proper-
ties, it is likely to be useful to map both of them.

Bae et  al. combined the total water PD measurement 
(described above) and bicomponent analysis to quantify the 
PDs of bound water and pore water [14]. Bound water and 
pore water fractions were estimated by biexponential T2* fit-
ting using multi-TE UTE data [11]. Given known total water 
PDs and the estimated fractions of both water compartments, 
the PDs of bound water and pore water can be easily calcu-
lated. Bone water PDs measured from 44 rectangular bone 
sample slabs were correlated with μCT porosity and biome-
chanical properties. As can be seen in Fig.  24.3, total and 
pore water PDs significantly correlated positively with 
porosity [14]. Total water PD correlated negatively with fail-
ure energy (R2 = 0.1, p < 0.05) and ultimate stress (R2 = 0.25, 
p < 0.001). Free water PD correlated negatively with failure 
strain (R2 = 0.14, p < 0.05) and bound water PD correlated 
negatively with ultimate stress (R2 = 0.22, p < 0.01). These 
results suggest that UTE PD measures for both water com-
partments are sensitive to the structural and failure properties 
of cortical bone and may provide a unique way of evaluating 
cortical bone quality.

Horch et al. proposed another technique to quantify bound 
water and pore water PDs using adiabatic inversion recovery 
(AIR), and double adiabatic full-passage (DAFP) prepared 
UTE sequences [15]. The sequence diagrams are shown in 
Fig. 24.4a, b. For AIR-UTE imaging, the pore water signal is 
suppressed using an appropriate inversion time (TI) with the 
AIR preparation. The bound water signal is then selectively 
acquired at the pore water nulling time during UTE readout. 
The bound water signal SAIR is expressed as follows:
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where S
0

bw  is the bound water PD and θ is the excitation 
flip angle. R

1

bw and R
2

∗bw are the T1 and T2* ratios of bound 
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Fig. 24.3 Correlations. Correlations between total water content and 
μCT porosity (a), free water content and μCT porosity (b), total water 
content and failure energy (c), free water content and failure strain (d), 

total water content and ultimate stress (e), and bound water content and 
ultimate stress (f). (Reproduced with permission from Ref. [14])
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Fig. 24.4 AIR- and DAFP-UTE sequence diagrams (a, b) and Pearson 
correlation coefficients between UTE measurements and biomechanical 
properties (i.e., flexural modulus, yield stress, peak stress, fracture 
stress, and toughness to fracture) (c). The AIR- and DAFP-UTE 

measured PDs show significantly higher correlations with all the 
mechanical properties than either T2* measured by bicomponent analy-
sis, or total water PD measured by regular UTE imaging (c). 
(Reproduced with permission from Ref. [15])

water, respectively. αbw is the inversion efficiency represent-
ing the change in longitudinal magnetization of bound water 
caused by the AFP pulse.

According to the numerical simulations, the bound water 
signals can be efficiently suppressed with DAFP preparation 
while pore water signals are largely preserved. The pore 
water signals are acquired immediately after the DAFP prep-
aration. The pore water signal SDAFP is expressed as follows:
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where S
0

pw  is the pore water PD, and θ is the excitation flip 
angle. R

1

pw and R
2

∗pw are the pore water T1 and T2* relaxation 
rates.

To quantify PDs for both bound water and pore water, a 
reference phantom with known MR properties is scanned 
together with the cortical bone. Then the PDs of bound and 

pore water components are estimated using a signal ratio 
similar to Eq. (24.4). Figure 24.4c shows the Pearson corre-
lation coefficients between bone water measures and bone 
biomechanical properties [15]. The bound water and pore 
water PDs measured by the AIR- and DAFP-UTE sequences 
have higher correlations with bone biomechanical proper-
ties, including flexural modulus, yield stress, peak stress, 
fracture stress, and toughness to fracture, than T2*s measured 
by bicomponent analysis and total water PD measured by 
regular UTE sequence. Only the correlations of the AIR- and 
DAFP-UTE measurements had statistical significance 
(p < 0.05). These results demonstrate the clinical value of the 
bound water and pore water PDs measured by the AIR- and 
DAFP-UTE sequences.

Manhard et al. further investigated the feasibility of trans-
lating AIR- and DAFP-UTE-based bone water PD measure-
ments techniques in  vivo studies on a clinical 3T scanner 
[16]. The lower leg and wrist of five healthy volunteers were 
scanned three times. Figure  24.5a shows representative 
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Fig. 24.5 Representative 
cortical bone PD 
measurements for the tibia 
and radius (a), and PD 
measurement comparisons for 
2D and 3D UTE sequences 
(b). Pore water (upper three 
rows in a) and bound water 
(lower three rows in a) PD 
maps show excellent 
consistency in three repeated 
studies. Similar contrast can 
be seen in 2D and 3D AIR- 
and DAFP-UTE images 
(upper two rows in b), and 
consistent PD measurements 
are achieved for 2D and 3D 
UTE techniques (lower two 
rows in b). (Reproduced with 
permission from Ref. [16])

bound and pore water PD maps for the tibia and radius. 
Similar PD measures can be seen for the three repeated stud-
ies, demonstrating excellent sequence reproducibility for 
both the AIR- and the DAFP-UTE sequences. The same 
group also developed a fast 2D imaging protocol for bound 
water and pore water PD measurements on a 3T clinical 
scanner [17]. The 30s 2D scans show results comparable 
with the 3D scans which took a much longer scan time of 
~14 min. Figure 24.5b shows similar contrast between 2D 
and 3D scans for both the AIR- and the DAFP- UTE 
sequences, though the 2D UTE images show a slightly lower 
signal-to-noise ratio. Minor PD measurement differences 
were found between the 2D and 3D techniques (bound water 
PD: 25.7 vs. 25.8  mol/L and pore water PD: 7.72 vs. 
8.03 mol/L). These results demonstrate the potential of 2D 
fast bone water PD quantification for clinical use.

 Water and Collagen PD Mapping 
in Cortical Bone

UTE sequences can detect bound and pore water signals in 
bone [11], but they cannot be utilized for collagen imaging 
due to the relatively long effective TE of current UTE 

sequences compared to the super short-T2 of collagen pro-
tons (≈10 μs) [7]. The collagen matrix, one of the essential 
components of bone, provides tensile strength and elastic-
ity and thus contributes significantly to the mechanical 
properties of bone [18]. Quantifying collagen matrix may, 
therefore, provide valuable information about bone 
quality.

Recently, Ma et al. have developed a UTE-based two-pool 
magnetization transfer (MT) modeling technique to quantify 
macromolecular fraction (MMF) in cortical bone [19, 20]. 
With this technique, the collagen matrix can be accessed 
indirectly. Saeed et al. further combined UTE-MT modeling 
and water mapping techniques to quantify cortical bone col-
lagen and water PDs [18, 21]. This technique provides a bio-
marker panel for the evaluation of bone quality, including 
mapping of bound water, pore water, total water, and colla-
gen PDs [18]. Similar to previous water PD imaging studies, 
a reference phantom with known MR properties is scanned 
together with the cortical bone. The bound water PD is quan-
tified with the AIR-UTE technique [15], and total water PD 
is quantified with a regular UTE imaging technique [4]. A 
series of UTE-MT datasets with different MT powers and 
frequency offsets are acquired for UTE-MT modeling to 
estimate MMF values in cortical bone [18]. With known 
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Fig. 24.6 Representative PD maps for total water, bound water, pore 
water, and macromolecular PD (MMPD) from four cortical bone 
samples (a) and correlation curves between PD values and bone 

porosity (b). Total water, pore water, and macromolecular proton PDs 
show strong correlations with bone porosity with Rs not less than 0.65. 
(Reproduced with permission from Ref. [18])

bound water, total water PDs, and MMF, the pore water PD 
and macromolecular PD (MMPD) can easily be calculated. 
Figure 24.6a shows representative PD maps for four human 
bone samples from donors of different ages and the corre-
sponding μCT images for comparison. The total water and 
pore water PDs show positive correlations with μCT-
measured BMD, while bound water PD and MMPD show 
negative correlations with BMD (Fig.  24.6b). All correla-
tions were statistically significant, but total water and pore 
water PDs and MMPF have much higher correlations than 
bound water PD. As expected, pore water showed the highest 
correlation with bone porosity. Conversely, BWPD and 

MMPD were lower for the old group compared with the 
young group in the ex vivo study. In vivo imaging was also 
performed in this study, and excellent reproducibility was 
found with this protocol. This study demonstrated the feasi-
bility of clinical translation for the comprehensive UTE PD 
mapping protocol. Moreover, ten young and five elderly 
healthy subjects were scanned for bone PD mapping [18]. 
On average, total and pore water PDs and MMPF showed 
significant differences between the two cohorts. The PDs of 
all the major proton pools in the cortical bone were quanti-
fied with this protocol. Future patient studies will be neces-
sary to establish the clinical value of this technique.
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 Water- and Fat-Suppressed Proton 
Projection MRI (WASPI)

Wu et al. proposed a special version of the UTE sequence 
to selectively image short-T2 components in the bone 
while suppressing signals from both free water and fat 
[22–24]. As can be seen in Fig. 24.7a, low-power chemi-
cal-selective pulses are utilized for free water and fat sig-
nal suppression [22]. These pulses are relatively long and 
do not saturate short-T2 components in bone. After the 
long-T2 signal saturation module, short-T2 signals are 
acquired with a zero echo time (ZTE)-type acquisition 
scheme. In this ZTE acquisition, readout gradients are 
turned on before signal excitation, so the gradient encod-
ing can begin simultaneously with signal excitation to 
minimize TE.

Three pellet phantoms were made with polymer densities of 
0.56, 0.80, and 1.17 g/cm3, respectively, to calibrate the WASPI 
signals. The PD of short-T2 components in bone is estimated by 
signal calibration according to the correlation curve between 
WASPI signal and polymer pellet density. Figure 24.7b shows 
the correlations between WASPI- measured PD and gravimetric 
analysis and between WASPI- measured PD and amino acid 
analysis for three pieces of cortical bone, eight pieces of tra-
becular bone, and five bone/glass mixture specimens [23]. 
Excellent correlations were found between WASPI-measured 
PDs and both analysis results which demonstrated the accuracy 
of short-T2 PD quantification by WASPI. Furthermore, the same 
group has implemented the WASPI sequence on a clinical 3T 
scanner. WASPI efficiently suppresses both long-T2 water and 
marrow fat signals, and excellent bone contrast can be seen on 
WASPI images.
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Fig. 24.7 Diagram of the 
WASPI sequence (a) and 
correlations between PDs 
measured by WASPI and bone 
matrix density measured by 
gravimetric (b) and amino 
acid (c). Chemical-selective 
long RF pulses suppress free 
water and fat signals in 
WASPI, and this is followed 
by ZTE-type acquisitions. 
Excellent correlations are 
shown between WASPI- 
measured PDs and 
gravimetric and amino 
acid-measured bone matrix 
density with R2s ≥ 0.95. 
(Reproduced with permission 
from Ref. [22])
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 Bound Water PD Mapping in Trabecular Bone

Bone collagen matrix can be accessed by quantifying bound 
water content in bone. However, bound water imaging in tra-
becular bone is very challenging because trabecular bone has 
a much lower PD than cortical bone. A high concentration of 
long-T2 components, including marrow fat and free water in 
trabecular bone, also makes efficient long-T2 signal suppres-
sion more difficult. Ma et al. have recently proposed a short 
TR adiabatic inversion recovery prepared UTE (STAIR-
UTE) sequence for high contrast bound water imaging of 
trabecular bone with excellent suppression of all long-T2 
components [6]. Then, bound water PD is quantified using a 
method similar to AIR-UTE described above [15].

The major difference between the STAIR-UTE and AIR- 
UTE sequences is that the TR of the STAIR-UTE sequence is 
much shorter. Numerical simulations suggested that the shorter 
TR used in STAIR-UTE, the better the long-T2 signal suppres-
sion that is achieved [6]. The shortest TR in STAIR- UTE is typi-
cally limited by the maximum allowed RF heating (i.e., a SAR 
issue). For spine and hip imaging, a TR of 150 ms was used in 
the STAIR-UTE protocol. The T2* of a vertebra was measured 
by the single exponential fitting of multi-TE STAIR-UTE data. 
The estimated T2* was around 0.3 ms, close to the bound water 
T2* in cortical bone. This demonstrates that long-T2 components 
around trabecular bone are well suppressed.

Figure 24.8 shows representative STAIR-UTE images of 
the lumbar spine in a healthy volunteer. Compared to the 
clinical T2-weighted FSE image, the soft tissue signals in the 
spine are largely suppressed in the STAIR-UTE images. Due 
to the inhomogeneous coil sensitivity distribution of the 
spine array coil, the STAIR-UTE image with no coil sensi-
tivity correction suffers from spatial signal variations. To 
generate a coil sensitivity profile for the spine coil, two sets 
of data are acquired with a fast regular UTE sequence using 
spine and body coils for the reception. The coil sensitivity 
profile is estimated from the STAIR-UTE signal ratio 
between the spine coil image and the body coil image. After 
coil sensitivity correction, the STAIR-UTE images are more 
uniform. A rubber band with known MR properties was 
placed under the back of the volunteer and scanned together 
with the volunteer during the MR imaging. The bound water 
PD in the vertebra was calculated from the signal ratio 
between trabecular bone and rubber band. Liu et al. further 
applied this STAIR-UTE PD mapping technique to evaluate 
osteoporosis [25]. As can be seen in Fig. 24.9, the STAIR-
UTE measured PDs in vertebra decrease with lower BMDs 
measured by quantitative CT and DXA. Excellent correla-
tions were found between measured PDs and BMDs. This 
demonstrates that the STAIR-UTE-measured PDs may be a 
good surrogate for CT and not require the use of ionizing 
radiation.
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Fig. 24.8 Representative STAIR-UTE imaging of the lumbar spine in 
a healthy volunteer. Soft tissue signals are well suppressed in the 
STAIR-UTE image (b) compared to the clinical T2-FSE image (a). Coil 
sensitivity profile (c) is utilized to correct the signal variations in tra-
becular bone, and the trabecular bone signal is more uniform after coil 

sensitivity correction (d). With a rubber band as a reference phantom, 
the trabecular bone PD map is calculated using a similar method as 
proposed in the AIR-UTE study (e). (Reproduced with permission from 
Ref. [6])
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a

b

c

Fig. 24.9 Representative 
quantitative CT-measured 
BMD (first column), DXA 
measured T score (second 
column), and STAIR-UTE 
measured PD (last column) 
maps of the lumbar spine in 
three subjects with normal 
bone mass (50-year-old male) 
(a), osteopenia (54-year-old 
female) (b), and osteoporosis 
(66-year-old male) (c), 
respectively. As can be seen, 
BMD, T score, and PD values 
all decrease from subject (a) 
to (c). (Reproduced with 
permission from Ref. [25])

 Myelin PD Mapping in Brain

In addition to PD mapping in cortical or trabecular bone, 
UTE PD mapping can also be applied to ultrashort-T2 myelin 
quantification in the brain to evaluate demyelination in mul-
tiple sclerosis (MS) [5, 26, 27]. Like bone-bound water 
imaging, an IR-UTE sequence is utilized to suppress the 
long-T2 water components in the brain and selectively image 
ultrashort-T2 myelin.

To investigate whether the UTE sequence can capture 
short-T2 signals from the semisolid myelin lipids and pro-
teins, purified bovine myelin extracts of different concentra-
tions were suspended in D2O and were imaged using an 
IR-UTE sequence (Fig. 24.10a) [27]. An excellent linear cor-
relation was found between the myelin density and IR-UTE 
signals. This demonstrates that the IR-UTE sequence can 
capture ultrashort-T2 signals from myelin. Seifert et al. have 
applied the IR-UTE sequence for PD mapping of the ovine 
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Fig. 24.10 Linear correlation between IR-UTE signals and myelin 
densities (a) and PD measurements for spinal cord with and without 
D2O exchange (b). Myelin phantoms are made from purified bovine 
myelin extracts suspended in D2O at six different concentrations. A 

strong linear correlation was found between IR-UTE signals and myelin 
densities with R2  =  0.98. Comparable myelin PD maps are found 
between the spinal cord samples with and without D2O exchange. 
(Reproduced with permission from Ref. [27])

spinal cord before and after D2O exchange [28]. The PDs of 
spinal cords were determined by the calibration curves 
between the known concentration of myelin phantoms and 
the corresponding IR-UTE signals (Fig. 24.10b). The D2O 
exchanged spinal cord has a very low water concentration 
and thus provides a good reference standard to validate 
whether IR preparation suppresses the water content effec-
tively in the fresh cord samples. The PDs measured for the 
two samples were comparable, demonstrating the feasibility 
of PD mapping of myelin in translational studies.

Ma et  al. further applied the STAIR-UTE sequence to 
whole-brain myelin mapping [5]. As mentioned in the tra-
becular bone imaging section, the STAIR-UTE sequence can 
suppress tissue signals with a wide range of T1s. This allows 
robust water signal suppression in the whole brain and, thus, 
selective myelin imaging. The shortest TR that could be 
applied in STAIR-UTE acquisition for in vivo brain myelin 
imaging was 140 ms. The study recruited and scanned ten 
healthy volunteers and patients with MS. Significantly lower 
myelin PDs were found in both MS lesions and normal-
appearing white matter regions in MS patients compared to 
normal white matter regions in healthy brains. This study 
demonstrated the clinical potential of quantitative PD map-
ping of myelin to evaluate MS and other demyelinating 
diseases.

 Conclusion

This chapter has summarized the UTE PD mapping tech-
niques applied to cortical bone, trabecular bone, and brain 
myelin imaging. The cortical bone studies have shown that 
the measured PDs for different proton pools correlate well 
with porosity and bone biomechanical properties. The tra-
becular bone study has demonstrated that bound water PD is 
a promising surrogate for BMD measured with quantitative 
CT or DXA for clinically evaluating osteoporosis. Current 
UTE myelin PD mapping techniques have shown clinical 
potential, though further studies will be needed to establish 
their clinical value.
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25Quantitative Ultrashort Echo Time 
Magnetic Resonance Imaging: 
Magnetization Transfer

Yajun Ma, Saeed Jerban, Hyungseok Jang, Xing Lu, 
Eric Y. Chang, and Jiang Du

 Introduction

Magnetization transfer (MT) in MRI describes the exchange 
of magnetization between different proton pools, such as 
between free water and macromolecular proton pools [1]. 
Like tissue relaxation times, the MT effect is an important 
phenomenon in MRI which produces specific image contrast 
related to macromolecular density and integrity [1, 2].

Proton MRI typically detects signals from only those pro-
tons that are mobile, such as water protons. The motion of 
semisolid protons is more restricted, leading to a much 
broader spectrum than that of mobile protons [3]. The trans-
verse magnetizations of semisolid protons dephase too 
quickly (with T2s around ten μs) to be detected by typical 
MR scanners [1, 4]; however, MT sequences can evaluate 
semisolid tissues indirectly by taking advantage of the mag-
netization exchange between mobile and less mobile 
protons.

An overwhelming concentration of water protons in mac-
romolecular abundant tissues, such as cartilage, meniscus, 
tendon, ligament, and cortical bone, is tightly bound to col-

lagen fibers [5–7], creating bound water pools which have 
shorter T2s than free water pools. Ultrashort echo time (UTE) 
sequences with nominal echo times (TEs) less than 100 μs 
have been developed to efficiently detect signals from water 
pools (including both free and bound water) [5–7]. Building 
on this foundation, sequences combining ultrashort TE 
(UTE) and MT (i.e., UTE-MT) techniques provide a unique 
way to access the semisolid proton information from macro-
molecular abundant tissues [2].

Recently, quantitative UTE-MT imaging techniques, 
including UTE-MT ratio (UTE-MTR) and UTE-MT model-
ing, have been developed and applied to imaging tissues in 
the musculoskeletal and nervous systems [6, 8–10]. In this 
chapter, we introduce the basic mechanisms underlying the 
most commonly utilized quantitative UTE-MT techniques in 
the field and briefly review their applications.

 UTE-Magnetization Transfer Ratio (UTE-MTR)

As seen in Fig. 25.1a, many tissues can be regarded as two- 
pool models: one water pool and one macromolecular pool 
[1]. Both pools have intrinsic proton densities and relaxation 
times (i.e., T1 and T2) and constantly interact with each other 
through magnetization exchange. The macromolecular pro-
ton pool has a much broader spectrum than the more mobile 
water proton pool (Fig. 25.1b) [3]. To create MT contrast, an 
off-resonance radiofrequency (RF) pulse (also called an 
“MT pulse”) is applied to the macromolecular proton pool 
only. The magnetizations of the macromolecular proton pool 
experience strong saturation due to their fast signal decay, 
and these saturated magnetizations exchange with the unsat-
urated magnetizations present in the water pools. As a result, 
part of the water magnetization becomes saturated, leading 
to reduction in the detectable water signal.

A simple way to quantify the MT effect is to measure the 
signal reduction ratio using the following equation for the 
MT ratio (MTR):
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Fig. 25.1 A diagram of the two-pool MT model (a) consisting of water 
and macromolecular pools. Each pool has its intrinsic proton density 
and relaxation times, and the respective magnetizations of the two pools 
are in constant exchange. The linewidth of the macromolecular pool is 

much broader than that of the water pool (b). When an off-resonance 
RF pulse is applied to the macromolecular pool, the water pool signal 
decreases due to the MT effect. (Reproduced with permission from 
Refs. [1, 3])

MT pulse

Nsp Spokes

TR

a a a a a a

Fig. 25.2 Sequence diagram for the UTE-MT sequence. An off- 
resonance RF pulse, or “MT pulse,” is applied to saturate the magneti-
zations of the macromolecular pool, followed by Nsp UTE spokes for 
fast data acquisition. (Reproduced with permission from Ref. [11])

 
MTR

MT MT

MT

off on

off

=
−

 
(25.1)

where MTon and MToff are the signals obtained from images 
acquired with and without the applied MT pulse. The MTR 
value is affected by both the flip angle and the off-resonance 
frequency of the MT pulse. UTE-MT imaging with a higher 
power (or flip angle) and/or a lower off-resonance frequency 
for the MT pulse creates stronger MT contrast and, in turn, a 
higher MTR value.

The sequence diagram for a typical UTE-MT pulse 
sequence is shown in Fig. 25.2 [11]. During each TR prior to 
data acquisition, an MT pulse with a Gaussian or Fermi 
shape is applied to create MT contrast, and this is followed 
by a series of UTE acquisition spokes. The number of spokes 
per TR (Nsp) for 2D UTE-MT imaging is typically set to one, 
whereas for 3D UTE-MT imaging, Nsp is generally set to five 
or greater to reduce scan time. In this latter case, the TR 
should not be too long (ideally less than 150 ms) because the 
MT contrast is also determined by the average mean power 
per second of the MT pulse [12].

In one of the very first UTE-MT imaging studies per-
formed, Springer et al. investigated the technical feasibility 

of UTE-MTR measurement in bovine and human cortical 
bone using a clinical 3T scanner [8]. Figure 25.3a shows a 
representative UTE-MTR map of tibial cortical bone from a 
healthy volunteer. The UTE-MTR values of cortical bone are 
much higher than those of surrounding soft tissues such as 
muscle. An in vivo study of three healthy subjects showed an 
average MTR value of 0.30 ± 0.08 for cortical bone. Chang 
et al. further investigated the correlations of UTE-MTR with 
μCT porosity and biomechanical properties in human corti-
cal bone samples (Fig. 25.3b) [13]. A moderate correlation 
was found between UTE-MTR and μCT porosity with an R2 
value of 0.51, suggesting that collagen content may be 
related to bone porosity. In pathologic bone, an increase in 
cortical porosity (and, therefore, pore water) is typically 
accompanied by a decrease in the organic matrix density. 
Weak but significant correlations were found between UTE-
MTR and Young’s modulus (R2 = 0.12) and between UTE-
MTR and yield stress (R2 = 0.30), suggesting that UTE-MTR 
may be a surrogate marker for biomechanical properties of 
cortical bone.

The UTE-MT technique has also been used to evaluate 
the biochemical changes in the Achilles tendon of athletes 
after long-distance running [14]. The UTE-MTR values of 
the Achilles tendon were measured 1 week pre-marathon 
race, 2 days post-race, and 4 weeks post-race. Representative 
UTE-MTR maps at these three time points in a runner are 
shown in Fig. 25.4a. In most tendon regions, the UTE-MTR 
values decreased significantly 2 days post-race, then 
increased significantly after 4 weeks post-race back toward 
their pre-race value (Fig.  25.4b). Additionally, this study 
showed excellent sequence reproducibility for UTE-MTR 
measurement with intraclass correlation coefficients (ICCs) 
measuring ≥0.896. The authors concluded that UTE-MTR is 
a promising biomarker for detecting dynamic changes in the 
Achilles tendon before and after long-distance running.

A recent study also showed that UTE-MTR 
(TE = 0.076 ms) might be a better biomarker for the presence 
of demyelination than short TE-based MTR (STE-MTR, 
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Fig. 25.3 Representative UTE-MTR map of tibial cortical bone from 
a healthy volunteer (a) and correlations between UTE-MTR and bone 
porosity as well as mechanical properties (b). UTE-MTR shows a 

negative correlation with bone porosity (R2  =  0.51) and positive 
correlations with Young’s Modulus (R2  =  0.12) and yields stress 
(R2 = 0.30). (Reproduced with permission from Refs. [8, 13])
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Fig. 25.4 Representative 
UTE-MTR maps measured at 
three time points (i.e., 1 week 
pre-marathon race (first 
column), 2 days post-race 
(second column), and 4 weeks 
post-race (third column)) for a 
43-year-old runner (a), and 
summary plots at these time 
points for the muscle–tendon 
junction (MTJ), middle part 
(MID), and bulk regions of 
the Achilles tendon (b). The 
UTE-MTR first decreases 2 
days post-race, then increases 
back toward the pre-race 
value, after 4 weeks rest. 
(Reproduced with permission 
from Ref. [14])

TE = 3 ms) [10]. Representative UTE-MTR and STE-MTR 
maps obtained from a control mouse brain are shown in 
Fig. 25.5a. The white matter regions were visible as bright, 
hyperintense MR signals on the UTE-MTR and STE-MTR 
maps, but the UTE-MTR map showed higher white matter 
contrast. A stronger positive correlation was also found 
between UTE-MTR and myelin basic protein (MBP) content 
(R2 = 0.76) compared to that between STE-MTR and MBP 
content (R2 = 0.46) (Fig. 25.5b). In addition, the study found 
that UTE-MTR allowed detection of cuprizone-induced 

alterations in multiple white and grey matter regions, includ-
ing the cerebral cortex, a capability that STE-MTR lacked, 
suggesting that UTE-MTR may be more sensitive to MT 
saturation of the myelin and other brain tissues than 
STE-MTR.

Another interesting brain study utilized the UTE-MT 
technique for high contrast phase imaging [15]. With UTE 
acquisition (TE = 0.106 ms), the phase difference between 
the images with and without MT pulse showed much higher 
contrast than that with non-UTE acquisitions (TEs = 5 and 
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Fig. 25.5 Representative UTE-MTR (first row) and STE-MTR (sec-
ond row) maps for a control mouse brain (a) and correlations between 
UTE-MTR and MBP (first column) and between STE-MTR and MBP 
(second column) (b). The UTE-MTR maps show better image contrast 

between white and gray matter and correlate better with MBP content 
than STE-MTR maps. (Reproduced with permission from Ref. [10])

15 ms). This high phase contrast is probably related to direct 
and indirect saturation (i.e., an MT effect) of the off- 
resonance myelin proton pool.

 2D UTE-Magnetization Transfer (UTE-MT) 
Modeling

Although UTE-MTR measurement is a technically simple 
approach with rapid data acquisition, MTR measurements 
are inherently semiquantitative and reflect a complex combi-
nation of biological parameters (such as T1 relaxation) and 
experimental parameters (such as flip angle) [16, 17].

To describe tissue properties more precisely and quantita-
tively, several quantitative MT models have been proposed 
since the 1990s [1]. The two-pool model is the most widely 
used one for quantitative MT analysis. This approach divides 
the spins within a biological tissue into two pools: (1) a water 
proton pool (A) and (2) a macromolecular proton pool (B) [4, 
12, 18, 19], with each pool having its own longitudinal and 
transverse relaxation times. Magnetization exchange between 
the two pools is modeled using a first- order rate constant (R). 
Henkelman et al. were among the first to incorporate modified 
Bloch equations into the mathematical description of the MT 
phenomenon by using non-Lorentzian lineshapes for the mac-
romolecular pool, shown as follows [4]:
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where M0A, 0B are the magnetizations of water (A) and macro-
molecular (B) proton pools in the equilibrium state, respec-
tively; Mx y z, ,

,A B  are the x, y, and z components of the 
magnetization of water and macromolecular proton pools, 
respectively; w1 is the angular frequency of precession 
induced by the off-resonance MT pulse; ∆f is the frequency 
offset of the MT pulse in Hz; R1A, 1B are the longitudinal rate 
constants; T2A, 2B  are the transverse relaxation times; and 
RRFB (radiofrequency (RF)) is the rate of loss of longitudinal 
magnetization of the macromolecular proton pool (B) due to 
the direct saturation of the MT pulse. This is related to the 
absorption lineshape G(2π∆f) of the spins in the macromo-
lecular proton pool and is given by:

 
R w G f

RFB
= ( )π π

1

2
2 ∆  (25.6)

Because the protons in the macromolecular proton pool 
do not experience the same motional narrowing as the pro-
tons in the water proton pool, their spectrum cannot be char-
acterized by a Lorentzian lineshape function and instead 
have been characterized by alternatives such as Gaussian and 
super-Lorentzian lineshapes, which have been reported to 
provide good representations of this proton pool [4, 18]. The 
Gaussian and super-Lorentzian lineshapes are expressed as 
GG(2π∆f) and GsL(2π∆f), respectively, where:
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where θ is the angle between the B0 and the axis of molecular 
orientation.

Henkelman et al. employed a single, long (~5 s), constant 
amplitude RF pulse to drive the longitudinal magnetization 
of the system to a steady state and built a continuous wave 
(CW) power model to solve the Bloch equations [4]. 
However, due to scan time limitations and concerns regard-
ing specific absorption rate (SAR), the long CW pulse is usu-
ally replaced by short Gaussian or Fermi pulses that are 
distributed throughout the imaging sequence. Ramani et al. 
modified Henkelman et  al.’s CW model by converting the 
shaped pulse to a rectangular CW pulse with the same mean 
saturating power in each TR, the so-called “CW power 
equivalent (CWPE) approximation” [12]. With a known tis-

sue’s apparent T1 (extra measurement) and a fixed T1B (=1), 
there are a total of five unknown parameters in the CWPE 
model, including R1A, T2A, T2B, RM0A, and MMF. RM0A is the 
exchange rate from the macromolecular pool to the water 
pool, and MMF is the macromolecular proton fraction 
defined as M0B/(M0A + M0B). This means that at least five sets 
of images with different MT contrasts—either with different 
flip angles or frequency offsets for the MT pulse—need to be 
acquired for parameter estimation. The CWPE method has 
been applied in exploratory and clinical investigations and 
was initially utilized in brain studies [12, 20].

Recently, Ramani et al.’s CWPE model was successfully 
applied to 2D UTE-MT imaging and modeling for the assess-
ment of compositional changes in the Achilles tendon and 
cortical bone [9, 21]. For Achilles tendon imaging, 2D 
UTE-MT images with four different MT powers and five dif-
ferent frequency offsets were acquired for two-pool MT 
modeling [9]. As seen in Fig. 25.6a, images with higher MT 
powers or lower frequency offsets suffer greater signal atten-
uation in the Achilles tendon. After parameter fitting, a sig-
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b cFig. 25.6 Representative 
UTE-MT images of the 
Achilles tendon in a healthy 
volunteer with zero MT 
power (a), an MT power of 
1400° and a frequency offset 
of 10 kHz (b), and an MT 
power of 1400° and a 
frequency offset of 2 kHz (c), 
as well as a scatterplot of 
MMF measurements vs. age 
for eight healthy volunteers 
and a psoriatic arthritis patient 
(d). A significantly lower 
MMF value was found in the 
patient compared to the 
healthy volunteers. 
(Reproduced with permission 
from Ref. [9])
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Fig. 25.7 2D UTE-MT imaging signal intensities in an ex vivo bovine 
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to 1500°, and increase as the frequency offsets increase from 2 to 
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(b) and the representative parameter maps of MMF, RM0A, T2B, and R1 
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nificantly lower MMF was found in the Achilles tendon of a 
patient with psoriatic arthritis (i.e., 16.4%) compared to 
healthy volunteers (i.e., 21.0%) (Fig.  25.6b). This study 
demonstrates the clinical feasibility of 2D UTE-MT model-
ing and may be useful for assessing the collagen and water 
changes that occur in Achilles tendinopathy.

Figure 25.7a shows representative bovine cortical bone 
images acquired with a 2D UTE-MT sequence. Similar to 
the tendon study shown in Fig. 25.6, UTE-MT imaging with 
higher MT powers and lower frequency offsets produces 
greater signal attenuation [21]. Excellent curve fitting is 
achieved with MT modeling using the CWPE model 
(Fig. 25.7b). A Gaussian lineshape was used to represent the 
spectrum distribution of the macromolecular proton pool in 
cortical bone, while a super-Lorentzian lineshape was used 
in the previous tendon study. This is because collagen struc-
ture in cortical bone is more highly organized than in softer 
tissues such as tendon. Figure  25.7c shows the parameter 
maps of cortical bone for MMF, RM0A, T2B, and R1.

 3D UTE-Magnetization Transfer (UTE-MT) 
Modeling

2D UTE-MT imaging has demonstrated the feasibility of 
ex vivo and in vivo studies. However, the earlier developed 
conventional 2D UTE sequence is a single-slice technique, 
and this does not offer sufficient coverage for many anatomi-
cal structures such as the knee joint. As a result, 3D UTE 
sequences have been developed for morphological and quan-
titative UTE imaging [22].

Recently, Ma et al. described a 3D UTE-MT sequence for 
volumetric MT modeling [11]. This uses a multispoke acqui-
sition strategy to speed up the 3D data acquisition to a clini-
cally realistic time (Fig.  25.2). Furthermore, a modified 
rectangular pulse (RP) approximation MT model (based on 
Sled and Pike’s original RP model for two-pool MT model-
ing [18, 23]) was developed to improve the accuracy of 
parameter estimation. Two separate comparison studies have 
demonstrated that the RP model is more accurate than the 
CWPE model for parameter estimation [24, 25]. In the origi-
nal RP model, the effect of the shaped MT pulse on the mac-
romolecular pool was modeled as a rectangular pulse (i.e., 
RP approximation) whose width is equal to the full width at 
half the maximum of the curve obtained by squaring the MT 
pulse throughout its duration. The RP pulse has an average 
equivalent power to the original MT pulse. On the other 
hand, the effect of the MT pulse on the water pool is modeled 
as an instantaneous fractional saturation of the longitudinal 
magnetization. Such instantaneous saturation is obtained by 
numerically solving Eqs. (25.2), (25.4), and (25.5) when R 
and R1A are set to zero. For the modified RP model, the 
instantaneous saturation of the water component induced by 
the excitation pulses is cosN

sp α( ), where α is the excitation 
flip angle and Nsp is the number of spokes or excitations after 
each MT pulse preparation. Deviations of the modified 
model from the original RP model are described in Ref. [11].

Both numerical simulations and small sample studies 
were performed to investigate whether the modified RP 
model provides a reasonable approximation for modeling 
multispoke UTE-MT acquisitions [11]. Simulation results 
demonstrated that the RP model is more accurate than the 
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CWPE model when Nsp gets larger. The parameters of MMF, 
RM0B, R1A, and T2B are also consistent across different Nsp 
values. As can be seen in Fig. 25.8a for the tendon sample 
study, most of the parameters estimated only experience very 
minor changes when the value of Nsp is increased, especially 
MMF, RM0B, and T2B. This demonstrates the accuracy of the 
modified RP model for 3D UTE-MT modeling with multi-
spoke acquisitions. Figure  25.8b shows parameter maps 
when Nsp = 9.

Jerban et  al. applied this 3D UTE-MT modeling tech-
nique to assess bone stress injury (BSI) [26]. Fourteen human 
fibular samples were subjected to cyclic loading on a four- 
point bending setup. MMF maps were produced before and 
after loading, as shown in a representative cortical bone sam-
ple in Fig. 25.9a. Obvious MMF decreases were seen after 
loading. On average, MMF demonstrated a significant 
decrease (12% ± 20%, p = 0.02) which may be related to 
rupture of the collagenous matrix or collagen softening due 
to loading. This study indicates that the UTE-MT modeling 
may be a useful technique for detecting early fatigue frac-
tures in cortical bone.

The same group also investigated the relationship between 
MMF and bone mechanical properties in a study in which 
156 rectangular human cortical bone strips were harvested 
from the tibial and femoral midshafts of 43 donors [27]. As 
seen in Fig.  25.9b, MMF showed significant correlations 
with cortical bone porosity (R = −0.72, p < 0.01), bone min-
eral density (BMD) (R = 0.71, p < 0.01), Young’s modulus 
(R = 0.61, p < 0.01), yield stress (R = 0.60, p < 0.01), ulti-
mate stress (R = 0.60, p < 0.01), and failure energy (R = 0.45, 
p  <  0.01). These results suggest that the UTE-MT model 
which focuses on the organic matrix of bone can potentially 
serve as a novel tool to detect variations in intracortical 
porosity and bone mechanical properties.

The 3D UTE-MT modeling technique has also been used 
in a cadaveric knee joint loading study [28]. Fourteen knee 
joints were scanned under loads of 300 and 500 N and com-

pared with the unloaded state. Figure  25.10a shows the 
UTE-MT fitting curves and corresponding estimated param-
eters for the posterior meniscus region, where MMF values 
increased with a greater load. Representative MMF maps for 
a knee joint including cartilage and meniscus regions are 
shown in Fig. 25.10b. Noticeable MMF increases were found 
in both cartilage and meniscus. Another study found signifi-
cantly lower MMF values in an elderly cohort (75 ± 8 years 
old, 22 subjects) compared with a younger cohort 
(29 ± 6 years old, 26 subjects) for both the anterior tibialis 
tendon (ATT) (decreased by 16.8%, p = 0.03) and the poste-
rior tibialis tendon (PTT) (decreased by 23.0%, p  <  0.01) 
[29]. Representative MMF maps for four of the subjects and 
bar plots are shown in Fig. 25.11. This study demonstrated 
that MMF may be a valuable biomarker for assessing the 
impact of aging on human tendons.

The 3D UTE-MT modeling technique was also utilized to 
evaluate in  vivo knee cartilage and meniscus degeneration 
[30, 31]. Figure  25.12a shows representative MT fitting 
curves and the corresponding MMF maps for articular carti-
lage from three knee joints with different osteoarthritis 
grades (i.e., Kellgren–Lawrence (KL) and Whole-Organ 
Magnetic Resonance Imaging Score (WORMS)). MMF val-
ues decreased significantly with higher KL (R  =  −0.53, 
p  <  0.05) and WORMS scores (different extent groups: 
R  = −0.48, p  <  0.05; different depth groups: R  = −0.47, 
p < 0.05) (Fig. 25.12b) [30]. Similarly, the knee meniscus 
also showed that MMF values decreased with higher 
WORMS scores [31]. Representative MMF maps for three 
different knee joints are shown in Fig. 25.13a–l, with MMF 
showing a higher correlation with WORMS scores 
(R = −0.769, p < 0.01) than MTR values did (R = −0.320, 
p < 0.01) (Fig. 25.13m, n). The cartilage and meniscus stud-
ies demonstrate that UTE-MT modeling techniques can 
detect compositional changes in important tissue compo-
nents of the knee. These may be valuable in clinical 
diagnosis.

25 Quantitative Ultrashort Echo Time Magnetic Resonance Imaging: Magnetization Transfer



318

60

60

50

40

30

20

10

60

50

40

30

20

10

R = 0.72

R = 0.61

R = 0.60

MMF (%)

MMF (%)MMF (%)

MMF (%)

Fa
ilu

re
 e

n
er

g
y 

(M
j/m

m
)

Y
ie

ld
 s

tr
es

s 
(M

p
a)

B
M

D
 (

g
r/

cm
3 )

U
lt

im
at

e 
st

re
ss

 (
M

p
a)

Yo
u

n
g

 m
o

d
u

lu
s 

y 
(G

p
a)

P
o

ro
si

ty
 (

%
)

Pre-loadinga

b

Post-loading

R = 0.45

R = 0.60

R = 0.71

35
30
25
20
15
10
5
0

400
350
300
250
200
150
100

50
0

350
300
250
200
150
100
50
0

10

8

6

4

2

0

1.4

1.2

1.0

0.8

0.6

0.4

30 40 50 60 70 80

50

40

30

20

10

0

30 40 50 60 70 80

30 40 50 60 70 8030 40 50 60 70 80

30 40 50 60 70 8030 40 50 60 70 80

Fig. 25.9 MMF maps of an 
ex vivo tibial cortical bone 
sample pre- and post-loading 
(a) and correlations between 
MMF and μCT-measured 
bone porosity and BMD (first 
row), and between MMF and 
Young’s modulus and yield 
stress (second row), as well as 
ultimate stress and failure 
energy (third row) (b). 
(Reproduced with permission 
from Ref. [27])

Y. Ma et al.



319

1

0.9

0.8

0.7

0.6

0.5

0.4
0 10 20

Frequency offset (kHz)

In
te

ns
ity

 (
A

U
)

30 40 50

1

0.9

0.8

0.7

0.6

0.5

0.4
0 10 20

Frequency offset (kHz)

In
te

ns
ity

 (
A

U
)

30 40 50

1

0.9

0.8

0.7

0.6

0.5

0.4
0 10 20

Frequency offset (kHz)

In
te

ns
ity

 (
A

U
)

30 40 50

25

a

[%]

20

15

10

5

0

Unload
MMF = 19.1 ± 1.5 (%)
T2mm = 7.8 ± 0.6 µs)

Load 1
MMF = 20.7 ± 3.0 (%)
T2mm = 7.8 ± 0.4 µs)

Load 2
MMF = 23.9 ± 2.4 (%)
T2mm = 7.6 ± 0.3 µs)

b

Fig. 25.10 Representative 3D UTE-MT fitting curves for the menis-
cus in an ex vivo knee joint at load 1 (300 N), load 2 (500 N), and no 
load (0 N) (a), and representative MMF maps for cartilage and menis-

cus for the three loading conditions (b). MMF values of both cartilage 
and meniscus increase with higher loads. (Reproduced with permission 
from Ref. [28])

35

Anterior tibialis tendon (ATT)

23-year-old-female 31-year-old-female 75-year-old-female 85-year-old-female

Posterior tibialis tendon (PTT)

M
M

F
 (

%
)

M
M

F
 (

%
)

30

25

20

15

10

5

0
Young Elderly

35

25

MMF
(%)

25

15

10

5

0

30

25

20

15

10

5

0
Young Elderly

a

b

Fig. 25.11 Representative MMF maps for the ATT and the PTT in two 
young, healthy volunteers (first two columns) and two elderly, healthy 
volunteers (second two columns) (a), and summary plots of MMF 

values for 26 young and 22 elderly subjects (b). A significant decrease 
in MMF was found in the ATT and the PTT in elderly subjects compared 
to young subjects. (Reproduced with permission from Ref. [29])

25 Quantitative Ultrashort Echo Time Magnetic Resonance Imaging: Magnetization Transfer



320

120a

b

16

12

8

4

0

20

16

12

8

4

0

20

16

12

8

4

0

0.9

0.8

0.7

0.6

0.5
0 10 20

Frequency offset (kHz)

MMF=10.2%±0.6%

MT data: FA = 1500º
MT data: FA = 1000º
MT data: FA = 500º
Fit

MMF=9.9%±2.2%

MT data: FA = 1500º
MT data: FA = 1000º
MT data: FA = 500º
Fit

MMF=6.2%±1.1%

MT data: FA = 1500º
MT data: FA = 1000º
MT data: FA = 500º
Fit

Frequency offset (kHz)

Frequency offset (kHz)

N
or

m
al

iz
ed

 in
te

ns
ity

N
or

m
al

iz
ed

 in
te

ns
ity

N
or

m
al

iz
ed

 in
te

ns
ity

30 40 50

1

0.9

0.8

0.7

0.6

0.5
0 10 20 30 40 50

1

0.9

0.8

0.7

0.6

0.5

18

15

12

M
M

F
(%

)

M
M

F
(%

)

M
M

F
(%

)

9

6

0 1
Different KL grades

r = -0.53, P<0.05 r = -0.48, P<0.05 r = -0.47, P<0.05

Different extent groups Different depth groups
2

18

15

12

9

6

0 1 2

18

15

12

9

6

0 1 2

0 10 20 30 40 50

Fig. 25.12 Representative clinical T2-weighted fast spin echo (FSE) 
images (first column), MMF maps (second column), and the 
corresponding MT fittings (third column) for three subjects with 
different KL and WORMS grades (first row: KL = 0 and WORMS = 0, 
second row: KL  =  1 and WORMS  =  2, and third row: KL  =  3 and 

WORMS = 4) (a), and correlations between MMF and KL grades, and 
between MMF and two WORMS groups (i.e., different extent groups 
and different depth groups) (b). MMF values decrease significantly 
with both higher KL grades and higher WORMS scores. (Reproduced 
with permission from Ref. [30])
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 Magic Angle Effect Sensitivity

Ma et al. investigated the sensitivity of UTE-MT modeling to 
the magic angle effect [32]. Four Achilles tendon samples 
were scanned at five orientations to the main B0 field ranging 
from 0° to 90°. The coefficient of variation (CV) values of 
MMF measurements for the five angle orientations were less 

than 3.1%, which is much lower than those for T2* measure-
ments where the CV was 54.8% or higher. Figure  25.14a 
shows graphs of T2* and MMF values with five orientations: 
the T2* values first increased and reached a maximum value 
close to the magic angle of 55°, then decreased with higher 
orientations. In comparison, the MMF values were consis-
tent across the different orientations.
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T2 and MMF values for mild and severe tendinopathy groups in an 
ex vivo rotator cuff study (b). The T2* and T2 values change significantly 
with different angular orientations. In contrast, MMF values remain 

consistent across different angular orientations, demonstrating that 
MMF is much less sensitive to the magic angle effect than T2 and T2*. 
MMF values decrease significantly with more advanced rotator cuff 
tendon degeneration. (Reproduced with permission from Refs [32, 33])

Zhu et al. investigated the magic angle effect sensitivity of 
MMF and T2 measurements in normal and abnormal rotator 
cuff tendon samples [33]. The abnormality of each sample 
was characterized through histology (Fig.  25.14b). 
Significant overlap in T2 values was observed between nor-
mal and abnormal samples as all rotator cuff tendon samples 
were subject to a strong magic angle effect. In comparison, 
almost no changes were observed in MMF values among the 
five different angular orientations for any rotator cuff tendon 
sample. The abnormal samples all showed significantly 
reduced MMF values compared to the normal ones.

Both studies demonstrated that MMF derived from the 
UTE-MT modeling technique is almost insensitive to the 

magic angle effect. Biochemical changes probably caused 
the changes in MMF values that were observed rather than 
the magic angle effect. This is a significant advantage for the 
UTE-MT technique compared to T2 and T1rho, which are 
both sensitive to magic angle effects [34].

 Conclusion

The UTE-MT imaging technique provides reliable mapping 
of short- and long-T2 tissues, such as cortical bone, Achilles 
tendon, cartilage, and menisci. Quantitative UTE-MT imag-
ing biomarkers such as MMF are insensitive to the magic 
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angle effect, which allows robust evaluation of tissue degen-
eration. Both ex vivo and in vivo studies have demonstrated 
the efficacy of this technique in detecting changes in cortical 
bone, tendons, articular cartilage, and menisci, as well as 
myelin in the mouse brain. More investigations, including 
longitudinal studies, need to be performed to validate the 
clinical use of UTE-MT imaging and quantification.
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26Quantitative Susceptibility Mapping

Hyungseok Jang, Saeed Jerban, Xing Lu, Yajun Ma, 
Sam Sedaghat, Eric Y. Chang, and Jiang Du

 Introduction

Magnetic susceptibility is one of the fundamental physical 
properties of materials. In biological systems, tissues create 
their own local magnetic field called a dipole field in response 
to an external magnetic field. The strength of the local dipole 
field is proportional to the tissue’s magnetic susceptibility 
and is generated in a parallel or antiparallel direction to the 
external magnetic field. Negative magnetic susceptibility is 
referred to as diamagnetism, meaning that the created local 
dipole field is in the direction opposite to that of the external 
magnetic field. Positive magnetic susceptibility, which 
includes paramagnetism, superparamagnetism, and ferro-
magnetism, creates dipole fields in the same direction as the 
external magnetic field. In the human body, most tissues are 
diamagnetic including bone mineral and dystrophic calcifi-
cation. Paramagnetic tissues include ferritin, hemosiderin, 
and deoxyhemoglobin.

In an MRI system, any tissue in the B0 field creates a 
dipole field that distorts the applied B0 field which is already 
inhomogeneous. The additional field inhomogeneity plays a 

critical role in MRI. Tissues with strong magnetic suscepti-
bilities may degrade MR image quality due to perturbation 
of the B0 field. This can result in signal dropout due to rapid 
signal dephasing and/or spatial distortion, particularly in the 
presence of strong field inhomogeneities and larger off- 
resonance frequency shifts. To address these issues in MR 
systems, B0 shimming is utilized in which additional static 
linear or higher-order gradient fields are superimposed on B0 
to mitigate field distortions. On the other hand, susceptibility- 
induced phenomena are actively used to create image con-
trast specific to the susceptibility of tissues in the form of 
susceptibility-weighted sequences which are widely used in 
clinical studies. Susceptibility-weighted imaging (SWI) [1, 
2] and blood oxygenation level-dependent (BOLD) imaging 
[3, 4] are two imaging techniques that utilize MR signal 
changes induced by susceptibility to create contrast. SWI is 
widely used for cardiovascular imaging as well as neuroim-
aging. In SWI, strong T2*-weighting is utilized to create 
susceptibility-weighted contrast in which both magnitude 
and phase information are combined to increase contrast and 
discriminate between paramagnetic and diamagnetic tissues. 
SWI is effective for the identification of hemorrhage, hemo-
siderin, and calcification. BOLD imaging is a standard tech-
nique that is used to assess brain activity in functional MRI 
based on changes in blood oxygenation in the brain. BOLD 
signal change is associated with the relative level of deoxy-
genated hemoglobin which is paramagnetic and can be 
detected with heavily T2*-weighted imaging. However, these 
methods only provide susceptibility weighting in qualitative 
or semiquantitative form. They are not genuine quantitative 
measurements of tissue susceptibility.

Quantitative susceptibility mapping (QSM) has been 
actively developed to estimate susceptibility and provide a 
diagnostic tool to characterize the microenvironment of tar-
geted tissues [5–9]. QSM has been used in a variety of appli-
cations, such as neuroimaging [7, 10, 11], body imaging 
[12–14], and cardiovascular imaging [15, 16]. However, 
QSM of the musculoskeletal (MSK) system is still at an 
early stage of development for many MSK tissues due to the 
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limitations and challenges caused by the short-T2s of tissues 
such as bone, tendon, ligament, and meniscus. Problems 
with adipose tissue, which has a large chemical shift, also 
complicate accurate estimation of susceptibility [17–20]. 
Recently, ultrashort echo time (UTE) based QSM (UTE- 
QSM) has been developed to enable QSM of short- and 
ultrashort-T2 tissues [19, 21–23]. In this chapter, the theory 
and practice underpinning UTE-QSM are explained.

 Quantitative Susceptibility Mapping (QSM)

QSM displays tissue susceptibility using measurements of B0 
field distortions. In MRI, the total field distortion is assessed 
by measuring the phase evolution after RF excitation using 
gradient recalled echo (GRE)-based sequences. Multiple 
gradient echo images are acquired and their phase evolution 
is fitted linearly to estimate the total field map (including 
effects due to B0 and tissue inhomogeneities). The time 
course of phase evolution needs to be unwrapped since phase 
only has values between −π to +π, and phase accrual beyond 
this range is wrapped. To address this issue, region-growing, 
graph-cut, and Laplacian-based phase unwrapping 
approaches are utilized in QSM [24, 25].

The B0 field distortion has contributions from B0 inhomo-
geneity due to MR system imperfections (i.e., background 
field) and tissue susceptibility (i.e., local field effects). For 
QSM that maps tissue susceptibility, the local field effects 
need to be separated from background field imperfections. 
Two commonly used methods to remove background field 
effects are high-pass filtering (HPF) [26] and projection onto 
dipole fields (PDF) [27]. The HPF method is based on tradi-
tional image processing techniques where the background 
field is estimated by low-pass filtering of acquired complex 
images. The PDF method is based on the projection theorem 
in Hilbert space in which background and local fields are 
decomposed by projecting the measured field map onto sub-
space spanned by the dipole fields. Figure 26.1 shows simu-
lated results using these two methods. PDF offers significantly 
reduced error (3.21%) compared with HPF (23.51%) in this 
simulation.

Once the local field map is obtained, tissue susceptibility 
can be estimated. This step assumes that the local field map 
is the net sum of dipole fields generated by individual parti-
cles in tissues. In signal or image processing, this is often 
modeled using a convolution operation, described by the fol-
lowing equation [28].

 b d= ∗ χ  (26.1)

where b is the measured local field map, d is the dipole ker-
nel, * indicates the convolution operator, and χ is the tissue 
susceptibility map.

The dipole kernel d can be modeled using
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where r and r′ indicate locations of dipoles with respect to 
the susceptibility source and θr represents the azimuthal 
angle in the spherical coordinate system. The most straight-
forward approach to deconvolve χ from b is utilizing Fourier 
transformation (FT), which is commonly done in signal pro-
cessing. In the FT domain (i.e., k-space), the equation 
becomes

 B D= Χ  (26.3)

where B, D, and X are, respectively, the local field map, 
dipole kernel, and susceptibility map in k-space. Thinking 
simplistically, X could be estimated by dividing B by D. 
Unfortunately, direct deconvolution in this way is not feasi-
ble due to zero values of D.

Figure 26.2 demonstrates a dipole kernel in the spatial 
(Fig. 26.2a, b) and k-space domains (Fig. 26.2c). Due to the 
zero values on the conic surfaces at the magic angle (~54.7° 
from the direction of B0) in (Fig. 26.2c), the deconvolution 
problem to solve for susceptibility is ill-posed. Hence, no 
deterministic solution exists for this dipole inversion prob-
lem. Thus, the inverse approach is not effective in QSM. To 
find the optimal solution, a forward approach is imple-
mented, using iterative non-linear optimization in which the 
solution (i.e., the susceptibility map) is repeatedly updated 
with successive iterations designed to minimize L1 or L2 
norm, the distance between measured data and forward- 
modeled data (i.e., the field map estimated based on suscep-
tibility map), combined with appropriate regularization 
terms such as a smoothness promoting operator. The optimi-
zation is typically done using a gradient descent algorithm 
(i.e., Newton’s method) or a conjugate gradient descent 
method. Unfortunately, these approaches are still affected by 
the zero conic surfaces in the dipole field, which produce 
streaking artifacts across the estimated susceptibility map. 
To overcome this problem, several approaches have been 
proposed.

The calculation of susceptibility through multiple orienta-
tion sampling (COSMOS) method was introduced by Liu 
et al. [29]. The key idea of COSMOS is to reduce the impact 
of the zero conic surfaces by compensating for them using 
multiple acquisitions at different angles to B0 (Fig.  26.3). 
COSMOS allows accurate production of susceptibility maps 
without significant streaking artifacts. Unfortunately, the 
clinical feasibility of COSMOS is relatively low because the 
imaged object needs to be placed at three different optimal 
angles (0°, 60°, and 120°) within the MRI system bore, and 
this is not practical for adult human subjects due to the lim-
ited bore size. In addition, COSMOS is affected by other fac-
tors such as rotational angles, image registration, and 
anisotropic susceptibility.
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Fig. 26.1 Background field removal. (a) Simulated total field map, (b) 
the ground truth background field map, (c) the ground truth local field 
with simulated hemorrhage (annotated with H) and veins (annotated 
with V), (d) object mask, (e) the background field map estimated with 
projection onto dipole fields (PDF), (f) the local field map estimated 
with PDF, (g) error in  local field map with PDF, (h) the background 

field map estimated with high-pass filtering (HPF), (i) the local field 
map estimated with HPF, and (j) error in local field map with HPF. The 
local field estimated with PDF (f) shows much less error (g) near the 
strong susceptibility sources (H and Vs in (c)) than HPF (i) and (j). 
(Adapted with permission from Ref. [27])

30

B0

a b c

20

10

0

0

-10

-10 10 20 30 -20
0

20

-20

-20
-30
-30

Fig. 26.2 Dipole field in the spatial domain (a), its surface rendering (b), and zero surfaces of the dipole kernel in k-space (c). The zero surfaces 
in the dipole kernel in k-space make the dipole inversion problem ill-posed. (Adapted with permission from Ref. [5])
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Fig. 26.3 Calculation of susceptibility through multiple orientation 
sampling (COSMOS). The scan is performed with the first original ori-
entation (a). The scan is then repeated with the object  rotated about the 
x-axis (b). In k-space in the object’s frame, this results in the two dipole 
kernels being placed at different angles which removes zero surfaces 
(c). However, lines of zero values remain where the two kernels inter-

cept. A third acquisition with proper rotation can remove these zero 
values, and only leave the origin of the k-space with a zero value. The 
zero value only affects the DC offset of the estimated susceptibility, and 
this can be corrected by using an appropriate reference standard. 
(Adapted with permission from Ref. [29])

Another approach to reducing streaking artifacts has been 
proposed by Liu et al. This utilizes morphological information 
and is called morphology-enabled dipole inversion (MEDI) 
[30]. MEDI uses magnitude information to weight the objec-
tive function so that the optimization process becomes less 
affected by signals with low signal-to-noise ratios (SNRs) 
which are often the source of streaking artifacts. Wei et  al. 

have proposed another technique called streaking artifact 
reduction for quantitative susceptibility mapping (STAR-
QSM), which is based on a two-level reconstruction in which 
strong susceptibility sources are estimated separately [31] 
(Fig. 26.4). More recently, deep learning- based QSM methods 
have been investigated and have shown robust dipole inversion 
with reduced streaking artifacts [32, 33].
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Fig. 26.4 Streaking artifact reduction for quantitative susceptibility 
mapping (STAR-QSM) utilizing two-level reconstruction. (a) Local 
field map, (b) estimation of strong susceptibility source, (c) dipole field 
generated based on the strong susceptibility source, (d) residual local 
dipole field without strong susceptibility, (e) resultant susceptibility 
without strong susceptibility, (f) QSM result without two-level recon-

struction using the improved sparse linear equation and least squares 
(iLSQR) algorithm, and (g) the final susceptibility map based on super-
position of two susceptibility maps (with and without strong suscepti-
bility, i.e., (c) and (e)). (Adapted with permission from Ref. [31])

 UTE-QSM

Despite its promise, the utilization of QSM on short-T2 tis-
sues, such as bone, tendon, meniscus, and ligament, is still at 
an early stage. Conventional QSM is typically based on GRE 
imaging which is used to acquire phase evolution from the 

acquired free induction decay (FID). However, TEs used in 
GRE imaging (i.e., of the order of a few ms) are much longer 
than T2s of ultrashort-T2* tissues, resulting in insufficient 
signal to map phase evolutions. QSM based on UTE resolves 
this problem by allowing acquisition of signals using much 
shorter TEs (<1 ms).
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Fig. 26.5 Interleaved UTE 
imaging for UTE-QSM. Pulse 
sequences with (a) 3D radial 
trajectory and (b) 3D cones 
trajectory. Because of the 
limited performance of MRI 
gradient systems, echo 
spacing is inherently limited. 
Interleaved UTE imaging is 
typically utilized in UTE- 
QSM to acquire images with 
echo spacings less than the 
allowed hardware values for 
single acquisitions. The 3D 
cones trajectory allows more 
efficient encoding of 3D 
k-space with reduced scan 
times

Figure 26.5a shows the pulse sequence diagram used for 
UTE-based QSM (UTE-QSM), utilizing a center-out 3D 
radial acquisition [34]. A GRE scheme is used to acquire 
multiple images at different TEs. Since the minimum attain-
able echo spacing of the gradient echo train is limited by the 
performance of the gradient system (i.e., maximum slew rate 
and amplitude), multiple interleaved acquisitions are uti-
lized. With this approach, the gradients are delayed by differ-
ent times, allowing flexible echo spacings which are much 
shorter than the duration of readout and rewinding gradients 
for single acquisitions (green lines in Fig. 26.5). This enables 
acquisition of images at many desired TEs from UTE (near-
zero ms) to later TEs (few ms) at the expense of the longer 
times required for the different scans. The 3D cones trajec-
tory (Fig.  26.5b) allows more efficient sampling with a 
smaller number of spokes to cover 3D spherical k-space, and 
so significantly reduces scan time (>2× acceleration) [35]. 
UTE-QSM also benefits from the use of 3D cones trajecto-
ries. An alternative is continuous single- point imaging 
(CSPI) which was developed by Jang et  al. [20]. In this 
method, a 3D pure phase encoding scheme is used to capture 
true phase information with near-zero readout duration. 

Continuous sampling is performed at one k-space coordinate 
to allow efficient encoding and yield various images. Auto-
calibration-based parallel imaging is applied to shorten the 
scan time [36]. CSPI-based QSM shows more robust estima-
tion of susceptibility with reduced ringing artifacts around 
strong susceptibility sources.

UTE-QSM with different sampling strategies was investi-
gated by Lu et al. [22]. In their study, 3D CSPI, 3D radial 
sampling, and 3D cones trajectories with various stretch fac-
tors (i.e., lengthened readout duration in a 3D spiral arm) 
were tested using a phantom with six different concentra-
tions of iron nanoparticles (2, 6, 10, 14, 18, and 22 mM). All 
three UTE techniques achieved highly linear correlations 
between estimated susceptibility and iron concentration 
(Pearson’s correlation >0.98). In the experiment with UTE-
QSM using cones trajectories with different stretching fac-
tors, no significant differences were observed.

After data acquisition and reconstruction of UTE images, 
the same standard QSM processing pipelines can be applied 
to UTE-QSM, which has a series of data processing steps 
that include phase unwrapping, total field map estimation, 
background field removal, and dipole inversion.
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 Chemical Shift in UTE-QSM

One major challenge with UTE-QSM is how to minimize 
chemical shift effects, which are a major cause of streaking 
artifacts [37]. The off-resonant fat signal causes strong phase 
evolution over different TEs and complicates the estimation 
of true field maps. In conventional QSM, TEs can be selected 
near the time delay at which fat and water signals are in 
phase (i.e., the phase of the fat signal becomes 2π) to mini-
mize chemical shift-induced phase errors, leaving only B0 
inhomogeneity-induced phase evolution. However, this strat-
egy may not be effective with UTE-QSM, when several 
images before the in-phase echo need to be acquired to char-
acterize the short-T2 signal. A potential alternative is to use a 
fat saturation pulse and suppress fat signals as demonstrated 
in work by Wei et al. [18]. However, with this approach, the 
fat saturation pulse attenuates signal from short-T2 tissues 
that have broad spectra which include the frequency of the 
principal fat resonance peak that is saturated [38, 39].

Another approach is to use comprehensive signal model-
ing and take the fat signal into account in the estimation of 
field inhomogeneity (i.e., a total field map). This approach 
has been used for fat and water signal separation and is 
referred to as m-point Dixon [40] or iterative decomposi-
tion of water and fat with echo asymmetry and least square 
estimation (IDEAL) [41]. In this approach, multiple off- 
resonant peaks in the fat spectrum are included to allow 
more accurate signal modeling, as in the following 
equation.
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where αn and fn are the relative amplitude and chemical shift 
of the nth spectral peak of fat, respectively; fs is a field inho-
mogeneity; ρw and ρf are amplitude of water and fat at zero 
TE; and R

2w

∗  indicates R2* of the water component. Using the 
above equation, T2* of water signal and the field map, as well 
as water and fat signals, are simultaneously estimated using 
the signal modeling. Multiple input images are required to 
achieve accurate signal modeling because of the need to fit 
Eq. (26.4) with multiple free parameters. Once the field map, 
fs, is acquired, it is processed using the QSM pipeline with 
conventional non-UTE QSM.

In the literature, Dimov et al. [19], Jerban et al. [21], and 
Jang et  al. [23] have demonstrated the feasibility of UTE- 
QSM based on fat–water signal modeling. The potential 
downsides are that the complexity of the signal modeling is 
high, multiple images are required, and the signal fitting is 
prone to errors caused by noise and artifacts.

 UTE-QSM for Quantitative Imaging of Bone 
Mineral Density

Measurement of bone mineral density (BMD) is a standard 
diagnostic tool for evaluating osteoporosis (OP) and osteo-
penia. Modern noninvasive imaging tools to diagnose OP in 
the clinic are dual-energy X-ray absorptiometry (DEXA) 
and quantitative computed tomography (qCT). DEXA has 
limited specificity due to its 2D nature and low spatial reso-
lution. qCT provides high-resolution, volumetric and quanti-
tative measures of BMD, but imposes a potential risk due to 
exposure to ionizing radiation. MRI is an alternative that 
allows 3D imaging with high spatial resolution and is free 
from ionizing radiation. Unfortunately, due to the ultrashort-
T2 of bone, it is impossible to image bone with conventional 
MRI techniques. Recently, quantitative UTE MRI has 
emerged as a promising technique to provide a comprehen-
sive evaluation of bone, including its pore water, collagenous 
organic matrix, and mineral components.

UTE-QSM has been used to provide a quantitative evalu-
ation of BMD.  Biomaterials containing calcium, such as 
bone, are diamagnetic and QSM can be effective in charac-
terizing bone organic matrix. However, due to the ultrashort-
T2s of water bound to hydroxyapatite calcium phosphate 
crystals and the collagenous matrix of bone (T2* ~ 300 μs), it 
is virtually impossible to perform QSM with conventional 
GRE-based sequences. To work around this issue, De 
Rochefort et al. proposed an approach for indirect estimation 
of field distortion based on a piecewise constant susceptibil-
ity model [42]. They used a gradient echo sequence to esti-
mate bone susceptibility in  vivo and reported that the 
susceptibility of bone was −2.20 ppm. However, this method 
is based on indirect estimation of field distortion inside the 
bone utilizing tissue segmentation and the assumption of 
constant susceptibility which may be unreliable in subjects 
with complex anatomical structures.

As an alternative, UTE-QSM has been investigated for 
quantification of BMD in bone, using a signal model that 
includes fat. Dimov et al. performed UTE-QSM on a porcine 
hoof and healthy volunteers [19]. They utilized an inter-
leaved 3D radial UTE sequence implemented on a 3T MRI 
scanner with images acquired at TEs of 0.04, 0.24, 3.0, and 
4.0  ms in two scans. The background field was estimated 
using a fat signal model with peaks at −3.82, −3.46, −2.74, 
−1.86, −0.5, and 0.5 ppm. A graph-cut algorithm was used 
for phase unwrapping during the field map estimation. The 
background field removal was performed using the PDF 
method, and dipole inversion was performed using 
MEDI. The estimated susceptibility in the porcine hoof bone 
(Fig. 26.6a) showed a high linear correlation (R2 = 0.77) with 
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Fig. 26.6 Bone UTE-QSM. (a) CT image (upper) compared with a 
susceptibility map obtained from UTE-QSM (middle) and magnitude 
UTE imaging (lower). (b) Linear regression of mean susceptibility 
values from UTE-QSM and CT in multiple ROIs from a porcine hoof. 

(c) In vivo results show the estimated field map (left), susceptibility 
map (center), and the magnitude UTE image (right) from the femur of 
a healthy volunteer. (Adapted with permission from Ref. [19])

radiodensity measured in Hounsfield Units (HUs) derived 
from CT imaging (Fig. 26.6b). In the in vivo experiment, the 
estimated susceptibility of cortical bone in a femoral mid-
shaft ranged from −2.3 to −1.8 ppm showing strong diamag-
netism (Fig. 26.6c). Jang et al. also demonstrated UTE-QSM 
in bone using the CSPI technique, and the estimated bone 
susceptibility ranged from −2.1 to −1.6  ppm [20], which 
corresponded well with results from Dimov’s study.

Jerban et  al. investigated the correlation between bone 
density estimated by μCT and susceptibility estimated by 
UTE-QSM [21]. They studied nine cadaveric cortical bone 
specimens from the tibial midshaft on a clinical 3T MRI 

scanner using a 3D UTE cones sequence. A total of six 
images at TEs of 0.032, 0.2, 0.4, 1.2, 1.8, and 2.4 ms were 
acquired using three interleaved scans. UTE-QSM was per-
formed using a similar method to Dimov’s PDF and MEDI 
study. Nine ROIs were drawn in different zones in the corti-
cal bone samples, yielding 81 data points to compare UTE-
QSM and μCT. Figure 26.7a shows the resultant susceptibility 
map from UTE-QSM (upper left), μCT (upper right), μCT-
based porosity (lower left), and μCT-based BMD (lower 
right). This study showed significant linear correlations of 
−0.70 between susceptibility and BMD and 0.68 between 
susceptibility and porosity (Fig. 26.7b).
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Fig. 26.7 Correlation 
between UTE-QSM and μCT. 
(a) Cadaveric tibial midshaft 
cortical bone (45-year-old 
female) and (b) scatter plot 
and linear regressions of 
average quantitative 
susceptibility mapping (QSM) 
of the nine studied bone 
specimens with bone mineral 
density (BMD) (left) and 
bone porosity (right). 
(Adapted with permission 
from Ref. [21])

 UTE-QSM for Detection of Iron Overload

Organic iron is usually paramagnetic and of fundamental 
importance in the human body. However, excessive iron 
deposition is seen in diseases and may be toxic. Iron content 
is an important biomarker for diagnosing dysfunctionality of 
organs such as the liver, pancreas, heart, and brain [43]. 
Gradient echo-based MRI has been effective for quantifying 
iron content. However, highly concentrated iron has a short-
T2 and T2* and shows little or no signal with conventional 
GRE acquisition. UTE-based R2* (i.e., 1/T2*) quantification 
has been an effective method for quantifying iron over a 
wide range of concentrations [44]. UTE-QSM has also been 
investigated to quantify high iron concentrations. Lu et  al. 
demonstrated simultaneous susceptibility and R2* mapping 
using UTE imaging. As a proof of concept, they performed a 
experiment using a phantom with various concentrations of 
iron oxide nanoparticles (IONPs) [45]. This was repeated 
with different first echo times (TE1s) to investigate the effect 

of the first TE.  Figure  26.8 shows the phantom (left), the 
resultant R2* values from UTE-QSM (middle), and the sus-
ceptibility values from UTE-QSM (right). R2* and suscepti-
bility showed higher values with increased iron 
concentrations, exhibiting high linearity. The linearity was 
impaired with longer values of TE1 (i.e., non- UTE sequences) 
due to mis-estimation of R2* and susceptibility at higher iron 
concentrations. This shows that UTE imaging is necessary to 
estimate iron content with QSM accurately, and demon-
strates the value of UTE-QSM.

Jang et al. have recently demonstrated the feasibility of 
another application using UTE-QSM which is in hemophilia 
[23]. In hemophilic patients, spontaneous bleeding in joints 
can cause hemophilic arthropathy. Recurrent bleeding causes 
accumulation of hemosiderin in the synovium and other joint 
tissues and results in a high level of tissue iron deposition 
which creates a toxic environment. Jang et al. have shown 
that the hemosiderin in knee and ankle joints can be quanti-
fied using the UTE-QSM technique.
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Fig. 26.8 R2* and QSM with different first echoes TEs (TE1). The result shows that the shortest TE1 is most desirable for accurately estimating 
R2* and QSM for materials with high susceptibility (i.e., highly concentrated iron in this study). (Adapted with permission from Ref. [45])

 UTE-QSM for Stem Cell Tracking

Stem cell therapies have emerged as a promising treatment 
for various conditions such as Parkinson’s disease and mul-
tiple sclerosis [46]. With the increasing number of clinical 
trials with stem cell therapies, there has been interest in the 
development of imaging techniques to noninvasively moni-
tor the delivery of cells. With the development of various 
IONP-based stem cell labeling techniques, it has become 
possible to utilize MRI to track injected stem cells [47–49]. 
In MRI, the T1 and T2 of stem cells decrease with increasing 
IONP concentration, which creates a contrast with T1-
weighted or T2-weighted MRI [50, 51]. However, highly 
concentrated IONPs typically cause strong susceptibility 
artifacts (i.e., blooming artifacts) using conventional MRI, 
preventing the scans from accurately localizing labeled stem 
cells.

As an alternative, Athertya et al. have recently reported 
the use of UTE techniques to provide quantitative evaluation 

of labeled stem cells [52]. Figure  26.9 shows results in a 
stem cell phantom scanned using quantitative UTE imaging 
techniques, including UTE-QSM, UTE-T1, UTE-T2*, and 
spin echo-based T2 with the Carr–Purcell–Meiboom–Gill 
(CPMG) sequence. The susceptibility values estimated with 
UTE-QSM showed highly linear fitting to the density of 
labeled stem cells. In contrast, CPMG-T2 showed impaired 
estimation, presumably due to the rapid T2 decay in signal 
from highly concentrated IONPs, resulting in a significantly 
decreased SNR. They also showed an ex vivo study with a 
post-mortem mouse that was injected with labeled stem 
cells. In the experiment, T2* and UTE-QSM showed the best 
detection of the injected stem cells, while T1 and CPMG-T2 
did not detect injected stem cells. In a comparison between 
T2* and UTE-QSM, UTE-QSM exhibited better perfor-
mance with clearly detected injection points. In contrast, the 
injection points on the T2* map tended to be obscured by the 
surrounding tissues which were highly inhomogeneous. In 
vivo experiments are yet to be performed.
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Fig. 26.9 Detection of stem cells labeled with IONPs. Phantom exper-
iment. All qUTE parameters showed a highly linear relationship with 
the number of labeled cells (R2 > 0.99), while clinical CPMG- based T2 

mapping showed poor linearity (R2 ~ 0.87). (Adapted with permission 
from Ref. [52])

 Conclusion

In this chapter, we have reviewed the status of UTE-QSM 
and its applications. UTE-QSM remains an active research 
topic with the development of UTE-QSM still at an early 
stage. The most promising area of application is MSK disor-
ders. UTE-QSM has shown its efficacy in bone imaging tar-
geting OP.  UTE-QSM can also provide a meaningful 
biomarker for osteoarthritis by assessing tissue susceptibility 
in cartilage, tendons, ligaments, and menisci. However, 
UTE-QSM has not yet been investigated in patients with 
MSK pathologies due to technical challenges associated 
with current UTE-QSM implementations, such as limited 
spatial resolution, low SNR due to fast signal decay, and 
phase errors caused by eddy currents and chemical shift. 
Besides MSK applications, UTE-QSM has shown promising 
results in iron detection, which can provide quantitative 
assessment of iron and hemosiderin overload in tissues and 
labeled cell tracking. UTE-QSM for brain imaging can also 
be effective in detecting iron overload and hemorrhage [53].

In UTE-QSM, the chemical shift of fat is a significant 
source of error and causes strong streaking artifacts if not 
compensated for. Despite recent advances in UTE-QSM 
techniques which account for the fat signal model with mul-
tiple off-resonant peaks, residual errors in the signal fitting 
may be seen and these can cause artifacts that can affect esti-
mated QSM values. Another source of error is motion 
between scans. Since interleaved scans are necessary to 
acquire multiple UTE images with a short echo spacing, 
inter-scan motion cannot be avoided. The motion causes 
misregistration between pixels and yields erroneous field 

mapping and dipole inversion. To avoid this, appropriate 
motion registration should be incorporated with in vivo scans 
[54, 55]. Another concern related to the interleaved scans is 
frequency shifting. As UTE sequences use strong gradients 
with a high-duty cycle, the temperature in the MRI bore of 
permanent magnets can increase over time, which results in 
varying B0 field strength. Although prescan processing in 
modern MRI systems can address the resonant frequency (or 
center frequency) shift to some degree, there may still be 
remaining errors that can add different phase offsets in dif-
ferent scans, causing inaccurate field maps. Further studies 
are needed to address these issues.

In conclusion, UTE-QSM has a considerable potential to 
provide an additional layer of information that could be valu-
able for diagnosing pathologies associated with tissue degen-
eration and alterations in the tissue microenvironment. The 
technique still needs further development to explore more 
applications and establish its diagnostic value in clinical 
practice.
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 Introduction

Dynamic contrast-enhanced magnetic resonance imaging 
(DCE-MRI) has been used to study perfusion in various tis-
sues and organs in the body, such as the liver, breast, spine, 
brain, muscle, and bone marrow [1–3]. The technique typi-
cally employs fast repeated T1-weighted images to capture 
signal changes induced by exogenous intravascular non-dif-
fusible contrast agents, such as Gadolinium-Based Contrast 
Agents (GBCAs), in tissues or organs as a function of time. 
To generate a bolus, the paramagnetic contrast agent is 
injected intravenously, typically through the forearm. DCE-
MRI involves the acquisition of baseline images without 
contrast enhancement and contrast-enhanced images after 
the arrival of the contrast agent in the tissue or organ of inter-
est [2]. The basic principle of DCE-MRI imaging is rela-

tively simple. As the paramagnetic contrast agent particle 
enters and is dispersed within the tissue, it changes the local 
T1, T2, or T2* (depending on the local concentration of the 
contrast agent), leading to change in the MR signal. A series 
of images can be used to analyze the temporal pattern of 
enhancement within the target tissue and allow assessment 
not only of perfusion but other microvascular parameters 
such as vessel permeability and fluid volume fractions [2].

However, it is challenging to study perfusion in solid tis-
sues such as bone and many connective tissues, including 
menisci, ligaments, tendons, and periosteum, as well as the 
falx and meninges around the brain [4–6]. These tissues show 
rapid transverse magnetization relaxation and show little or 
no signal with conventional clinical pulse sequences. It is of 
considerable interest to study perfusion in these tissues. For 
example, it is clinically significant to differentiate the vascu-
lar red zone from the avascular white zone of the meniscus of 
the knee using noninvasive MRI. The white zone occupies the 
central ~70% of the meniscus, while the red zone occupies 
the more peripheral ~30% of the meniscus. As tears in the 
vascular portion are more likely to heal than those in the avas-
cular region, meniscus-preserving surgical techniques are 
more effective for tears in the red zone, while debridement is 
more appropriate for those in the white zone [7].

Another example is bone which is highly vascularized 
[8]. There is a strong association between bone perfusion, 
bone remodeling, and fracture repair [9]. Increased cortical 
bone turnover and inflammation are associated with increased 
blood flow [10]. There is also a strong correlation between 
bone perfusion and bone mineral density [11]. However, the 
nature of bone makes it difficult to investigate its perfusion 
using conventional DCE-MRI techniques due to its extremely 
fast signal decay [12]. The same applies to many soft tissues 
with short- or ultrashort-T2s, which are difficult or impossi-
ble to study with conventional techniques, including menisci, 
ligaments, and tendons, as well as the falx and meninges.

Ultrashort echo time (UTE) MRI sequences allow direct 
imaging of short- and ultrashort-T2 tissues such as cortical 
bone, menisci, ligaments, and tendons. The nominal echo 
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time (TE) can be reduced to less than 0.1 ms, which is shorter 
than the T2* of most tissues in the body. UTE sequences typi-
cally employ a short TR, which, together with the ultrashort 
TE, provides T1-weighted imaging. This is helpful for 
GBCA-enhanced DCE-MRI of short- and ultrashort-T2 tis-
sues in the body.

 Contrast-Enhanced MRI of Menisci

The knee menisci are C-shaped structures that span and 
cushion the space between the femur and the tibia in the knee 
joint. They play a vital protective role in the knee’s long-term 
health by facilitating shock absorption and load distribution 
[13]. The menisci consist of highly organized collagen fibers, 
which lead to strong dipole–dipole interactions and a short 
T2 [14]. As a result, the meniscus is only partially “visible” 

with conventional clinical sequences [15], and the red and 
white zones cannot be distinguished with MRI following 
contrast administration [16]. When UTE-type sequences 
with TEs of less than 0.1 ms are used, the menisci show mod-
erate or high signals [17]. Their short-T2 signal is detected 
before it decays to the very low level seen with conventional 
clinical pulse sequences with much longer TEs. Figure 27.1 
shows the normal red zone of the meniscus using UTE sub-
traction images before and after contrast enhancement. In the 
pre- enhancement image, the meniscus appears isointense to 
articular cartilage and perimeniscal tissue at TE = 0.08 ms 
and has a generally lower signal at TE = 5.95 ms. Echo sub-
traction of the longer TE image from the UTE image shows 
the meniscus as moderate signal intensity with a low signal 
in the perimeniscal tissue (Fig. 27.1a). After contrast admin-
istration, the red zone of the meniscus is highlighted while 
the white zone remains unchanged (Fig. 27.2b) [5].

a b

Fig. 27.1 Contrast enhancement of the red zone of the meniscus in a 
healthy volunteer. Sagittal UTE subtraction images with a TE of 
0.08 ms minus a TE of 5.95 ms before (a) and after (b) enhancement. 

The red zone of the meniscus is highlighted on the contrast-enhanced 
image (b) (arrows). (Reproduced with permission from Ref. [5])
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a b

Fig. 27.2 Fat-saturated UTE imaging of Achilles tendinopathy before (a) and after (b) contrast enhancement using a TR of 500 ms and a TE of 
0.08 ms. There is more significant enhancement on the right (arrow). (Reproduced with permission from Ref. [5])

 Contrast-Enhanced MRI of Tendons

Tendons are dense fibrous connective tissues that attach 
muscle to bone. A tendon is primarily composed of collag-
enous fibers which contain bunches of collagen fibrils. The 
tendon shows a generally uniform parallel alignment of 
collagen molecules along the long axis, which provides the 
tensile strength necessary for mechanical motion of the 
body [18]. Tendons are poorly vascularized and rely heav-
ily on synovial fluid to provide nutrition [19]. There is also 
a requirement for cell infiltration from blood to provide the 
necessary reparative factors for tissue healing during ten-
don injury from spontaneous rupture to chronic tendinitis 
or tendinosis. Contrast-enhanced MRI of the tendons can 
be used to study perfusion and potentially the response of 
the vasculature to tendon damage, including how and when 
revascularization or neovascularization occurs. Other 
potential applications include the study of the revascular-
ization of the tendon during its use as a tendon graft in both 
ligament reconstruction and tendon–tendon grafting. 
However, stiff collagen molecules are immobile, leading to 
strong dipole–dipole coupling. As a result, tendons typi-
cally show a signal void with conventional clinical MR 
sequences when their fibers are aligned parallel to the B0 
field. UTE sequences can directly detect signals from ten-
dons, allowing their perfusion to be studied using contrast- 
enhanced UTE MRI.  Figure  27.2 shows contrast 
enhancement in abnormal Achilles tendons [5]. Distinct 
differences are observed with much higher signal enhance-
ment on the right, the more abnormal Achilles tendon, con-
sistent with increased vascularity in Achilles tendinopathy.

 Contrast-Enhanced MRI of Bone

Bone is a composite material that is made up of hard and 
brittle calcium, containing mineral hydroxyapatite, soft and 
flexible protein collagen, and water. It has at least six sig-
nificant functions, including support, movement, protec-
tion, production of blood cells, storage of ions, and 
endocrine regulation. Bone is divided into trabecular and 
cortical components, with the latter accounting for 80% of 
the skeleton. The highly vascularized trabecular bone and 
the inner two-thirds of cortical bone receive blood supply 
via the marrow cavity. In contrast, the outer third of cortical 
bone receives perfusion from the periosteum [20]. Perfusion 
plays a critical role in the growth and development of bone 
as well as in disease and healing. Bone perfusion can be 
assessed with nuclear medicine-based techniques, such as 
18F-Fluoride positron emission tomography (PET), which 
is expensive, has a low spatial resolution, and subjects 
patients to ionizing radiation [21]. MRI can provide much 
higher spatial resolution without ionizing radiation and has 
advantages for studying bone perfusion. However, most 
MRI studies have focused on perfusion in the bone marrow 
[20], partly because cortical and trabecular bone show 
extremely fast signal decay and are invisible with conven-
tional MRI sequences [22]. UTE sequences with nominal 
TEs less than 0.1 ms allow direct imaging of cortical bone. 
Figure  27.3 shows representative 2D UTE images of the 
tibial midshaft of a 38-year-old healthy volunteer pre-injec-
tion and at the enhancement peak after intravenous GBCA 
injection, as well as contrast-enhanced curves and signal 
modeling [6]. The corresponding kinetic analysis demon-
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Fig. 27.3 UTE-based DCE-MRI of the tibial midshaft of a 38-year-old 
healthy volunteer: baseline image (a), subtraction of the peak enhance-
ment from baseline image (b), a dynamic curve for an arterial region of 

interest (ROI) (c), and bone ROI (d). Kinetic analysis showed a Ktran of 
0.23 ± 0.09 min−1 and Kep of 0.58 ± 0.11 min−1 for the tibial midshaft. 
(Reproduced with permission from Ref. [6])

strated a Ktran of 0.23 ± 0.09 min−1 and Kep of 0.58 ± 0.11 min−1 
for the tibial midshaft.

The UTE bone signal comes from water in the vascular 
space (also called pore water) and water bound to the organic 
matrix (also called bound water), accounting for most of the 
total signal [23]. Bound water concentration is an indirect 
measure of organic matrix density, while pore water concen-
tration is an indirect measure of cortical porosity. Adiabatic 
inversion recovery prepared UTE (IR-UTE) imaging has 
been developed to selectively image bound water in bone. 
UTE bone signal shows a bicomponent T2* decay with a lon-
ger T2* of a few ms and a shorter T2* of ~0.3  ms, while 
IR-UTE signal shows a mono-component T2* decay with a 
T2* of ~0.3 ms, consistent with selective suppression of the 

longer T2* component or pore water and selective detection 
of the bound water component [24]. The IR-UTE sequence 
can be used for dynamic imaging organic matrix enhance-
ment in cortical bone [6]. Figure 27.4 shows representative 
2D IR-UTE imaging of the tibial midshaft of two human vol-
unteers aged 68 and 40 years, respectively, at three specific 
time points (pre-contrast, peak, and post- contrast), as well as 
the corresponding bone perfusion curves. The 2D IR-UTE 
sequence shows excellent contrast for cortical bone before 
contrast enhancement and some increase in signal after con-
trast injection. Different contrast enhancement patterns were 
observed for the 68-year-old subject, where the curve shows 
an early peak, a rapid decline, and then a plateau. For the 
40-year-old subject, a less peaked curve is shown [6].
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Maximum enhancement and enhancement slope can be 
used for further evaluation of cortical bone perfusion using 
the technique described by Griffith et  al. [25]. Maximum 
enhancement can be calculated as the signal difference 
between maximal and minimal bone signal divided by the 
baseline signal. Enhancement slope can be calculated as the 
difference between maximal signal and baseline signal 
divided by the baseline signal and further separated by the 
time interval between the two time points at which the mini-
mal and maximal signal intensities of interest were reached 
(10% and 90% of the maximum signal intensity, respec-
tively) [6]. Both parameters can be derived from the first-
pass phase of contrast enhancement and reflect the arrival of 
the contrast agent into the arteries and capillaries of cortical 
bone as well as its diffusion into the extracellular space and 
subsequent departure [6, 25]. Figure 27.5 shows perfusion 
curves using global regions of interest (ROIs) for cortical 
bone and the arterial input function, contrast enhancement, 
and enhancement slope, respectively. The younger volunteer 
shows higher enhancement with a higher enhancement slope 
[6]. IR-UTE-based DCE-MRI can potentially be used to 
study bone remodeling, which involves bone resorption by 
osteoclasts and the formation of new bone by osteoblasts. If 
an osteoclast or osteoblast-specific molecular agent is com-
bined with gadolinium or iron, the IR-UTE sequence can 
potentially detect osteoclast or osteoblast activity.

Contrast-enhanced DCE-MRI has also been used to study 
perfusion in many other short-T2 tissues of the body. For 
example, contrast enhancement can be observed in the nor-
mal periosteum and ligamentum flavum and anterior and 
posterior longitudinal ligaments of the lumbar spine. The 
contrast enhancement seen in disc disease is more obvious 
with DCE-MRI based on UTE sequences than with conven-

tional clinical sequences. UTE-based sagittal post- 
enhancement images of the lumbar spine can depict disc 
prolapse, which is otherwise invisible with clinical T1- 
weighted imaging [5]. Contrast-enhanced fat-suppressed 
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UTE imaging can be used to evaluate injury to the posterior 
cruciate ligament where scar tissue shows more obvious 
enhancement [5]. In fat-suppressed UTE, there is an exten-
sive enhancement in blood vessels due to fracture of the tib-
ial plateau 2 days after injury, with specific enhancement of 
the periosteum distinguished from that of blood vessels [5]. 
Contrast-enhanced UTE MRI can also highlight the falx and 
meninges, which are low signal with conventional clinical 
MRI sequences [5].

 Conclusion

UTE-based dynamic MRI can detect contrast enhancement 
in short-T2 tissues in which signal changes are poorly dem-
onstrated or not seen with conventional pulse sequences. For 
the first time, contrast enhancement can be observed in the 
knee menisci, tendons, ligaments, bone, meninges, falx, 
dura, and many other short-T2 tissues of the body. The red 
zone of the meniscus can be selectively highlighted and sep-
arated from the white zone of the meniscus, facilitating the 
diagnosis and treatment of tears and other diseases of the 
meniscus. Abnormal tendons in tendinopathy can be depicted 
with high contrast in the UTE perfusion study of the tendons. 
Perfusion in the cortical bone can be studied with MRI with 
much higher spatial resolution without ionization than with 
PET, which is the standard functional imaging technique to 
visualize and quantify regional bone metabolism and blood 
flow. IR-UTE-based DCE-MRI can be used to study perfu-
sion in the organic matrix of bone and potentially the osteo-
clast and/or osteoblast activity. UTE- and IR-UTE- based 
dynamic MRI paves the way for perfusion and molecular 
imaging in hard tissues and many connective tissues that are 
otherwise “invisible” with conventional clinical MRI tech-
niques. The clinical significance of this technique remains to 
be established.
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28UTE Diffusion-Weighted Imaging 
(UTE-DWI)

Hyungseok Jang, Soo Hyun Shin, Michael Carl, Yajun Ma, 
and Jiang Du

 Introduction

Diffusion refers to the net movement or flow of energy or 
particles, such as atoms, molecules, and ions, in a physical 
system. A molecule in a free space undergoes random ther-
mal motion called random walk or Brownian motion. The 
resultant random displacements typically follow a Gaussian 
distribution. In MRI, diffusion of protons (or spins) can be an 
unwanted adverse effect that limits spatial resolution. 
Conversely, diffusion effects can be utilized to create diffu-
sion dependent image contrast and estimate apparent diffu-
sivity. A pair of motion-sensitizing gradients are usually 
used to capture diffusion information. In this technique, the 
first gradient is applied to spins. After a certain time (i.e., 
Tmix), the second gradient is applied to rephase the spins. If 
there is no motion of the spins, they will be completely 
rephased, and there will be no residual phase modulation. If 
there is motion, the spins undergo different degrees of 
dephasing and rephasing, resulting in overall dephasing 
which reduces the signal from the spins. This approach, 
which is based on pulsed gradients, was first proposed by 
Stejskal and Tanner [1]. The signal reduction due to molecu-
lar water diffusion is as follows:
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where S0 is the initial signal intensity without diffusion 
weighting, S is the diffusion-weighted signal, γ is the gyro-
magnetic ratio, G is the amplitude of diffusion-weighting 
gradient, δ is the duration of the gradient waveform, and ∆ is 
the timing between two diffusion-weighting gradients also 
called Tmix. D is the diffusivity in the unit of mm2/s, also 
known as the apparent diffusion coefficient (ADC) [2]. This 

equation is often simplified by defining
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which yields the following equation:
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where b is the diffusion-weighting sensitivity factor in the 
unit of s/mm2. To estimate D, diffusion-weighted imaging 
(DWI) is repeated multiple times with different b-values, and 
the signal decay is fitted using the above equations. Several 
approaches have been proposed to achieve signal preparation 
with diffusion weighting, such as spin echo- (SE), gradient 
echo-, and stimulated echo-based sequences. For data read-
out, echo planar imaging (EPI) is often used in clinical DWI 
to provide fast data acquisition [3].

As molecular diffusivity is closely related to the cellular 
microenvironment in living systems, diffusion-weighted 
MRI has been actively investigated and has become essential 
in clinical MRI examinations of the nervous system [4–6], 
body [7–9], cardiovascular system [10, 11], and musculo-
skeletal system [12–14]. However, DWI of short-T2 tissues 
remains relatively unexplored. To achieve DWI for short-T2 
tissues, ultrashort echo time (UTE)-type sequences are nec-
essary to enable the MR system receiving mode before short-
T2 signals decay to the noise level. However, a significant 
challenge for UTE-based diffusion imaging is that the mini-
mum echo time (TE) is limited by the need for diffusion 
preparation. Transverse magnetization decays when diffu-
sion encoding gradients are applied, and if these are of mod-
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erately long duration (of the order of a few ms), the signal 
from short-T2 tissues (T2* < 1 ms) may have decayed to near 
zero, or zero, before the completion of the diffusion-weight-
ing preparation and application of the spatial encoding gradi-
ents. As an alternative, stimulated echo-based UTE-DWI and 
double echo steady state (DESS)-based UTE-DWI tech-
niques have been implemented. In this chapter, we review 
these two approaches.

 Challenges with UTE Diffusion-Weighted 
Imaging (UTE-DWI)

As mentioned above, there are two conflicting factors: first, 
the requirement for a short enough TE to detect signal from 
short-T2 tissues and second, a sufficiently high b-value to 
achieve useful diffusion sensitization. The transverse magne-
tization undergoes T2* decay during the diffusion gradient 
and T2 decay during Tmix. Therefore, the resultant image has 
both T2-weighting and diffusion weighting, which is not 
desirable for UTE-DWI. The duration of the gradient can be 
decreased by using a fast-ramping high-amplitude gradient 
waveform, but this is limited by hardware performance in the 
gradient system and FDA regulations for gradient slew rates 
[15].

 Stimulated Echo Acquisition Mode 
(STEAM)-UTE-DWI

As an alternative, STEAM-based diffusion-weighted (DW) 
[16, 17] UTE (STEAM-DW-UTE) has been investigated 
[18]. Figure 28.1 shows the pulse sequence diagram. In this 
approach, diffusion weighting is achieved by using the pre-
ceding preparation module. In this module, a 90° tip-down 

pulse is first applied, and this is followed by a diffusion gra-
dient. As soon as the gradient is completed, the transverse 
magnetization is sent back to the longitudinal plane using a 
tip-up pulse with a −90° flip angle. A subsequent spoiler 
removes the remaining transverse magnetization. After that, 
another set of 90° tip-down RF pulse, diffusion encoding 
gradient, and a tip-up RF pulse is applied, followed by a 
UTE readout. This approach removes the T2 decay during 
Tmix since the magnetization is stored in the longitudinal 
plane where the spins undergo T1 recovery. However, T2* 
decay during the RF pulses and diffusion gradients cannot be 
avoided. Therefore, higher b-values cause higher T2*-
weighting in the signal, which is not desirable with STEAM-
UTE-DWI. b-values that are too low with STEAM-UTE-DWI 
can induce artifacts due to the banding effect that is gener-
ated when the phase labeling cycle is larger than the pixel 
dimension. The wavelength of the banding artifact is given 
by 𝜆 = 2π/(𝛾𝛿G). The diffusion gradient moment needs to be 
large enough so that 𝜆 is smaller than the pixel dimension in 
the corresponding axis. Figure  28.2 shows two phantom 
images with different diffusion gradient moments applied on 
the X-axis (left to right). The lower gradient moment results 
in a smaller 𝜆.

Carl et  al. showed the feasibility of STEAM-UTE-DWI 
using a cones trajectory [18]. In this approach, a STEAM- 
based diffusion-weighted preparation is followed by a 3D 
UTE cones data readout, with multiple spokes acquired per 
preparation. The multispoke imaging reduces the total imag-
ing time, but the signal variation between spokes due to T1 
recovery can cause artifacts that contaminate the diffusion 
weighting produced by the diffusion preparation module. T1 
contamination is minimized by using an RF cycling scheme, 
in which the last tip-up pulse in the STEAM module alternates 
between +90° and −90°, and the average signal is taken. The 
MRI experiment was performed on a 3T clinical MR scanner 
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Fig. 28.1 STEAM-UTE-DWI. The first RF pulse (tip-down) flips the 
magnetization onto the transverse plane where the first diffusion gradi-
ent dephases the transverse magnetization, and the second RF pulse 
(tip-up) places it back into the longitudinal plane. After mixing time, Δ 
(or Tmix), another set of RF pulses and gradient is applied, and this 
rephases magnetization. Moving spins undergo dephasing during the 

application of gradients which results in diffusion weighting. In the RF 
cycling scheme, the acquisition of data is repeated twice with the alter-
nated polarity of the second or the fourth RF pulses (tip-up pulses), and 
the signal is averaged to reduce the effect of T1 recovery. (Adapted with 
permission from Ref. [18])
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Fig. 28.2 Banding artifact with STEAM-UTE-DWI with small diffu-
sion gradient moments. A higher diffusion-weighted gradient moment 
yields narrower banding with 𝜆 = 9 mm (left), whereas a lower diffusion 
gradient moment yields wider banding with 𝜆 = 46 mm (right). Use of 

a large diffusion gradient can remove the banding artifact because the 
wavelength of the banding becomes smaller than the pixel resolution. 
(Adapted with permission from Ref. [18])

(HDXt, GE Healthcare) using a T/R head coil with a doped 
water phantom with T1 = 100 ms and T2 = 65 ms. Figure 28.3 
shows simulated STEAM-UTE-DWI data with different com-
binations of RF pulses: 90°, −90°, 90°, and −90° (Fig. 28.3a), 
90°, 90°, 90°, and  −90° (Fig.  28.3b), and RF cycled 
(Fig. 28.3c). Without RF cycling, the signal shows over- or 
underestimation due to the T1 recovery effect. With RF cycling, 
the simulated signal is close to the expected signal decay. In an 
MRI experiment with the phantom, RF cycled STEAM-UTE-
DWI showed an improved signal decay curve, reducing signal 
bias due to the T1 effect, which was close to diffusion-weighted 
SE-based EPI (DW-SE-EPI) (Fig. 28.3d).

To investigate the influence of T1, T2, and TR on the accu-
racy of ADC estimated with STEAM-UTE-DWI, a phantom 
experiment was performed by Baron et  al. using six tubes 
filled with 2% agarose gel and different concentrations of 
MnCl2 (from 10 to 80 mg/L) [19]. The phantom was imaged 
using a STEAM-UTE-DWI sequence with Tmix = 120 ms and 
b-values  =  14, 57, 127, and 227  s/mm2, respectively. The 
experiment was repeated with different TRs of 200, 300, and 
500 ms. As reference values, T1, T2, and ADC were measured 
using clinical inversion recovery (IR)-prepared spin echo 
(SE), SE, and DW-SE-EPI sequences, respectively. The mea-
sured mean T1s with the IR-SE sequence were 238.0, 388.2, 
387.3, 698.0, 924.1, and 1312.5 ms for tubes 1–6 (Fig. 28.4a). 
The measured mean T2s with the SE sequence were 17.0, 

24.9, 28.3, 35.2, 48.5, and 44.2 ms for tubes 1–6 (Fig. 28.4b). 
The measured mean ADC with the DW-SE-EPI sequence 
was 2.15 × 10−3 mm2/s in all tubes. Figure 28.4c–e shows the 
estimated ADC map from UTE-DWI with three different 
TRs. With a shorter TR, UTE-DWI tends to overestimate the 
ADC, presumably due to the residual signal that builds a 
coherent pathway. With TR = 200 ms, the ADC was overes-
timated up to 40% compared to the ADC estimated by 
DW-SE-EPI. Figure 28.4f shows the ADC map corrected by 
a Bloch simulation that simulated random diffusion weight-
ing to spoil the coherent signal buildup. This dramatically 
reduced errors. This study shows that imaging parameters 
such as TR should be carefully selected for accurate ADC 
estimation when using STEAM-UTE-DWI.

Carl et  al. have demonstrated the feasibility of in  vivo 
STEAM-UTE-DWI of the human knee joint [20]. In their 
study, diffusion weighting was performed on the Z-axis (i.e., 
in the slice direction) to reduce the banding artifacts shown 
in Fig. 28.2, where b-values from 0 to 250 s/mm2 were used. 
In addition, a conventional DW-SE-EPI sequence was used 
as a comparison. Figure  28.5a shows the resultant UTE 
images with b = 1, 136, and 240 s/mm2. Figure 28.5b shows 
the mean signal in regions of interest (ROIs) in muscle, fat, 
posterior cruciate ligament (PCL) and the fitted lines. The 
measured ADC in the ROI of muscle was 1.3 × 10−3 mm2/s 
with DW-SE-EPI and 1.2 × 10−3 mm2/s with STEAM-UTE- 
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Fig. 28.3 RF cycling with STEAM-UTE-DWI. Bloch-simulated dif-
fusion-weighted signal curves with a combination of RF pulses of (a) 
90°, −90°, 90°, and −90°, (b) 90°, 90°, 90°, and −90°, (c) RF cycled, 
and (d) actual signal decay tested in a phantom. The simulation results 
show that RF cycled UTE-DWI reduces bias in the diffusion signal 
decay by reducing the T1 recovery effect seen with multispoke imaging. 

The result from an actual imaging experiment (d) demonstrates good 
agreement with the Bloch simulation and shows that RF cycling 
improves the diffusion-weighted signal curve with different b-values, 
yielding similar decay to that from DW-SE-EPI. (Adapted with 
permission from Ref. [18])
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Fig. 28.4 Impact of T1, T2, 
and TR with STEAM-UTE- 
DWI. (a) T1 map estimated 
from an IR-based SE (IR-SE) 
sequence, (b) T2 map 
estimated from a SE 
sequence, and the measured 
ADC maps from STEAM- 
UTE- DWI with (c) 
TR = 500 ms, (d) 
TR = 200 ms, (e) 
TR = 300 ms, and (f) 
TR = 300 with signal 
correction based on the Bloch 
equations. The bias in the 
ADC map gets larger with 
shorter TRs due to the 
coherent buildup of the 
residual signal with 
successive RF excitations. 
(Adapted with permission 
from Ref. [19])
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measured signal with STEAM-UTE-DWI shows good agreement with 
that from DW-SE-EPI in muscle. (Adapted with permission from Ref. 
[20])

DWI. With STEAM-UTE-DWI, the measured ADCs for fat 
and PCL were 0.45 × 10−3 and 0.21 × 10−3  mm2/s, 
respectively.

 Quantitative UTE-Based Double Echo Steady 
State (qUTE-DESS)

 Double Echo Steady State (DESS)

DESS imaging comes from the steady-state free precession 
(SSFP) [21] family of sequences. With SSFP, steady-state 
transverse magnetization is achieved by repeated RF pulses 
which create stimulated echoes and establish coherent sig-
nal pathways that contribute toward the steady state. DESS 
is a variant of balanced SSFP (bSSFP). Unlike bSSFP, 
where gradients are perfectly balanced, DESS utilizes an 
unbalanced gradient interleaved in the middle of the 
sequence to separate the signal into two echoes called S+ 
and S−. Both FID and stimulated echoes from previous sig-
nal pathways contribute to S+, while only stimulated echoes 
contribute to S−. S+ has more FID-like characteristics, while 
S− is more spin echo or stimulated echo like. Due to the 
longer signal pathways contributing to the S− signal, S− is 
more T2-weighted than S+. Both S+ and S− signals are diffu-
sion weighted due to the gradient interleaved in the middle 
of the sequence, but S− typically shows more substantial dif-
fusion weighting than S+.

DESS has been widely used in musculoskeletal imaging 
[22–29] and neuroimaging [30–35] due to its flexibility and 
versatility including controllable T1, T2, and diffusion 
weighting. The diffusion weighting of DESS has been useful 
in suppressing synovial fluid signal in cartilage imaging and 
blood signal in peripheral nerve imaging. Quantitative diffu-
sion mapping has been investigated with DESS [23, 25, 35–
37]. Bieri et al. investigated diffusion mapping with DESS in 
human knee cartilage using images acquired with different 

diffusion weightings [37]. The parameter fitting was based 
on the SSFP signal model established by Freed et al. [38]. 
Staroswiecki et al. have also estimated ADC using the DESS 
signal model [39].

 UTE-Based Double Echo Steady State 
(UTE-DESS)

UTE-DESS was first introduced by Chaudhari et  al. [40]. 
UTE-DESS is similar to DESS except for the readout 
scheme, which utilizes center-out radial acquisitions to 
shorten TE. Recently, Jang et al. demonstrated the feasibility 
of a UTE cones-based DESS (UTE-Cones-DESS) sequence 
that allows more flexible data encoding using  3D-spiral- cones 
trajectories [41]. Like DESS, UTE-DESS utilizes steady-
state transverse magnetization established by repeated RF 
pulses. The SSFP signal is separated into S+ and S− using a 
spoiling gradient interleaved between readout gradients. To 
allow UTE imaging of the S+ signal, a readout gradient is 
played out immediately after the RF dead-time to perform 
data encoding in a center-out k-space trajectory. The S− sig-
nal is acquired using a gradient with a time-reversed shape 
and amplitude opposite in sign to that of the first readout 
gradient, so that data are acquired in the manner of a flyback. 
To encode 3D k-space for S+ and S−, the encoding gradients 
are rotated with successive TRs. In contrast, the interleaved 
spoiling gradient remains unchanged to allow coherent sig-
nal buildup in the steady state. The encoding gradient can be 
either trapezoidal (radial) or spiral (cones). Figure  28.6 
shows a pulse sequence diagram for UTE-Cones-DESS. The 
projection radial (PR) mode can be realized by straightening 
the spiral arms. The spoiling gradient moment (GM) (i.e., the 
area under the gradient) is adjusted to achieve different 
degrees of diffusion weighting for qUTE-DESS.

Figure 28.7 shows S+ and S− images acquired using the 
UTE-Cones-DESS sequence with different imaging parame-
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Fig. 28.6 UTE-DESS with 
3D-spiral-cones trajectory. (a) 
Pulse sequence diagram and 
(b) cones k-space trajectory. 
The spiral-cones trajectory 
allows more efficient 
encoding of the k-space with 
a much reduced number of 
spokes. For quantitative ADC 
mapping with UTE-DESS, 
the gradient moment of the 
spoiler is controlled by 
adjusting either the gradient 
amplitude, Gmax, or the 
gradient pulse width (Gpw). 
(Adapted with permission 
from Ref. [42])
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Fig. 28.7 Signal weighting 
with qUTE-DESS.  
T2-weighting can be achieved 
between S+ and S− echoes. 
T1-weighting is adjusted by 
use of different flip angles. 
Diffusion weighting is 
controlled by the spoiling 
gradient moments. (Adapted 
with permission from Ref. 
[42])

ters: FA = 10° or 30°, GM = 60, or 180 mT/m ms. In a compari-
son of images acquired with low and high GMs, the differences 
due to diffusion weighting are clearly observed in S− (green 
arrows). In S+, the different diffusion weighting is also seen 
in fluid which has high diffusivity (red arrows). Different 

T1-weighting is observed between the images acquired with 
different flip angles, while T2- weighting differences are 
observed between S+ and S− images. Using the images with 
different signal weightings, quantitative T1, T2, and ADC val-
ues can be simultaneously estimated with qUTE-DESS [42].
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 Fat Suppression with UTE-DESS

Diffusion of lipid molecules is much slower than that of 
water diffusion. Without fat suppression, the ADC of water-
containing tissues adjacent to fat can be underestimated with 
DWI due to the partial volume effects between water and fat. 
Unfortunately, conventional fat saturation techniques, 
including chemical shift selective (CHESS) imaging [43], 
IR-based fat suppression such as short tau IR (STIR) [44], 
spectral presaturation with IR (SPIR) [45], and spectral 
attenuated IR (SPAIR) [46, 47], cannot be used with DESS 
because they ruin the coherence signal pathway necessary to 
establish steady-state transverse magnetization. As an alter-
native, water excitation using composite RF pulses has been 
used with conventional DESS [24, 25, 27, 28, 32, 33]; how-
ever, it cannot be applied to UTE-DESS due to the long 
effective TE and T2* decay in the long binomial RF pulses 
used with this technique [48, 49]. Chaudhary et al. showed 
the feasibility of using a two-point Dixon approach to sepa-
rate water and fat signals with UTE-DESS [40]. Despite the 
promising results from the two-point Dixon approach, it 
requires twice the scan time to acquire the additional images 
with different timings. Alternatively, Jang et  al. proposed 
using a single-point Dixon approach adapted for UTE-DESS 
and this achieves direct fat and water separation without the 
need for an additional acquisition [41].

 Eddy Current Correction for UTE-DESS

Eddy currents are generated within conductors in the magnet 
when magnetic fields are changed. Even with the good 
shielding of the modern MR systems, eddy currents cannot 
be completely avoided. Generated eddy currents create addi-
tional magnetic fields that vary in time and space, and are 
typically subdivided into different spatial orders [50]. Zero-
order eddy currents generate a constant magnetic field in 
space and shift the net B0 field. This is known as the B0 eddy 
current. First-order eddy currents generate linear ramping 
magnetic fields in space, which mimic gradient fields, and 
are known as linear eddy currents. In general, linear eddy 
currents are more problematic with UTE sequences than 
with conventional Cartesian sequences due to the use of 
ramp sampling. They can result in imaging artifacts due to 
the distorted k-space trajectories [51, 52]. B0 eddy currents 
are less problematic with regular UTE imaging. However, 
correcting for B0 eddy current effects is more critical with 
UTE-DESS. In UTE-DESS, the S+ image is acquired with a 

center-out gradient, while the S− image is acquired with a 
flyback gradient. Due to the different gradient shapes with 
opposite polarities, S+ and S− signals are affected by various 
forms of eddy currents, but especially B0 eddy currents which 
induce phase modulation in k-space of S+ and S− signals in 
opposite directions. This results in misregistration of S+ and 
S− images. The B0 eddy current effect can be compensated 
for by demodulating the phase error from the acquired 
k-space data. The efficacy of B0 eddy current correction in 
UTE-DESS has been demonstrated in the literature [53].

 ADC Mapping with qUTE-DESS

As with STEAM-based UTE-DWI, qUTE-DESS suffers 
from the problem that diffusion weighting is limited by the 
rapid signal decay of short-T2 tissues. With qUTE-DESS, 
higher diffusion sensitivity (i.e., higher diffusion weighting) 
requires higher gradient moments which need gradients with 
higher gradient amplitudes (Gmax) and/or longer pulse widths 
(Gpw). However, higher GMs increase the minimum TR 
required to accommodate the longer Gpw and to keep the gra-
dient duty cycle within safe limits. The attainable diffusion 
weighting is related to the steady-state coherent signal path-
way, which is determined by imaging parameters such as flip 
angle, TR and GM, as well as tissue properties such as T1, T2, 
and ADC. It is essential to adjust imaging parameters for the 
targeted short-T2 tissues. Figure  28.8 shows ex  vivo knee 
imaging with a qUTE-DESS sequence tested using different 
imaging parameters. Figure 28.8a, b displays the resultant S+ 
and S− images, including various tissues of interest such as 
cartilage, menisci, and tendons. These images showed appar-
ent diffusion weighting in cartilage and fluid with long T2s, 
while the low signal intensity obscures diffusion-weighting 
effects in menisci and tendons with short T2s. The results 
show that TR and GM are important imaging parameters for 
qUTE-DESS, which depend on the MR properties of the tar-
geted tissues. A short TR provides higher sensitivity for 
short-T2 tissues but can limit diffusion sensitivity and vice 
versa.

Figure 28.9 shows the T1, T2, and ADC mapping results 
from qUTE-DESS in two ex vivo cadaveric knee joints with 
a TR of 12.3  ms and maximum GM of 120 mT/m  ms. 
Overall, qUTE-DESS shows reasonable values of T1, T2, and 
ADC for both long and short-T2 tissues (red and gray arrows, 
respectively), while the clinical DW-SE-EPI sequence shows 
marked spatial distortion due to the B0 inhomogeneities and 
eddy current effects.
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a

b

c

Fig. 28.8 Diffusion weighting and ADC mapping with qUTE-DESS using various gradient moments. S+ and S− images from two different slices 
(a, b) were acquired with varying gradient moments and TRs. (c) Shows the resultant ADC maps. (Adapted with permission from Ref. [42])
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Fig. 28.9 Estimated T1, T2, and ADC from qUTE-DESS and T2 calcu-
lated using CPMG and ADC evaluated by DW-SE-EPI. Ex vivo knee 
joints (a) 87-year-old donor and (b) 54-year-old donor. Compared to 
qUTE-DESS, the ADC map from DW-SE-EPI shows strong spatial dis-

tortion due to the EPI readout being sensitive to B0 inhomogeneity and 
eddy currents. qUTE-DESS allows parameter estimation for both long 
(red arrows) and short (gray arrows) components. (Adapted with per-
mission from Ref. [42])
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 Conclusion

Diffusion-weighted imaging of short-T2 tissues is fundamen-
tally limited by the short-T2 signal decay and hardware per-
formance, making it challenging to pursue both diffusion 
and short-T2 sensitivity simultaneously. With current clinical 
MR scanners, the achievable diffusion weighting is limited 
for the short-T2 tissues as a direct consequence of their T2s. 
Clinical ADC mapping is not likely to be feasible for the tis-
sues with ultrashort-T2s, such as bone, due to the extremely 
rapid signal decay that does not allow effective diffusion 
encoding. However, UTE-DWI can be useful for tissues with 
moderately short-T2s, such as tendons, ligaments, cartilage, 
and menisci. In this chapter, the feasibility of STEAM-UTE-
DWI and qUTE-DESS imaging is illustrated. UTE-DWI is 
still at an early stage of development and needs further work. 
The potential applications of UTE-DWI include various 
musculoskeletal diseases involving cartilage, tendon, liga-
ment, and meniscus.
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29Deep Learning for Automated 
Segmentation and Quantitative 
Mapping with UTE MRI

Xing Lu, Hyungseok Jang, Yajun Ma, and Jiang Du

 Introduction

Artificial intelligence (AI) technology, powered by advanced 
computing power, a large amount of data, and new algo-
rithms, is becoming increasingly popular. With advances in 
computing power using graphics processing units and the 
availability of large data acquisitions, deep neural networks 
outperform human or other machine learning (ML) capabili-
ties in computer vision and speech recognition tasks. The 
advances making this possible are also being applied to 
healthcare problems, including computer-aided detection/
diagnosis of disease, disease prediction, image segmenta-
tion, and image generation.

Deep learning is a type of machine learning and AI that 
imitates the way humans gain certain types of knowledge. 
The emergence of deep learning is driven by breakthroughs 
in convolution neural networks (CNNs) which are a set of 
techniques and algorithms that enable computers to discover 
complicated patterns in large data sets [1]. Feeding the 
breakthroughs is increased access to data (“big data”), user- 
friendly software frameworks, and an explosion of available 
computing power that enables the use of neural networks that 
are deeper than ever before. The typical compositions of 
CNNs are convolutional, pooling, and fully connected lay-
ers. The primary role of the convolutional layer is to identify 
patterns, lines, edges, and so on. Each hidden layer of a CNN 
consists of convolutional layers that convolve input arrays 

with weight-parameterized convolution kernels. The kernels 
generate multiple feature images and succeed in various 
vision tasks such as segmentation and classification.

Deep learning methods are increasingly used to improve 
clinical practice, and the list of examples of this is long and 
growing daily. Deep learning is assisting medical profession-
als and researchers in discovering hidden data opportunities 
and better-serving healthcare needs. Deep learning in health-
care provides doctors with accurate diagnosis of disease and 
helps improve treatment decisions. Specifically, in radiology, 
it may include early detection of cancer and other lesions, 
computer-assisted diagnosis (CAD), treatment planning, and 
survival analysis. MRI is a major medical imaging modality, 
in which deep learning has important applications, including 
image reconstruction, functional data analysis, segmenta-
tion, and quantification. In this chapter, we discuss essential 
aspects of these uses.

 Deep Learning in MRI

 Reconstruction

CNN and recurrent neural network (RNN)-based image 
reconstruction methods are gaining more attention. They 
were first proposed in 2016 by Yang et al. [2] and Wang et al. 
[3]. Later, various MRI reconstruction techniques with dif-
ferent CNN architectures were developed. In 2018, Qin et al. 
proposed the use of dynamic MR image reconstruction with 
convolutional RNNs [4], and reconstructing fast cardiac MR 
images from highly undersampled complex-valued k-space 
data by learning spatiotemporal dependencies with promis-
ing reconstructed image qualities. In the same year, a unified 
framework for image reconstruction [5], called automated 
transform by manifold approximation (AUTOMAP), was 
reported by Zhu et al. This consisted of a deep convolutional 
neural network (DCNN) with a convolutional autoencoder, 
which generated image reconstructions generically from 
MRI examinations such as those collected from the Human 
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Connectome Project. The images were transformed from the 
k-space domain. Yang et al. proposed deep de-aliasing gen-
erative adversarial networks (DAGAN) for MRI reconstruc-
tion with deep Generative Adversarial Networks (GAN) [6]. 
In 2020, Yaman et al. reported the use of a self-supervised 
style of deep learning for MRI reconstruction with unders-
ampled data. The acquired sub-sampled k-space data was 
divided into two sets; one was used to keep data consistency 
in the unrolled network, and the other was used for network 
training. Results demonstrated that the proposed method 
could reconstruct images from sub-sampled data, and had a 
similar performance to the supervised approach that was 
trained with fully sampled references [7].

 Registration

Medical image registration is a fundamental part of various 
applications in medical image analysis. It is widely used to 
process data for downstream tasks such as lesion detection, 
organ segmentation, and classification, as well as quantifica-
tion in parametric MRI. As a result, the performance of many 
tasks is heavily influenced by the quality of the image regis-
tration algorithm used to place the images in a common 
coordinate frame of fixed size and spatial resolution. 
Recently, deep learning-based algorithms have been applied 
to MRI registration to improve accuracy and speed. Some 
examples include elastic registration between 3D MRI and 
transrectal ultrasound for guiding targeted prostate biopsies 
[8], and deformable registration for brain MRI [9].

 Segmentation

Image segmentation is one of the core functions of different 
types of quantitative image analysis and includes annotating 
images into multiple regions that share similar attributes 
including morphological designations. Initially, classical 
approaches were used for medical image segmentation and 
tissue classification [10–12]. Later, atlas-based and other 
complex segmentation methods and approaches were 
reported [13–15]. Deep learning-based techniques, mostly 
CNNs, are now penetrating the whole field of medical image 
segmentation with applications to the brain, liver, lung, knee, 
and spine [16–22].

 Quantification

One important area that is gaining more and more attention 
in deep learning-based MRI is the estimation of quantitative 
tissue parameters with specific physical meanings from raw 
complex-valued data. Quantitative MRI (qMRI) provides 

unique opportunities for observing biological microstruc-
tural processes such as measuring tissue atrophy using mor-
phological imaging. This allows more comprehensive 
characterization of tissue changes, including early effects on 
microstructural integrity and recognition of disease-specific 
changes. So far, qMRI techniques have been extensively 
investigated to quantify the specific tissue properties T1, T2, 
T1ρ, susceptibility, magnetization transfer (MT), perfusion, 
and diffusion. Numerous studies suggest that qMRI of tissue 
properties will add valuable clinical information, including 
the detection of microstructural tissue damage in areas that 
appear normal on conventional MRI and unveiling micro-
structural correlates of clinical manifestations.

Although the application of deep learning in quantitative 
MRI are less explored compared to other techniques, a num-
ber of early studies have recently shown its great promise to 
improve the speed, efficiency, and quality of MR tissue prop-
erty mapping. Rasmussen and coworkers used a U-Net- based 
convolutional neural network to perform field-to- source 
inversion to directly invert the magnetic dipole kernel convo-
lution in quantitative susceptibility mapping (QSM), a tech-
nique called DeepQSM [23]. Magnetic resonance 
fingerprinting (MRF) uses a pseudo-randomized acquisition 
that causes the signals from different tissues to have a unique 
signal evolution (“fingerprint”). Mapping the signals back to 
known tissue parameters (T1, T2, and mobile proton density 
ρm) is a challenging inverse problem. Cohen et al. [24] have 
used voxel-wise MRI data acquired with MRF sequences 
(MRF-EPI, 25 frames in ∼3 s; or MRF-FISP, 600 frames in 
∼7.5 s) with a four-layer neural network consisting of two 
hidden layers with 300 × 300 fully connected nodes and two 
nodes in the output layer, to produce T1 and T2 parametric 
maps. The MRF Deep RecOnstruction NEtwork (DRONE) 
was trained by an adaptive moment estimation stochastic 
gradient descent algorithm with a mean squared error loss 
function [25]. Liu et al. proposed a model-augmented neural 
network with incoherent k-space sampling (MANTIS) for 
efficient MR parameter mapping with physical models [26]. 
A major limitation of traditional qMRI is the long scan time 
required for reliable and repeatable measurements. Further 
development in deep learning-based qMRI is expected to 
significantly reduce the total scan time required for data 
acquisition, and thereby provide fast and robust maps of MR 
morphology and tissue properties.

 Deep Learning in Knee Osteoarthritis 
with MRI

Knee osteoarthritis (OA) is a progressive disease that affects 
the entire knee joint and causes significant disability in 
patients worldwide. This disease is characterized by irrevers-
ible degeneration of the articular cartilage on the surfaces of 
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the femur, tibia, and patella. Early detection of knee OA is 
crucial for therapy, such as weight reduction and exercises 
that have been found to be effective in halting disease pro-
gression and delaying the need for total knee replacement 
(TKR) [27].

Recent OA studies using fully automatic methods have 
mostly focused on MRI as it provides excellent soft tissue 
contrast and spatial resolution of the knee joint. MRI does 
not require ionizing radiation [28]. In addition, knee OA is a 
“whole-organ disease” that involves all the principal joint 
tissues and tissue components. Volumetric MRI can visualize 
the complex 3D structure of the knee joint while discriminat-
ing multiple tissue types and hence provide a better evalua-
tion of OA than two-dimensional (2D) radiography [29, 30].

Most techniques used in deep learning studies in the OA 
field are based on CNNs. Most CNN segmentation studies 
utilize U-Net architecture which is a symmetrical network 
consisting of an encoder and a decoder. The network first 
learns to encode by convolution downsampling and then 
decode into a segmentation mask representing the object of 
interest in the image by upsampling the “deconvolutions” 
[30]. Several studies have adopted the 2D encoder–decoder 
U-Net model proposed by Ronneberger et  al. [31] in knee 
compartment segmentation studies. Norman et  al. utilized 
2D U-Net to segment six subcompartments of the knee, 
including articular cartilages and menisci [32]. Liu et al. pre-
sented automated segmentation of knee bone and cartilage 
by combining 2D SegNet and 3D simplex deformable mod-
eling. 3D deformable modeling allows the final segmenta-
tion of the output to produce the desired smooth surface and 
shape [33].

Though morphological changes in knee OA may be 
detected by conventional MRI sequences, such as dual-echo 
steady state (DESS), fast spin echo (FSE), and gradient 
recalled echo (GRE) [34], these changes typically occur dur-
ing the late stages of OA when treatment is likely to be much 
less effective. Novel MRI techniques, such as ultrashort echo 
time (UTE), can potentially detect changes that occur in the 
early stages of OA [35–37]. With UTE MRI, short-T2 tissues 
such as the osteochondral junction, menisci, ligaments, ten-
dons, and bone, which are otherwise “invisible” with con-
ventional MRI sequences, can be directly imaged and 
quantified, thereby providing a truly “whole-organ disease” 
approach for the diagnosis of OA. These morphological, and 
especially quantitative, UTE-based MRI techniques may 
allow more robust detection of early joint degeneration.

Deep learning-based methods have also been imple-
mented with UTE MRI of short-T2 tissues. This application 
of AI, especially deep learning, for automated segmentation 
and quantitative mapping with UTE MRI will be described 
in the following parts of this chapter. We will focus on UTE-
based deep learning applications in knee OA, including knee 
compartment segmentation, quantitative parametric map-

ping, and an integrated deep learning framework for simulta-
neous segmentation and quantification.

 Deep Learning in Knee Osteoarthritis 
with UTE MRI

 Segmentation with UTE MRI

UTE MRI allows high-resolution morphological and quanti-
tative imaging of both short- and long-T2 tissues in the knee 
joint. A U-Net-based CNN has been developed for fully 
automated segmentation of short-T2 tissues, such as the 
meniscus, and long-T2 tissues, such as articular cartilage, 
including extraction of quantitative parameters such as UTE-
based T1, T2*, T1ρ, and macromolecular proton fraction 
(MPF).

 Attention U-Net-Based Meniscus Segmentation
As a pilot study, Byra et al. developed an attention 2D U-Net 
CNN based on transfer learning and a relatively small set of 
UTE MR data [38]. In this study, a pre-trained model was 
used on a large set of nonmedical images. The deep learning 
approach was based on the U-Net architecture, as shown in 
Fig. 29.1. Gray colors indicate the convolutional blocks initi-
ated with the weights extracted from the VGG19 network. 
For each block, the number of filters is indicated below the 
block type. Each convolutional block, except for the first and 
the last block, used a 3 × 3 convolutional filter and the recti-
fier linear unit (ReLu) as the activation function. The first 
block used a 1D 1 × 1 convolutional filter and no activation 
function. The last block used the sigmoid activation function 
suitable for binary classification. Attention layers (ALs) 
were applied to process the feature maps propagated through 
the skip connections to let the network focus more on par-
ticular regions in feature maps instead of analyzing the entire 
image representation.

Additionally, ALs to process the feature maps propagated 
through the skip connections were applied. ALs could help 
the network focus more on small regions instead of analyz-
ing the entire field of view. This is done by filtering the 
encoder feature maps based on the output of the decoder con-
volution layers to incorporate information about initial 
menisci localization. Therefore, areas of feature maps far 
from the initial menisci localization are compressed and less 
noisy feature maps are propagated through the skip 
connections.

The transfer learning-based approach was also implied in 
the model development. The weights of this U-Net’s first two 
convolutional blocks were initiated with the weights of the 
corresponding first two convolutional blocks of the VGG 19 
model pre-trained on the ImageNet dataset. The first several 
layers of pre-trained CNNs, like the VGG 19, commonly 
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tional block (kernel size of 2 × 2, stride of 2 × 2). (Reproduced with 
permission from Ref. [38])

include blob and edge detectors, while the deeper layers 
extract features more related to the particular recognition 
problem. Transfer learning methods utilizing the VGG 19 
CNN performed well for various medical image analysis 
problems across different medical imaging modalities.

The Dice score-based loss function is used for training the 
network. The Dice score (or coefficient) is defined in the fol-
lowing way:

 

Dice score =
2 M A
M A

∩
+  

(29.1)

where M is the manual segmentation region of interest (ROI), 
A is the automatic segmentation ROI predicted by the CNN, 
and |·| refers to set cardinality.

A total of 61 human subjects (aged 20–88 years, 30 males, 
31 females) were recruited for this retrospective study, which 
included 23 healthy volunteers, 25 patients with mild OA, 
and 13 patients with moderate OA. Whole knee joint imag-
ing was performed using a 3D UTE Cones sequences on a 3T 
MR750 scanner (GE Healthcare Technologies, Milwaukee, 
WI). UTE-based T1, T2*, and T1ρ were measured for the 
whole knee joint. The Elastix motion registration based on 
the Insight Segmentation and Registration Toolkit was 
applied to the 3D UTE Cones data before quantification to 
account for possible motion during the relatively long data 
acquisitions. All UTE datasets were registered to the first set 

of UTE-T2* data. The Dice score was used for model selec-
tion during training. After the training, the best performing 
CNN model determined by the best Dice score on the valida-
tion dataset was employed to calculate the ROIs using the 
test dataset, which contained 191 2D images from 15 
menisci. In the next step, the manual and automatic segmen-
tations were used to calculate average UTE-T1, UTE- T1ρ, and 
UTE-T2*s for each 2D ROI. Figure 29.2 shows manual and 
automatic segmentations obtained from the test dataset in 
four cases. Figure  29.2a, b illustrates cases where a high 
level of agreement between radiologists and models was 
achieved. Figure  29.2c, d presents examples with a lower 
level of agreement between the radiologists and models.

Dice scores, Pearson’s linear correlation coefficient, and 
Bland–Altman plots were implemented to evaluate the level 
of agreement between the CNNs and radiologists. Four cases 
were examined: Rad 1 vs. Rad 2, Rad 1 vs. CNN 1, Rad 2 vs. 
CNN 2, and CNN 1 vs. CNN 2. Figure 29.3 demonstrates the 
relationships and Bland–Altman plots for the average UTE- 
T1 values calculated using the manual and automatic seg-
mentations provided by the radiologists and the CNNs, 
respectively.

 Attention U-Net-Based Cartilage Segmentation
As reported by Xue et al., a model architecture similar to that 
used for the meniscus was implemented for the study of 
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Rad 1 Rad 2 CNN 1 CNN 2

a

b

c

d

Fig. 29.2 Typical results of manual and automatic segmentations of 
the meniscus. (a) and (b) Show results with high-level agreement 
between radiologists (Rad 1 and Rad 2) and models (CNN 1 and CNN 

2). Lesion levels of agreement are shown in (c) and (d). Both CNNs 
gave correct predictions, while there were some errors in the annotations 
by the radiologists. (Reproduced with permission from Ref. [38])

articular cartilage [39]. As shown in Fig. 29.4, the attention 
gates of this model account for the output of decoder convo-
lutional blocks to determine the critical regions of the images 
and, consequently, to filter feature maps accordingly from 
the encoder path.

A total of 65 human subjects (33 females) were included 
in this study. The whole knee joint (29 left, 36 right) was 
scanned using a transmit/receive 8-channel knee coil on a 3T 
clinical MR system. The MRI protocol included a series of 
3D UTE Cones sequences to measure T1, T1ρ, T2*, and 
MPF. Motion registration was applied to all quantitative 3D 
UTE Cones images using Elastix software [40], in which a 
rigid affine transform was followed by a nonrigid b-spline 
registration [41]. Fat-saturated adiabatic T1ρ-weighted MR 
images provided the best cartilage contrast and were used for 
manual segmentation by two musculoskeletal radiologists 
(Rad 1 and Rad 2) with 18 and 13 years’ experience, respec-
tively. The manually segmented data was inputted to the 
CNN model as the ground truth. The same manual segmenta-
tion masks were applied to registered 3D UTE- based T1, T2*, 
and MT data for subsequent quantitative processing. As 
shown in Fig. 29.5, the CNN models provided reliable carti-
lage segmentation similar to that provided by manual seg-
mentation. Three representative subjects (a, 24-year-old 

female, KL = 0; b, 43-year-old male, KL = 1; and c, 74-year-
old female, KL = 3) were chosen to show the input 3D UTE 
Cones MR images, the corresponding manual labels drawn 
by Rad 1 and Rad 2, and the labels produced by CNN 1 and 
CNN 2, respectively. Strong interobserver agreement was 
shown between Rad 1 and CNN 1 and between Rad 2 and 
CNN 2. The morphology of labels produced by each CNN 
model showed high similarity with the labels produced by 
the corresponding radiologist.

Mean Dice scores were 0.81 ± 0.11 for Rad 1 vs. CNN 1 
and 0.82 ± 0.08 for Rad 2 vs. CNN 2, respectively. The Dice 
score between labels produced by CNN 1 and CNN 2 was 
0.87, which was higher than the Dice score between the two 
radiologists (0.83), indicating improved interobserver agree-
ment in automatic segmentation compared with manual seg-
mentation. The mean values of the volumetric overlap errors 
(VOEs) between manual and automatic segmentation were 
28.43  ±  7.31%, 30.43  ±  13.03%, 29.28  ±  10.83%, and 
22.15 ± 10.51% for Rad 1 vs. Rad 2, Rad 1 vs. CNN 1, Rad 
2 vs. CNN 2, and CNN 1 vs. CNN 2, respectively.

Figure 29.6 shows scatter plots for UTE-T1 between Rad 
1 vs. CNN 1, Rad 2 vs. CNN 2, Rad 1 vs. Rad 2, and CNN 1 
vs. CNN 2, with the corresponding Pearson correlation coef-
ficients which ranged from 0.91 to 0.99, respectively. High 
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Fig. 29.3 Relationships and Bland–Altman plots for average UTE-T1 
values calculated using the segmentations provided by the radiologists 
and the CNNs, (a)–(d) demonstrate the relationships of UTE-T1 values 

for Rad 1 vs. Rad 2 (r = 0.91), CNN 1 vs. Rad 1 (r = 0.95), CNN 2 vs. 
Rad 2 (r = 0.94), and CNN 1 vs. CNN 2 (r = 0.9). (Reproduced with 
permission from Ref. [38])
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Fig. 29.5 The segmentation performance of the CNN model in three representative subjects (a–c). (Reproduced with permission from Ref. [39])

29 Deep Learning for Automated Segmentation and Quantitative Mapping with UTE MRI



364

1400

1300

1200

1100

1000

900

800

700

1400

1300

1200

1100

1000

900

800

700

1400

1400

1300

1300

1200

1200

1100

1100

1000

1000

900

900

800

800

700

700 14001300120011001000900800700

14001300120011001000900800700 14001300120011001000900800700

1400

1300

1200

1100

1000

900

800

700

U
T

E
-T

1,
 C

N
N

1 
(m

s)

U
T

E
-T

1,
 C

N
N

2 
(m

s)

U
T

E
-T

1,
 R

ad
1 

(m
s)

U
T

E
-T

1,
 C

N
N

2 
(m

s)

UTE-T1, Rad1 (ms)

UTE-T1, Rad1 (ms)

UTE-T1, Rad2 (ms)

UTE-T1, CNN1 (ms)

R=0.93 R=0.93

R=0.99 R=0.99

a b

c d

Fig. 29.6 Scatter plots for average UTE-T1 values with manual and 
automatic segmentations obtained from the radiologists and the CNN 
models. (a)–(d) Show the relationships of UTE-T1 values for Rad 1 vs. 

CNN 1, Rad 2 vs. CNN 2, Rad 1 vs. Rad 2, and CNN 1 vs. CNN 2. 
(Reproduced with permission from Ref. [39])

consistency was observed between the two radiologists and 
the CNN models. Significant increases in UTE-based T1, T1ρ, 
and T2* values (P  <  0.05), as well as a decrease in MPF 
(P < 0.001), were observed in doubtful-minimal OA and/or 
moderate-severe OA compared with normal controls, sug-
gesting that fully automated quantitative 3D UTE biomark-
ers may be useful in the evaluation of OA.

This study evaluated a transfer learning-based U-Net 
CNN model to automatically segment whole knee full- 
thickness cartilage and extract quantitative MR parameters 
using 3D UTE Cones MR imaging in vivo. Maps of UTE- 
based T1, T1ρ, and T2*s, as well as MPF, were automatically 
generated for whole knee cartilage. The robustness of this 
novel approach was validated by the high consistency in 
global mean values of T1, T1ρ, T2*, and MPF obtained from 
manually and automatically segmented cartilage.

 Quantification with UTE MRI

Tissue properties such as T1, T1ρ, and T2* can be measured 
using qMRI techniques and can be used as potential bio-
markers of disease [42]. Traditional qMRI parametric map-
ping is achieved by fitting a series of data with least square 
algorithms. The total scan time is significantly increased due 
to the need for data acquired with a series of repetition times 
(TRs) or flip angles (FAs) for T1 mapping, spin-locking times 
(TSLs) for T1ρ mapping, or echo times (TEs) for T2* map-
ping [43–47]. As a result, the application of quantitative MRI 
in clinical practice is severely limited by the scan time that 
increases exponentially with data dimension. Deep learning-
based quantification has been investigated to accelerate UTE 
parametric mapping.
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Fig. 29.7 Deep learning-based quantitative parametric mapping strategy compared to conventional nonlinear fitting methods. (Reproduced with 
permission from Ref. [48])

a

b

Fig. 29.8 Self-attention CNN. (a) The architecture of the self-attention CNN. (b) The composition of a convolutional block, where a novel self- 
attention layer is integrated. (Reproduced with permission from Ref. [48])

Wu et al. proposed a modified V-Net for shortening the 
UTE-T1 mapping time [48]. Figure 29.7 shows conventional 
T1 mapping derived from the least square fitting of UTE 
images acquired with different TRs and using RF field inho-
mogeneity corrected by B1 mapping. T1 and B1 maps were 
predicted directly from two highly undersampled T1- 
weighted images using deep learning.

A modified V-Net was used in this study, as shown in 
Fig.  29.8. It consists of an encoder and a decoder along 
which the resolution of feature maps first shrinks and then 
expands. Global shortcut connections were established 
between the corresponding levels of the two paths to com-
pensate for details lost in downsampling. Local shortcut con-

nections were also established within the same level of a 
single path to facilitate residual learning.

Figure 29.9 demonstrates the feasibility of the modi-
fied V-Net for accelerated UTE-based T1 and B1 mapping. 
In Fig.  29.9d, the T1 map predicted from two jointly 
reconstructed images (corresponding to 10° and 30° FAs) 
is highly consistent with the ground truth T1 map 
(Fig. 29.9a) and is very similar to the T1 map (Fig. 29.9e) 
predicted from four jointly reconstructed images (corre-
sponding to 5°, 10°, 20°, and 30° FAs). This means that 
reducing the number of input images does not have a sub-
stantial impact on the fidelity of the predicted parametric 
map.
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Fig. 29.9 T1 and B1 maps were predicted from various input images 
with an acceleration factor of four in every input image. (a) Ground 
truth of the T1 and B1 maps, (b) maps predicted from two undersampled 
images with 10° and 30° FAs, (c) maps derived from two individually 

reconstructed images with 10° and 30° FAs, (d) maps derived from two 
jointly reconstructed images with 10° and 30° FAs, and (e) maps 
derived from four jointly reconstructed images with 5°, 10°, 20°, and 
30° FAs. (Reproduced with permission from Ref. [48])

Using the proposed method, spatiotemporal correlation 
between images is exploited to allow undersampling and 
reduction in the number of different contrast images required. 
This greatly accelerates quantitative UTE parametric map-
ping without compromising its accuracy. In addition, acqui-
sition of the B1 map is no longer necessary, which further 
reduces the total scan time.

 Simultaneous Segmentation 
and Quantification with UTE MRI

As OA is a “whole-organ” disease [49], it would be of great 
clinical value to simultaneously segment and quantify the 
principal joint tissues accurately and effectively. The feasibil-
ity of DCNNs with physical constraints for simultaneous seg-
mentation and T1 mapping of the whole knee joint tissues 
using UTE MRI has been shown. It would be highly desirable 
to develop similar techniques for automatic segmentation and 
mapping of a panel of UTE biomarkers, including T1, T1ρ, T2, 
T2*, and MPF for all the primary tissues in the joint. A series 
of networks, including the Multi-Tissue Segmentation and 
Quantification Net (MSQ- Net), the Physical Constraint 
MSQ-Net (pcMSQ-Net), and the Multi-Tissue Segmentation 
Multi-Parameter Quantification Net (MSMQ-Net), are pro-
posed to address these challenges [50, 51].

 MSQ-Net and pcMSQ-Net
Deep learning models with multi-task or multi-head design, 
generally with one major task and other tasks as auxiliary 

with weaker constraints, have been widely used in deep 
learning architectures to achieve several tasks simultane-
ously. Also, limitations on the auxiliary task normally help 
improve the performance of the major task. The multi-task 
design strategy has been adopted for designing the 
MSQ-Net.

Although quantitative parametric mapping can be 
straightforwardly generated with U-Net style nets, as intro-
duced in Sect. 29.3, each voxel on the quantification maps 
has physical meaning. As a result, physical constraints have 
been added to produce more meaningful quantification maps. 
Liu et al. proposed MANTIS, which added physics feedback 
to predict the MR parametric mapping [26]. Also, as intro-
duced by Yang et al., multiple compartments are very impor-
tant to simultaneously segment cartilage and so provide 
systematic evaluation of this tissue in OA [52]. A pcMSQ- 
Net including physics constraints and multi-tissue segmenta-
tion is therefore proposed (Fig. 29.10).

As shown in Fig. 29.10, the MSQ-Net network is based 
on a U-Net style DCNN but with two branches for outputs, 
named the Reg_branch and the Seg_branch. Along the 
encoder path, downsamplings are applied to enable subse-
quent feature extractions at coarser scales. Latent features 
are shared for both upsampling branches, and upsamplings 
are conducted to support subsequent feature extractions at 
finer scales. Between convolutional blocks, skip connections 
are established. For the Reg_branch, quantitative MRI para-
metric maps are generated according to voxel-fitting-based 
maps as the ground truth, with l1 loss (lossmap) as the con-
straint. For Seg_branch, the meniscus and cartilage masks 
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Fig. 29.10 The network architecture of the MSQ-Net and pcMSQ-Net. The main difference between pcMSQ-Net and MSQ-Net is that the 
pcMSQ-Net has an additional loss for physical constraints. (Reproduced with permission from Ref. [50])

are generated with binary cross entropy loss and dice loss-
based segmentation loss (lossseg). For MSQ- net, the total loss 
(lossMSQ) consists of lossmap and lossseg. A physical-constraint 
loss (lossphy) is also applied to feed the predicted maps back 
to generate input MRI signals with different flip angles. 
MSQ-net with lossphy is the same as pcMSQ-net. The total 
loss for pcMSQ-net (losspcMSQ) consists of lossmap, lossseg, and 
lossphy. A structural similarity (ssim) score [53] is adopted to 
measure the performance of both MSQ-Net and 
pc-MSQ-Net.

A series of T1-weighted images were acquired for each 
subject using a 3D UTE variable flip angle (UTE-VFA) tech-
nique. 3D spiral sampling was performed with conical view 
ordering using a very short TE of 32 μs, a TR of 20 ms, and 
four FAs of 5°, 10°, 20°, and 30°. Subsequently, image regis-
tration was performed to minimize inter-scan motion. M0, T1, 
and B1 maps were derived via nonlinear fitting using the 
Levenberg-Marquardt algorithm.

Figure 29.11 shows typical results for the outputs of the 
MSQ-Net and pcMSQ-Net, demonstrating that both tech-
niques can simultaneously generate reasonable parameter 
maps and segmentation masks. In this subject, the T1 map of 
MSQ-Net had a ssim score of 0.806 relative to the GT, while 
pcMSQ-Net had a ssim score of 0.91. ROI analysis based on 
the T1 maps and masks generated from both models was 
applied to all test datasets, as shown in Fig. 29.12, where the 
MSQ-Net and pcMSQ-Net results are comparable to the 
ground truth.

 MSMQ-Net
The MSQ-Net and pcMSQ-Net have only been investigated 
for mapping of a single parameter: T1. It is of great interest to 

study whether it is feasible to map several parameters simul-
taneously. The network architecture of the pcMSQ-Net was 
modified with more parameter regression to produce a new 
network, Multi-Tissue Segmentation with Multi- Parameter 
Quantification Net (MSMQ-Net), designed to predict both 
T1 and T1ρ simultaneously on the quantification path [51], as 
shown in Fig.  29.13. The MSMQ-Net, similar to pcMSQ-
Net, is based on a U-Net style DCNN with two output 
branches, Reg_branch and Seg_branch.

Along the encoder path, downsamplings are applied to 
enable subsequent feature extractions at coarser scales. 
Latent features are shared for both upsampling branches. 
Upsamplings are conducted to support subsequent feature 
extractions at finer scales. Between convolutional blocks, 
skip connections are established. T1ρ parameter quantifica-
tion was added in the Reg_branch to test the extendibility of 
the previous pcMSQ-Net architecture. For T1ρ mapping, the 
scan parameters were TR = 500 ms, FA = 10°, with seven 
TSLs = 0, 12, 24, 36, 48, 72, and 96 ms. Subsequently, image 
registration was performed to minimize inter-scan motion. 
M0, T1, T1ρ, and B1 maps were derived via nonlinear fitting 
using the Levenberg–Marquardt algorithm. ROIs for the car-
tilage and meniscus area were labeled with homemade 
Matlab code by three experienced radiologists. A total of 
1056 slice images from 44 subjects (including healthy volun-
teers and patients with different degrees of OA) were used 
for model training, and 144 images of six additional subjects 
were used for model validation. In order to evaluate the 
effect of reduced input images, two MSMQ- Net models 
were trained: one with total data inputs (4 FAs and 7 TSLs) 
and the other with partial data inputs (2 FAs = 5°, 10°, and 3 
TSLs  =  0, 12, 24  ms) with the same datasets and hyper-
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Fig. 29.11 Typical results of MSQ-Net and pcMSQ-Net. (a) MRI 
input signals with different FAs; (b) UTE-T1 maps of ground truth (GT) 
and predictions by MSQ-Net and pcMSQ-Net; (c) the difference 

between predicted and ground truth T1 maps, (d) and (e) show masks of 
cartilage and meniscus of ground truth and predicted masks with MSQ- 
Net and pcMSQ-Net. (Reproduced with permission from Ref. [50])
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Fig. 29.13 The model architecture of MSMQ-Net, with modified physics constraints for multi-parameter quantification. (Reproduced with per-
mission from Ref. [51])

parameters, including Adam optimizer, learning rate from 
0.001 with a cosine-annealing strategy, and epochs of 300.

To compare the performance of the MSMQ-Net with full 
versus partial data for T1 and T1ρ mapping, both violin distri-

bution and Bland–Altman analysis were performed. 
Figure 29.14 shows the violin distributions of both T1 and T1ρ 
values for the ROIs drawn in cartilage and meniscus from the 
full and partial data models, respectively.
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Fig. 29.14 Violin distribution of T1 and T1ρ values of cartilage and 
meniscus predicted by MSMQ-Net with both the full_data and partial_
data, which are also compared with the ground truth. In the x-axis of all 
subfigures, “_cart” and “_meni” represent the cartilage and meniscus, 
respectively, while “_pred” means prediction. -NetFor (a) and (c), the 
ground truth of the T1 values of the cartilage and meniscus ROIs are 

shown in blue and green, respectively, while the T1 values of the 
cartilage ROIs predicted by the MSMQ-Net-Net (including T1 mapping 
and segmentation region). For (b) and (d), the same colors refer to 
corresponding T1ρ value distributions for cartilage and meniscus and 
different model outputs. (Reproduced with permission from Ref. [51])

 Conclusion

CNN-based deep learning has been implemented in almost 
every aspect of the medical imaging arena. This chapter 
introduces several cutting-edge techniques for deep learning- 
based segmentation and quantification of UTE MRI. In mov-
ing toward a more automatic approach, it has been shown 
that the CNNs, especially U-Net architecture, can be used to 
provide highly accurate segmentation and/or quantification 
in the knee joint. For a more automatic and efficient protocol 
for “whole-organ” analysis of the OA, MSMQ-Net has been 
proposed and its feasibility has been demonstrated for simul-

taneous segmentation of multiple tissues and quantification 
of multiple parameters. Several directions still need further 
development to achieve automatic analysis of OA with UTE 
MRI.  First, advanced deep learning network architectures, 
such as transformers and GAN, will be adopted to further 
improve the segmentation and quantification performance. 
Second, the input of current models is still the image domain. 
We still need to include the reconstruction step from the raw 
MRI k-space data. In the next step, we may integrate the 
reconstruction into the whole network pipeline to make it 
more integrated. Third, 3D convolution-based DCNNs will 
be implemented with MRI volumes as input with the accu-
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mulation of the data. Fourth, direct assessment for the grad-
ing of OA based on the “whole- organ” information will be 
performed with a second-stage network or machine learning 
models. Information from different parts of the knee and dif-
ferent modalities will be fused to better predict the severity 
of OA.
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30MR Imaging and Spectroscopy 
of Collagen

Fritz Schick

 Introduction

Collagen is the most abundant protein in the human body. 
Because it forms mechanically stable macromolecular struc-
tures, collagen is an essential component of bones and con-
nective tissues. It forms the matrix of cartilage, tendons, and 
ligaments and plays a major role in making the skin highly 
durable. Connective tissue structures containing collagen are 
also found in the extracellular matrix of most parenchymal 
organs and help maintain their structure. The connective tis-
sues that transfer force from muscles such as aponeuroses 
and tendons largely consist of collagen.

 Chemical Structure and Synthesis 
of Collagen

Chemically, collagen fibrils are helical chains of different 
amino acids [1, 2]. Compared to other proteins, glycine plays 
a special role in collagen, where it forms every third amino 
acid of the collagen primary chains. In other proteins, the 
glycine content is much lower. Since glycine produces a 
characteristic signal pattern with proton magnetic resonance 
spectroscopy (1H-MRS), even when incorporated into a pro-
tein, it is important in spectrally resolved magnetic reso-
nance (MR) investigations.

Collagen is mainly synthesized in fibroblasts but also in 
chondroblasts, osteoblasts, and other cell types. Figure 30.1 
shows the main steps of collagen synthesis in fibroblasts: 
first, chains of amino acids (polypeptides) are assembled in 
the rough endoplasmic reticulum. Three of these chains are 
enzymatically linked to form a triple helix structure and 
packed as procollagen into special vesicles, which are trans-
ported through the cell and released into the intercellular space. Outside the cell, the end pieces of the procollagen 

molecules are enzymatically separated and the collagen 
fibrils are connected with covalent cross-links between 
hydroxylysine and lysine residues of different fibrils. These 
cross-links and the tight winding are crucial for the high ten-
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Fig. 30.1 Intracellular collagen biosynthesis in fibroblasts and extra-
cellular cross-linking of fibrils to form solid collagen fibers. Polypeptide 
chains are produced by the rough endoplasmic reticulum. Three chains 
join together in a zipper-like manner to form a triple helix. The triple 
helixes are transported through the vesicles across the Golgi apparatus 
to the cell membrane and secreted into the extracellular space (ECS). In 
the extracellular space, cleavage of the procollagen end pieces triggers 
self-assembly of collagen fibrils and cross-linking. As a result, mechan-
ically stable collagen fibers are formed
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sile strength of collagen fibers, which can be several thou-
sand times their weight.

More than 25 different types of collagen are known. The 
most common of these in the body (types I–III) are unidirec-
tional fibers as seen in tendons and aponeuroses. However, 
there are also collagen types that contribute to more net-like 
structures, which form direct connections between cells.

It should also be mentioned that extracellular collagen 
fiber formation is partially reversible, as fibroblasts are also 
able to degrade collagen with the help of enzymes 
(collagenases).

 The MR Visibility of Collagen

Although there are many publications on magnetic reso-
nance imaging (MRI) of tissues with large collagen contents, 
there are uncertainties regarding the MR visibility of colla-
gen. In particular, misunderstandings can result from not dis-
tinguishing studies on hydrolyzed collagen from those on 
collagen in tissues in vivo. This is mainly because the mobil-
ity of amino acid chains can change significantly depending 
on the condition and pretreatment of collagen. These changes 
have an extremely large impact on the MR signals obtained 
from collagen-bound 1H nuclei.

Organized collagen in fixed spatial structures, as present 
in bone, tendons, ligaments, and cartilage, shows extremely 
limited mobility in the vast majority of protein chains. This 
means that dipolar interactions are not compensated for and 
that the signals have extremely short cross-relaxation times. 
Therefore, 1H spectroscopy of preparations of those tissues 
(e.g., the Achilles tendons of cows from a slaughterhouse) 
using whole-body MR systems do not reveal visible lines of 
collagen molecules in the spectrum, even when using pulse-
acquire (or FID  =  free induction decay) sequences. The 
transverse relaxation times (T2 and T2*) are so short that 
there is extreme line broadening, and no clear signal compo-
nents of collagen-bound 1H nuclei appear [3]. The signals 
visible in MR acquisitions with extremely short echo times 
(TEs) originate from bound or free water pools. These sig-
nals disappear after freeze-drying or deuterated water 
(D2O)–water (H2O) exchange. However, use of small-bore 
solid-state spectrometers [4] and the application of magic 
angle spinning (MAS) [5] during spectroscopy allow direct 
detection of 1H signals from collagen, even in native (non-
hydrolyzed) preparations of tendon tissue. Unfortunately, 
small-bore spectrometers and MAS are not suitable for 
in vivo studies.

Preparations of healthy tendons, which largely consist 
of organized collagen, do not produce clear signals from 
collagen molecules that can be directly detected with 
whole- body MR systems. This changes after mechanical 
crushing of tendons and addition of enzymes (e.g., trypsin 

or collagenase) that break down collagen molecules into 
smaller fragments. After this treatment, the same tendons 
show clear signals that can be assigned to the amino acids 
of collagen [6].

 MR Studies of Collagen In Vitro

Various widely used products are made from collagen- 
containing components of animals. Two examples are 
described below and are suitable as samples for MRI and 
magnetic resonance spectroscopy (MRS) examinations. It 
should be noted that the organized collagen components in 
these products are present in a form that is chemically altered 
from that in tissues. They are the so-called hydrolysates of 
collagen, which consist of relatively short polypeptide chains 
that have high mobility. They provide a good representation 
of the signals from the 1H nuclei that can be detected.

 1. Gelatine: For the production of nutritional gelatine, com-
ponents of the skin of pigs and cattle are mostly used, but 
their bones may also be used. In the production of gela-
tine, the collagen filaments are denatured by hydrolysis 
and split into smaller mobile peptide chains. These pep-
tide chains partially cross-link again in the prepared gela-
tine, producing its firm consistency. However, the amino 
acid chains in the peptides remain at least partially mobile 
and so produce detectable signals even with the usual 
clinical MRI sequences, which have TEs of a few 
milliseconds.

 2. Collagen powder: This is a food supplement. Hydrolyzed 
collagen (i.e., collagen broken down into smaller units) in 
powder form is marketed to counteract the breakdown of 
proteins in the body and thus improve joint function and 
the firmness of skin, hair, and nails. In general, the objec-
tive is to strengthen the connective tissue and prevent dis-
eases involving collagen. While in the past, mostly pork 
and bovine ingredients were used, today, fish skins are 
commonly used for the production of food supplements. 
Collagen products made from fish are said to have good 
bioavailability. On the packages of collagen powders, it is 
often stated that they mainly contain collagen types I and 
III.  The powders are highly soluble in water and are 
extremely suitable for the production of MR phantoms.

Tissue-derived collagen has been investigated using high- 
field nuclear magnetic resonance (NMR), with organized 
collagen being hydrolyzed with enzymes or acid/alkali treat-
ments prior to investigation in order to be able to investigate 
the dissolved polypeptides derived from tissue collagen [7].

Some results of studies on aqueous solutions of commer-
cially available collagen powder (i.e., collagen hydrolysate) 
are presented in Fig.  30.2a, which show a pulse- acquire 
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Fig. 30.2 1H spectroscopy of aqueous solution of collagen hydrolysate 
at 3 Tesla. (a) A pulse-acquire spectrum of collagen hydrolysate with 
H2O as the solvent within a small glass sphere of 4-cm diameter used to 
obtain a homogeneous static field distribution after shimming. (b) A 
pulse-acquire spectrum of the collagen hydrolysate using D2O as the 
solvent (in the glass sphere). The red arrows indicate vanishing signals 
due to exchanging 1H/D atoms. (c) The signal pattern in the range from 

0.0 to 3.0 ppm as indicated in panels (a) and (b), which show three main 
signal contributions. (d) The signal pattern of amino acids in high-field 
NMR spectra (600 MHz) of aqueous solutions is shown for compari-
son. The broad signals of the collagen hydrolysate correspond to com-
mon amino acids. (e) Nonlocalized stimulated echo acquisition mode 
(STEAM) spectra of collagen hydrolysate (10% in aqueous solution). 
These show signal decay from TE = 10 ms to TE = 30 ms

spectrum of a 10% aqueous solution of collagen placed in a 
glass sphere. With this arrangement, after shimming, a highly 
homogeneous B0 field is achieved in the area of the solution. 
The (non-volume-localized) spectrum shows several fre-
quency ranges with signals from the 1H nuclei in the poly-
peptide chains of the collagen hydrolysate. The signal at 
3.9 ppm (parts per million) is typical for the amino acid gly-
cine, which is highly abundant in collagen. If the solvent 
H2O is replaced by 99% deuterated water (D2O), a reduction 
in the 1H spectrum signal is seen in the two frequency ranges 
(Fig.  30.2b). The reduced intensities probably result from 
replacement of amide protons in peptides by the D (or 2H) 
nuclei through exchange with deuterated water. A closer 
examination of the spectral range between 0.0 and 3.0 ppm 
essentially shows three broad frequency ranges with signal 
contributions from the collagen hydrolysate (Fig.  30.2c). 
The ranges agree quite well with some signals from amino 
acids. The spectra of amino acids recorded at 600 MHz (14 
Tesla) are shown in Fig. 30.2d for comparison. The decay of 
the signals in the range between 0.0 and 3.0  ppm due to 

transverse relaxation was determined by means of a nonlo-
calized spin echo sequence with TEs = 10 ms, 20 ms, and 
30 ms (Fig. 30.2e). Due to the superposition of several signal 
components and J-coupling effects, the mono-exponential 
behavior of the signal decay is not to be expected. It is obvi-
ous that the signals of collagen hydrolysate in an aqueous 
solution are easily detectable even with somewhat longer 
TEs > 10 ms.

 Collagen-Related Signals in Tissues Without 
Long-T2 Signal Components

Some tissues of the musculoskeletal system show almost no 
signal in MRI examinations with standard clinical sequences. 
These tissues include tendons, fibrocartilage (in the menisci), 
and compact bone. However, it is known that the 1H nuclei 
are present in protein structures (especially with high con-
centrations of collagen) and in the numerous water mole-
cules in healthy tendons and menisci (a water content of 
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approximately 60% by weight is often quoted for these tis-
sues). However, the signals of these water molecules have 
cross-relaxation times that are too short to be easily detect-
able with standard sequences. Only in the case of pathologi-
cal changes in tendon areas (e.g., in achillodynia) or 
degenerative changes or tears in menisci are clear signals 
detectable when standard clinical sequences are used. These 
are visible in clinical MR images as high-signal areas. They 
are caused by the penetration of more mobile water mole-
cules into the abnormal areas.

Healthy tendon tissue with its high degree of organization 
can, under certain circumstances, also show signals in mea-
surements with standard sequences and longer TEs. This is 
the case if the fibers are positioned in relation to the magnetic 
field in such a way that the dipolar effects are balanced [8]. 
This is called the magic angle effect and can simulate pathol-
ogies [9].

While the aforementioned tissue classes only produce 
visible signals in the case of pathological changes, this is dif-
ferent in the case of articular cartilage due to the higher 
mobility of its water molecules; clear 1H signals of hyaline 
articular cartilage can be seen with common clinical MR 
sequences and experimental sequences with longer TEs [10, 
11]. The articular cartilage does have fibrous structures (col-
lagen and proteoglycans) in the extracellular substance. 
However, these structures hardly affect the mobility of the 
predominant number of water molecules (water content 
60–80%).

This chapter on collagen does not discuss in detail the dif-
ferent tissue types that produce clear signals only with ultra-
short echo time (UTE) imaging—these tissue classes are 
covered in detail in separate chapters in this book. Some gen-
eral comments on the effects of collagen on 1H signal char-
acteristics of these tissues will nevertheless be made:

Tendons: As already noted, the transverse relaxation 
times of healthy tendons are relatively short [12], and a sig-

nificant detected signal can only be achieved using extremely 
short TEs with clinical MR scanners as demonstrated in 
Fig. 30.3. It may be assumed that the water molecules in the 
spaces between the collagen fiber bundles, but also some 
water in the sparse cells and blood vessels in tendons, are 
essentially responsible for the signals [13]. With increasing 
severity of degenerative changes, more mobile water pene-
trates the space between the collagen fiber bundles whose 
integrity has been disturbed, causing an increase in the water 
content and relatively long-T2 values [14]. In later stages of 
the disease, the tendon ruptures (tears) with penetration by 
inflammatory and repair cells and replacement tissue can 
also be observed. In the case of pathological changes, but 
also after exercise, the interactions between the fibers and the 
MR-visible water result in measurable changes [15].

Fibrocartilage: The situation in fibrocartilage is similar 
to that in tendon, although there is no continuous unidirec-
tional arrangement of collagen fibers but a multilayered, 
three-dimensional network. As with tendons, in fibrocarti-
lage (e.g., menisci), signals from water with longer T2s are 
increasingly observed in degenerative disease [17].

Bone: Compact bone has a rather complex structure with 
hard mineral components, collagen fibers, cellular compo-
nents, and blood vessels. This gives rise to several water 
compartments, but these have short transverse relaxation 
times. Therefore, healthy compact bone appears practically 
signal free on the images using standard clinical sequences. 
With UTE sequences, distinct signals (probably almost 
exclusively from water molecules) can be detected, espe-
cially when signal components from the surrounding tissues 
are suppressed (see Fig. 30.4). It remains difficult to assess 
which compartments and to what extent different compart-
ments (water-filled small “pores” in compact bone or water 
molecules associated with collagen) contribute to the signal 
in UTE studies [18–20]. Suitable MR methods are still being 
developed for this purpose.
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Fig. 30.3 Three-dimensional (3D) imaging of the knee joint of a 
healthy volunteer using a sub-DESS (double echo steady-state) 
sequence (sequence parameters: flip angle (FA) = 8°, repetition time 
(TR) = 6.14 ms, bandwidth (BW) = 575 Hz/pixel) at 3 T. The effective 
TE of the first echo (a, d) corresponds to TE = 1.2 ms, whereas the 
second echo (b, e) is clearly more T2-weighted. (c, f) Subtraction 

images (first echo minus second echo) revealing tissues with short T2s 
such as the quadriceps tendon (QT), anterior and posterior cruciate liga-
ments (ACL and PCL, respectively), and menisci (M) with positive 
contrast. (g) A maximum intensity projection (MIP) image of both cru-
ciate ligaments. (Reproduced with permission from Martirosian et al. 
[16])
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Fig. 30.4 Magnetization-prepared UTE imaging of cortical bone at 
3 T. Images show a cross-sectional image of the lower leg of a healthy 
volunteer, including the tibia (T) and fibula (F). A radial 3D UTE 
sequence with a rectangular excitation pulse was applied (FA = 40°, 
TR  =  34  ms, BW  =  2370  Hz/pixel). (a) A UTE sequence without 

preparation of magnetization. (b) A UTE sequence with spectral fat 
saturation. (c) A UTE sequence with “long-T2” signal suppression. (d) 
A UTE sequence with fat suppression and “long-T2” signal suppression. 
This provides improved visualization of the cortical bone

 MR Studies in Collagen in the Parenchymal 
Tissue and Organ Fibrosis

Collagen provides cohesion of cells and is contained in many 
organs as connective and supporting tissues, which take up 
mechanical loads and maintain the integrity of the organs. In 
muscles, the proportion of collagen is quite high, especially 

during the transition from muscle to tendon, as strong forces 
have to be transmitted through the tissues. However, other 
organs that are not subjected to particular mechanical 
stresses, such as the lungs or the liver, also contain collagen. 
The amount of connective tissue in parenchymatous organs 
is normally regulated to suit mechanical requirements. If the 
amount of connective tissue exceeds the necessary level, 
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then this often results in a reduction of organ function and a 
harder organ consistency with reduced mobility and is 
described as organ fibrosis. The collagen fiber content of 
most organs naturally increases with age. Collagen fibers are 
also laid down when functioning organ cells die. In many 
diseases, cell damage (e.g., inflammatory processes and 
ischemia) leads to activation of fibroblasts, which often pro-
duce extremely large quantities of collagen fibers resulting in 
severe organ fibrosis.

Although acute inflammation (due to increased blood 
flow and prolongation of T2) and ischemic conditions (due to 
reduced blood perfusion and, in stroke, changes in diffusion 
properties) can usually be successfully investigated with 
standard clinical MRI, determining the degree of fibrosis is 
more difficult. The most commonly used method to detect 
organ fibrosis is through the measurement of the mechanical 
properties (elastic modulus) by special ultrasound methods 
[21] or by MR elastography [22]. With these methods, 
advanced fibrosis can be detected, at least in some organs or 
systems such as the liver and musculature. Unfortunately, the 
elasticity and mechanical consistency of an organ only 
change significantly when microscopically extended and 
cross-linked fibrous networks are present. Often, at this 
stage, the fibrosis is advanced and is no longer reversible.

Due to the fact that parenchymal tissues always produce 
distinct 1H signals from both cells and interstitium, selec-
tive determination of signals attributable to collagen fiber 
structures is difficult. As mentioned, organized collagen 
molecules hardly produce detectable 1H signals with whole-
body MRI systems, but water molecules associated with 
collagen with short T2*s can be measurable. For this deter-
mination, the decrease in signal amplitude in UTE 
sequences with multiple echoes is usually determined and 
signal components with extremely short T2*s are assigned 
to collagen water (i.e., water at least partially bound to col-
lagen) [23].

Other approaches to determining tissue fibrosis are even 
more indirect: One can work with magnetization transfer 
pre-pulses and thus determine the interaction of mobile 
water molecules with macromolecules (direct proton 
exchange or exchange between the hydrated shell and the 
free state of the water molecules) [24]. Another approach is 
to measure the so-called T1ρ relaxation time [25], which also 
depends on the exchange of water molecules or the 1H nuclei 
between different pools. In some organs, such as liver (and 
to some extent myocardium), the proton T1 is longer in the 
interstitium (extracellular space) than in the intracellular 
space and the volume fraction of the extracellular space 
(ECS) can be estimated using the measured T1 [26]. If the T1 
values are highly similar, then the use of an interstitial con-
trast agent offers a way of assessing the ECS [27]. Often, 
this approach equates the ECS with fiber content (since col-

lagen fibers are found in the extracellular space), but this 
may not always be the case.

In the following section, some UTE studies used to deter-
mine the fiber/fibrosis content in clinically interesting paren-
chymal tissues are briefly described:

 The Skeletal Muscles

Multi-spin echo measurements using Carr–Purcell–
Meiboom–Gill (CPMG) methods have shown that the water 
signal from skeletal muscle has several components that do 
not exchange rapidly, leading to multi-exponential signal 
decay [28, 29]. An interesting study on the determination of 
connective tissue components in healthy skeletal muscle 
using UTE sequences with multiple TEs was published in 
2017 [30]. By fitting the signal dependence of TE (0.2–
26.5 ms), the proportion of connective tissue could be esti-
mated pixel by pixel. In the signal model used, two different 
water components (with short and long T2*s) as well as the 
fat signal resonances of the triglyceride structure were 
characterized.

 The Myocardium

Various quantitative methods have been used to examine the 
myocardium. Myocardial fibrosis is usually derived from an 
increase in the ECS (indirectly via T1 determination with and 
without contrast media) [31]. However, there have also been 
experiments suggesting that myocardial fibrosis can be 
detected by determining fast transverse relaxing water com-
ponents with UTE methods [32]. Studies with UTE in mice 
with myocardial infarction (replacement fibrosis) and diffuse 
fibrosis have shown corresponding results [33]. In 2011, it 
was demonstrated in patients that the replacement fibrous tis-
sue in areas of myocardial infarction has a rapidly relaxing 
component [34]. This and other cardiac studies using UTE 
sequences for the diagnosis of fibrosis have been discussed 
in a recent review [35].

 The Liver

The diagnosis of chronic nonalcoholic steatohepatitis 
(NASH) is another application of MRI. NASH is a chronic 
liver inflammatory disease that develops quite frequently in 
the presence of fatty liver and can lead to liver fibrosis/cir-
rhosis and hepatocellular carcinoma. Diagnosis of NASH is 
currently the subject of much scientific debate. Ultrasound 
and MRI are being further developed to be able to examine 
the condition of the liver in NASH noninvasively and thus 
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avoid liver biopsy. While studies of the liver using the meth-
ods already mentioned (ultrasound elastography [21], MR 
elastography [22], T1 determination for estimation of the 
ECS [26], mapping of T1ρ [25], magnetization transfer [24]) 
to determine the degree of fibrosis of the liver have been per-
formed, few studies have been conducted on short-T2 com-
ponents in the liver. In 2003, healthy and diseased livers were 
examined in a study using UTE sequences [36]. It was shown 
that both the iron content and the degree of fibrosis influ-
enced the signal behavior at short TEs. A more recent study 
from 2019 has integrated the fast-relaxing water signals into 
the signal model using the iterative decomposition of water 
and fat with echo asymmetry and the least squares estimation 
(IDEAL) method in order to characterize the short-T2* com-
ponents associated with fibrosis, in addition to slow-relaxing 
water and fat components [37].

 The Lungs

For MRI of the lungs, UTE sequences are often used because 
hardly any signal can be detected with standard sequences in 
healthy lung parenchyma. However, the reason for this is not 
that lung tissue consists only of tissue components (e.g., con-
nective tissue) with extremely short T2s but lies within the 
special microscopic structure of the lung. At higher magnetic 
field strengths, the many boundaries between air and tissue 
components (with their different magnetic susceptibilities) 
result in an extremely inhomogeneous microscopic magnetic 
field in the lung. This leads to rapid signal dephasing with 
not only gradient echo sequences but also with spin echo 
sequences, since diffusion of the water molecules in the 
magnetically inhomogeneous environment prevents 
rephasing.

Proliferation of the connective tissue (fibrosis) is fre-
quently observed in lung disease. However, since both nor-
mal microscopic tissue structure and collagen fiber 
proliferation result in signal components with rapid signal 
decays, differentiation of these two tissues is difficult.

A number of studies have been conducted using UTE 
sequences for lung imaging, and these are addressed in more 
detail in Chapter 42 (“Lung Imaging with UTE MRI”) of this 
book. A review of this topic is also provided in Torres et al. 
[38]. An interesting work on pulmonary fibrosis imaging was 
published in 2013 [39]: Bleomycin administration in mice 
caused an easily detectable histological increase in fiber con-
tent that correlated well with signal enhancement on UTE 
images. UTE applications in patients with cystic fibrosis (who 
show other changes besides fibrosis, such as hyperinflation 
and accumulation of secretions in the lungs) led to interesting 
results [40], which, however, must be interpreted extremely 
cautiously with regard to the increase in collagen fibers.

 Challenges and New Methodological 
Approaches

In most cases, it is assumed that collagen in the extracellular 
space of tissues is largely present in an organized fibrous 
structure (collagen molecules with cross-links) and that the 
signals of the amino acid chains cannot be directly detected 
with whole-body MR tomography. Spectroscopic examina-
tions of intact tissues with FID sequences do not show clear 
signals from collagen in the typical chemical shift regions, 
unlike the situation with MR examinations of relatively short 
amino acid chains of hydrolyzed collagen (collagen powder 
or gelatine) dissolved in water.

Whether or not there are pathological conditions (e.g., 
degenerate tendons, ligaments, or menisci with fraying of the 
collagen bundles), in which signals from collagen molecules 
become directly detectable at short TEs through increased 
mobility of some protein chains, is, in the author’s opinion, 
not yet clear. The same applies to acute and chronic inflam-
matory stages of parenchymal organs such as the liver, mus-
culature, and kidneys. It is clear that in the course of 
inflammation, fibroblasts in these organs can produce 
increased extracellular collagen. Furthermore, it is obvious 
that during the process of fibrosis, there must also be un-
cross-linked precursors of collagen within cells and in the 
interstitium. Possibly, however, their proportion is so small 
that the signals are too low compared to the other signals and 
are therefore lost in the noise. In any case, metabolomic stud-
ies on fibroblasts show interesting differences between dif-
ferent fibroblast types, but only weak signals can be assigned 
to amino acids in procollagen [41].

The basis of in vivo investigations of collagen in tissues is 
the determination of the signal properties of the water in the 
vicinity of the collagen bundles. It has long been common 
practice in the clinic to detect degenerative changes in ten-
dons or menisci by recording water signals, which are clearly 
visible even at longer TEs [17]. This is mainly attributed to 
mobile water that has penetrated the damaged fibrous struc-
ture. Only with extremely short TEs (<2 ms) can clear water 
signals also be recorded from healthy tendons, ligaments, 
and menisci [12]. The extremely short transverse relaxation 
times of the water molecules forming the hydration shell 
around collagen molecules in the solid collagen matrix can 
be explained by their limited mobility—in contrast to the 
more mobile water molecules in degenerate tissues.

It is clear that the signal strength and MR properties of 
water in different tissues with collagen fiber structures (i.e., 
bones, tendons, ligaments, cartilage, but also the extracel-
lular space in healthy and especially fibrosed tissues) are 
influenced by the presence of collagen and partly by other 
macromolecules (e.g., glucosaminoglycans in cartilage). 
However, the indirect detection of collagen behavior 
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through quantitative analysis of signals from water associ-
ated with the collagen is not easy. Whether, and to what 
extent, the effects are visible depends on the microscopic 
structure and also on the exchange of magnetization 
between collagen and water molecules as well as between 
different water compartments (H2O in hydrate shells versus 
free water). In water-containing parenchymal tissues, the 
influence of collagen on the measured overall signal is 
small and often mainly limited to a (relatively small) water 
compartment with a short transverse relaxation time, which 
plays a marginal role in observation with standard MR 
images. Here, the determination of the signal decay at 
extremely short TEs, which can be performed with UTE 
sequences, can make the effects associated with collagen 
visible. However, it must be taken into account that in many 
tissue types (e.g., in the musculature through the contractile 
elements), there are also other macromolecules that can 
interact with water molecules.

As described earlier, many properties of water signals 
such as relaxation times T1, T1ρ, T2, and T2* and the response 
to off-resonant radiofrequency (RF) excitation have already 
been investigated to characterize tissues containing collagen. 
However, there is also evidence that the resonance frequency 
of water signals depends on the geometric distribution of 
water in tissues with different magnetic susceptibilities [8]. 
These effects and their variation with TE are difficult to 
detect with the usual amplitude-only signals of UTE 
sequences.

The common methods for studying signals from tissues 
with short T2s (i.e., both the signals of water present in the 
immediate surroundings of collagen and the signals of 
mobile peptide chains of collagen or its degradation prod-
ucts) are as follows:

 1. Spectroscopic investigations with extremely short inter-
vals between RF excitation and signal recording using 
pulse-acquire sequences (which are sometimes called 
FID = “free induction decay” sequences): This method is 
mostly used in vitro to examine aqueous solutions with 
collagen components. Its advantage is the option for 
spectral analysis of the signals. Its disadvantage is the 
lack of (or highly coarse) spatial selectivity and resolu-
tion so that targeted investigations of tissues in vivo are 
hardly possible.

 2. Imaging with UTE sequences (with or without prepara-
tion of the magnetization): Imaging methods have been 
highly successful in imaging tissues such as bone, ten-
don, ligament, and menisci with high spatial resolution. 
However, since usually only signal amplitudes are deter-
mined as a function of TE, signal components with differ-
ing Larmor frequencies can often hardly be differentiated. 
In case of deviations from a mono- exponential signal 
decay with increasing TE, the presence of several water 
compartments is often assumed.

The first step toward phase-sensitive UTE imaging was 
made with the special UTE multi-echo sequences for quanti-
tative susceptibility mapping (QSM) [42, 43]. This technique 
can be used to study the frequency shift of a single water 
component in tissues whose susceptibility is significantly 
different from that of water.

Recently, a three-dimensional (3D) multi-echo UTE 
sequence has been presented, in which signals detected with 
the UTE sequence were decomposed into their spectral com-
ponents [44]. However, a relatively long measurement time 
has to be accepted with this technique, since TEs must be 
closely spaced in the time domain to enable Fourier transfor-
mation for spectral analysis. Furthermore, a rather arduous 
correction of the signal phases is necessary, since the inten-
sive gradient switching in the UTE sequence with the record-
ing of “stacked spirals” causes heating of the MR system and 
a distinct B0 field drift during the measurement. Ultimately, 
however, this sequence allows both the recording of signals 
with the spatial resolution and sensitivity known from UTE 
imaging as well as spectral decomposition of the signal com-
ponents of each picture element. This means that the signal 
components of mobile collagen peptides that are off-reso-
nance, and possibly shifted water signal components, can be 
determined pixel by pixel (see Fig. 30.5).

Collagen-specific contrast agents represent another inter-
esting recent development. Specific antibodies can be used to 
produce MR-visible contrast agents (e.g., by coupling the 
antibodies to iron oxide particles) that accumulate in the 
region of collagen [45]. This seems particularly interesting 
for detecting early (and still reversible) stages of fibrosis in 
inflamed tissues. The investigation of collagen or fibrosis in 
tissues is clinically of great importance and continues to 
offer interesting challenges in method development.
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Fig. 30.5 Spectral UTE 
imaging with the UTE-FID 
sequence [44]. (a) Multi-echo 
UTE-FID imaging with echo 
shifting in successive scans in 
order to acquire signals from 
narrowly spaced points in the 
time domain. A dwell time of 
about 1 ms provides 1-kHz 
spectral width, which is 
suitable for 1H signals. Phase 
correction of signals from the 
different scans is necessary to 
compensate for frequency 
shifts (due to B0 field drift) 
during the measurement. In 
this scheme, 36 time points 
were recorded. Further points 
in the time domain can be 
extrapolated. This technique 
allows pixel-by-pixel 
reconstruction of the FID. (b) 
Imaging of a phantom with a 
central tube (diameter 2.5 cm) 
filled with 50% collagen 
hydrolysate in pure distilled 
water. (c) A true FID 
spectrum from a nonlocalized 
pulse-acquire sequence 
recorded from a sphere filled 
with aqueous collagen 
hydrolysate. (d) A spectrum 
derived from the 
reconstructed FID recorded 
by the UTE-FID sequence in 
a region of pure water (region 
of interest (ROI) 2 in panel 
b). (e) A spectrum derived 
from the FID recorded by the 
UTE-FID sequence in a 
region in the tube containing 
collagen hydrolysate (ROI 
1 in panel b). The spectrum 
shows a highly similar pattern 
of signals from the 1H nuclei 
of collagen as the true FID 
spectrum
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 Introduction

Knee osteoarthritis (OA) is one of the most prevalent diseases 
in the world. It affects more than 50 million Americans and 
costs the United States more than $60 billion annually [1]. 
About 25% of individuals affected by knee OA are unable to 
perform activities of daily living, leading to significant public 
health issues, which will become even more critical as society 
ages. It is generally believed that it is necessary to develop 
techniques that improve the detection of OA at an early stage 
to allow timely intervention, since OA therapy is likely to be 
more effective early in the disease rather than later after irre-
versible damage and/or loss of tissue have occurred.

Knee OA is a heterogeneous and multifactorial disease 
that is associated with progressive loss of articular cartilage 
[2]. The most important early biochemical and microscopic 
signs of OA include loss of proteoglycans (PGs) as well as 

changes in collagen microstructure and water content [3]. 
Current diagnostic approaches include arthroscopy, radiog-
raphy, and magnetic resonance imaging (MRI). Arthroscopy 
is an invasive method with limited value for detecting early 
OA. Plain film radiography may only provide indirect signs 
of knee cartilage thinning (e.g., joint space narrowing) and is 
severely limited in its ability to visualize cartilage [2]. 
Magnetic resonance imaging (MRI) provides excellent soft 
tissue contrast at high spatial resolution, allowing accurate 
assessment of morphological changes in articular cartilage in 
OA [4]. However, conventional clinical MRI sequences per-
form poorly in detecting the initial stages of knee OA. There 
are three significant barriers to progress in this area:

First, human knee joints are composed of different tissues 
that allow joints to function interactively over a long period 
[5–7]. Disease of cartilage is generally considered a primary 
initiator of OA. However, not all cartilage degeneration leads 
to OA. Recent understanding of OA development has moved 
away from a cartilage-centric focus to the concept of a 
“whole-joint organ disease” [5–7]. Thus, it is believed that 
when one tissue begins to deteriorate, it is likely to affect 
others and contribute to failure of the joint as a whole. 
Unfortunately, clinical magnetic resonance (MR) sequences 
can only evaluate joint tissues or tissue components, such as 
the more superficial layers of articular cartilage, which have 
relatively long-T2 values. Many joint tissues, including the 
osteochondral junction (OCJ), menisci, ligaments, tendons, 
and bone, have short- or ultrashort-T2s and show little or no 
signal with conventional clinical sequences [8–10]. Thus, the 
short- or ultrashort-T2

*s of relevant tissues present a signifi-
cant problem in detecting abnormalities in the early stages of 
OA.

Second, there are two distinct groups of protons in most 
joint tissues, namely, water and macromolecular protons [11, 
12]. Macromolecular changes such as PG depletion and col-
lagen degradation are involved in the extremely early stages 
of OA [4]. Developing techniques to evaluate these changes 
in different joint tissues is essential. Conventional MRI 
sequences have difficulty assessing distinct proton groups, 
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especially within the short- and ultrashort-T2 tissues in the 
knee joint.

Third, over the past two decades, extensive research in 
knee OA has focused on two particular biomarkers, T1ρ and 
T2. Most T1ρ and T2 measurements have been performed on 
articular cartilage, with T1ρ being sensitive to PG depletion 
and T2 showing sensitivity to collagen degradation [13–16]. 
However, the magic angle effect is a major confounding fac-
tor in T1ρ and T2 measurements [17]. The effect may result in 
a several-fold increase in T1ρ and T2 when collagen fibers are 
reoriented from 0 to 54° relative to the B0 field. This change 
often far exceeds that produced by the disease (typically 
~10–30% [14]) and may make interpretation of elevated T1ρs 
and T2s highly challenging. This is a particular problem 
when employing clinical T1ρ and T2 measurements of articu-
lar cartilage to detect early OA. Comprehensive evaluation 
of knee OA requires systematic imaging of water and macro-
molecular components of all the principal joint tissues with-
out confounding problems caused by the magic angle effect.

Ultrashort echo time (UTE) sequences with echo times 
(TEs) of less than 0.1 ms allow direct imaging of both short- 
and long-T2 tissues of the joints [8–10]. Combining UTE 
with a series of preparation schemes can demonstrate altera-
tions in joint structure and quantify the biochemical integ-
rity of joint tissues. For example, conventional UTE 
acquisitions with a series of TEs allow T2

* mapping of pri-
mary joint tissues such as articular cartilage, menisci, liga-
ments, and tendons [18, 19]. UTE bicomponent analysis 
quantifies T2

* and the relative fractions of bound and free 
water components in both short- and long-T2 tissues of the 
joints [12, 20, 21]. This information may considerably help 
evaluate changes in collagen microstructure and water con-
tent of joint tissues. In addition, the spin-lock prepared UTE 
sequence provides imaging and quantification of T1ρ in 
human joint tissues. This information may help evaluate PG 
changes in healthy and degenerate tissues, regardless of 
their T2 values [22, 23]. UTE sequence can also be com-
bined with paired adiabatic inversion pulses for UTE-based 
adiabatic T1ρ (UTE-AdiabT1ρ) imaging [24, 25] to minimize 
confounding magic angle effects. UTE, in combination with 
magnetization transfer (UTE-MT) imaging, allows indirect 
assessment of macromolecular protons in all major joint tis-
sues [26]. As a consequence, UTE-based sequences may 
depict microstructural changes and other early alterations in 
OA, which are not visible with conventional clinical MRI 
sequences. UTE imaging can also be used to track super-

paramagnetic iron oxide (SPIO) nanoparticle-labeled multi-
potent mesenchymal stem cells (MSCs) after they have been 
injected into joints containing osteochondral defects, 
thereby providing a method for monitoring stem cell distri-
bution in OA [27].

 UTE Versus Conventional Clinical MRI 
in the Knee Joint

Conventional clinical sequences provide high-resolution 
imaging of musculoskeletal tissues with relatively long-T2 
values, such as the more superficial layers of articular carti-
lage, which have T2 values of up to about 40 ms. Synovial 
fluid and muscle have even longer T2s and are well depicted 
with clinical MRI sequences. However, many joint tissues 
have relatively short-T2s. These tissues or tissue components 
include the OCJ, the medial and lateral menisci, the anterior 
cruciate ligament, the posterior cruciate ligament, and the 
collateral ligament (ACL, PCL, and CL, respectively), the 
quadriceps and popliteus tendons, as well as cortical and 
subchondral bone [8–10]. Their T2s range from sub-millisec-
onds to several (<10) ms, which are often too short to be 
usefully depicted with conventional clinical sequences. UTE 
sequences with nominal TEs of 0.1 ms or shorter can robustly 
detect signals from short-T2 tissues using clinical whole-
body scanners. Figure 31.1 shows such an example. A cadav-
eric human knee joint was imaged using conventional clinical 
two-dimensional (2D) fast spin echo (FSE), three- 
dimensional (3D) gradient echo (GRE), and 3D UTE 
sequences. The menisci, the PCL, and the patellar tendon all 
show a high signal with the 3D UTE sequence but little or no 
signal with clinical sequences.

Quantitative imaging of musculoskeletal tissues has been 
limited to long-T2 tissues or tissue components such as the 
more superficial layers of articular cartilage, muscles, and 
synovium. This also limits quantification since it usually 
requires direct detection of MR signals from the targeted tis-
sue. However, with the introduction of UTE imaging, useful 
MR signals can be obtained from both long- and short-T2 
tissues. As a result, it is possible to quantitatively evaluate all 
the principal tissues of the knee joint, including their MR 
relaxation times such as T1, T2, T2

*, and T1ρ, as well as other 
tissue properties, including water content, macromolecular 
fraction, diffusion, perfusion, and susceptibility using UTE 
or UTE-type sequences.
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Fig. 31.1 Sagittal imaging of the PCL (thick arrows), the patellar ten-
don (short thin arrows), and the quadriceps tendon (long thin arrows) in 
a cadaveric human knee joint imaged with conventional clinical 2D 
proton density (PD)-FSE (a), fat-saturated 2D T2-FSE (b), and fat- 
saturated 3D UTE (c) sequences. The menisci (curved arrows) in the 

same knee joint are imaged with 2D PD-FSE (d), fat-saturated 2D T2- 
FSE (e), and fat-saturated 3D UTE (f) sequences. The PCL, patellar 
tendon, quadriceps tendon, and menisci all show low signal with the 
clinical sequences but high signal with the UTE sequences

 Quantitative UTE Imaging of the Knee Joint: 
Ex Vivo Evaluation

 Ex Vivo UTE-Based T2
* (UTE-T2

*) Imaging

Conventional clinical MRI sequences are routinely used to 
diagnose articular cartilage degeneration. However, these 
sequences have limited sensitivity to early degenerative 
changes such as subtle cartilage matrix alterations. UTE-T2

* 
mapping is a novel imaging technology that may potentially 
detect cartilaginous changes during the early stages of 
 degeneration within a tissue that appears normal on visual 
inspection. Williams et al. examined the sensitivity of UTE-

T2
* mapping to collagen matrix degeneration in human artic-

ular cartilage using polarized light microscopy (PLM) as the 
reference standard [18]. PLM uses the optical properties of 
articular cartilage to reveal information about its composi-
tion and structure. Birefringence is used to assess the optical 
properties of anisotropically oriented macromolecules, 
which alter the plane of polarized light. Loss of birefringence 
is seen in collagenase-induced matrix disruption [28]. In 
Williams’s study, 33 osteochondral cores were harvested 
from human tibial plateaus for UTE-T2

* and standard Carr–
Purcell–Meiboom–Gill (CPMG) T2 mapping. After MRI, the 
same cores were harvested and bisected for hematoxylin/
eosin (HE) staining for histological assessment as well as 
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glycosaminoglycan (GAG) content assessment and picrosir-
ius red (PSR) staining for PLM. HE and PLM images were 
qualitatively assessed following a scale developed by David- 
Vaudey et al. called the DV matrix grade [29]. UTE-T2

* maps 
were correlated with collagen matrix organization. Areas of 
cartilage damage exhibited low UTE-T2

* values, as shown in 
Fig. 31.2e, f. The deep cartilage adjacent to the subchondral 
bone was poorly detected with conventional clinical CPMG 
maps. Because of the low detectable signal, it was difficult to 
derive T2 values within the tolerance of the curve-fit algo-
rithm for many voxels (Fig. 31.2g–i). The mean CPMG-T2 
value increased with increasing matrix degeneration for DV 
matrix grades 0-3 but decreased for DV matrix grade 4 
(Fig.  31.2k). CPMG-T2 values did not differ significantly 
with DV matrix grade. In comparison, UTE-T2

* values were 
significantly correlated with DV matrix grade. In addition, 
decreased mean UTE-T2

* values were correlated with 
increasing matrix degeneration (Fig.  31.2j). Significantly 
decreased UTE-T2

* values were observed in mildly (DV 
matrix grade 1) and severely degenerate (DV matrix grade 4) 
tissues compared to healthy tissues (DV matrix grade 0) 
[18].

 Ex Vivo UTE-Based T1ρ (UTE-T1ρ) Imaging

Loss of PGs  or GAGs is an early sign of joint degeneration. 
In 1997, T1ρ imaging was proposed to detect PG depletion 
associated with OA [15]. More recent studies have sug-
gested that T1ρ can detect PG loss in OA patients [16]. As a 
result, T1ρ imaging is now emerging as a potentially impor-
tant noninvasive method for probing biochemical changes 
that may precede morphological degeneration in joints. 
However, T1ρ imaging techniques based on clinical MRI 
sequences are limited because short-T2 tissues show a rela-
tively low signal, and their T1ρ values often cannot be accu-
rately measured. UTE combined with continuous wave 
spin-locking T1ρ, or UTE-T1ρ techniques, have been devel-
oped to probe PG in short-T2 tissues [22, 23]. The UTE-T1ρ 
sequence provides a much higher signal from short-T2 tis-
sues such as the Achilles tendon, which shows as a signal 
void with conventional FSE- or GRE-based T1ρ sequences. 
To determine the sensitivity of quantitative UTE-T1ρ mea-
surements to biomechanical function, we performed inden-
tation testing on cadaveric human menisci (Fig.  31.3). 
Significant correlations were found between CPMG-T2 and 
UTE-T1ρ and indentation stiffness. The correlation was 
markedly stronger for UTE-T1ρ (R2 = 0.42) compared with 
conventional CPMG-T2 (R2 = 0.19). Thus, UTE-T1ρ corre-
lates significantly better (p < 0.001) with indentation stiff-
ness than CPMG-T2.

 Ex Vivo UTE Adiabatic T1ρ (UTE-AdiabT1ρ) 
Imaging

Continuous wave T1ρ imaging is sensitive to the magic angle 
effect [17]. The highly ordered collagen fibers in short-T2 
tissues are subjected to strong dipole–dipole interactions. 
Previous studies have demonstrated that T1ρ values can 
increase by more than 200% in the middle and deep zones of 
articular cartilage and by 300% in ligaments when the tissue 
fibers are reoriented from 0° to 55° relative to the B0 field 
[17, 30]. The strong angular dependence of T1ρ makes the 
evaluation of tissue degeneration complicated. More recently, 
trains of adiabatic inversion pulses have been proposed to 
measure adiabatic T1ρ relaxation (AdiabT1ρ) as an alternative 
to continuous wave T1ρ relaxation [24] to reduce the sensitiv-
ity to the magic angle effects [31]. A significant drawback is 
that AdiabT1ρ using conventional MRI data acquisitions is of 
limited value for probing PG depletion in short-T2 tissues 
due to the lack of detectable signals. UTE-based AdiabT1ρ 
(UTE-AdiabT1ρ) sequences can resolve this problem [25]. 
They allow magic angle-insensitive T1ρ mapping of both 
short- and long-T2 tissues of joints on clinical scanners. The 
technique combines a train of adiabatic inversion pulses with 
UTE data acquisition to generate T1ρ contrast. Figure 31.4 
shows representative 3D UTE-AdiabT1ρ images of a cadav-
eric human knee joint, where high signal and contrast were 
achieved for all the primary knee joint tissues. Excellent 
single-component UTE-AdiabT1ρ fitting was achieved for all 
the major knee joint tissues, providing AdiabT1ρ values of 
24.5 ± 1.3 ms for the quadriceps tendon, 38.8 ± 3.2 ms for 
the PCL, 33.2 ± 1.3 ms for the meniscus, and 55.6 ± 5.2 ms 
for the patellar cartilage. Another study demonstrated that 
UTE-AdiabT1ρ imaging is relatively insensitive to the magic 
angle effect [32], which is a significant advantage over con-
ventional continuous wave UTE-T1ρ imaging.

 Ex Vivo UTE-Magnetization Transfer (UTE-MT) 
Imaging

Magnetization transfer (MT) imaging has been developed to 
evaluate the macromolecular proton pool in various tissues 
[33]. Conventional clinical MT sequences typically employ 
off-resonance saturation, followed by GRE or FSE data 
acquisitions. However, they cannot be effectively used to 
evaluate ultrashort-T2 tissues in the knee joint due to the lack 
of detectable signals. UTE-MT sequences resolve this limi-
tation and can be used to quantitatively evaluate macromo-
lecular protons with extremely short-T2

*s of the order of 
~0.01 ms, which are otherwise “invisible” with current clini-
cal imaging sequences [26, 34, 35]. With UTE-MT imaging, 
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Fig. 31.2 Representative PLM, UTE-T2
*, and standard T2 maps of 

articular cartilage from human tibial plateau explants. The bone–carti-
lage interface is poorly characterized by CPMG-T2 mapping (bottom 
row) due to low signal but is well-characterized by UTE-T2

* mapping 
(middle row). The tissue from a healthy 18-year-old male (first column) 
shows an organized matrix, including a bright and intact superficial 
zone on the surface, a dark middle zone, and a thick and bright deep 
zone extending to bone (a), with relatively high UTE-T2

* values, rang-
ing from 20 to 30 ms (d), and noisy CPMG-T2 values, especially in the 
deep zone (g). The tissue harvested after total knee replacement surgery 
(second column) exhibits a disorganized matrix beneath an intact artic-
ular surface (b), with midrange UTE-T2

* values around 13 ms (e) and 

midrange CPMG-T2 values (h). The tissue from a 76-year-old male 
(third column) shows articular fibrillation and a lack of deep tissue bire-
fringence (c), with extremely low UTE-T2

* values around 3 ms (f) and 
long CPMG-T2 values (i). The white boxes outline tissue regions cor-
responding to the osteochondral cores, which were sectioned for histo-
logical and compositional analyses. UTE-T2

* and CPMG-T2 values 
change in opposite directions with matrix organization measured 
according to the David-Vaudey matrix grading scale. UTE-T2

* values 
decrease with increasing matrix degeneration (p = 0.008) (j), whereas 
CPMG-T2 values increase but were not found to vary significantly with 
matrix degeneration (p = 0.13) (k). (Reproduced with permission from 
Williams et al. [18])
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Fig. 31.4 Selected 3D UTE-AdiabT1ρ images of a cadaveric human 
knee joint of a 63-year-old female donor with regions of interest (red 
circles) drawn in quadriceps tendon (a), PCL (b), meniscus (c), and 
patellar cartilage (d) and the corresponding mono-exponential fitting 

curves demonstrating T1ρ values of 24.5 ± 1.3 ms for the quadriceps ten-
don (e), 38.8 ± 3.2 ms for the PCL (f), 33.2 ± 1.3 for the meniscus (g), 
and 55.6 ± 5.2 ms for the patellar cartilage (h), respectively. (Reproduced 
with permission from Ma et al. [25])
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the MT pulse is placed at a frequency offset Δf away from 
the narrower lines of water components, and this is followed 
by UTE data acquisitions. The MT pulse results in saturation 
of macromolecular protons (mainly collagen backbone pro-
tons), which exchange with water protons, leading to a 
reduction in the detectable signal from short- and long-T2 
tissues in the knee joint. The MT effect can be assessed using 
the MT ratio (MTR), which is semiquantitative and is 
affected by many factors, such as hardware differences. 
Semiquantitative UTE-MTR has been developed to assess 
changes in articular cartilage and other musculoskeletal tis-
sues [35].

More robust quantitative information can be derived 
through MT modeling of UTE-MT data acquired with satu-
ration pulses at a series of off-resonance frequencies [26]. A 
two-pool MT model, which includes a free pool composed of 
water protons and a semisolid pool consisting of collagen 
protons, has been proposed to extract fundamental MT 
parameters, such as the macromolecular proton fraction 
(MMF), relaxation times, and exchange rates. The free pool 
typically has a Lorentzian line shape, whereas the semisolid 
pool with restricted motion has a Gaussian or super- 
Lorentzian line shape. A critical feature of MMF is its insen-
sitivity to magic angle effects (<10% variation) [36, 37]. 
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Fig. 31.5 UTE-MT imaging of a cadaveric human knee joint. This 
allows quantitative imaging of articular cartilage (a, e), meniscus (b, f), 
patellar tendon (c, g), and PCL (d, h). Excellent two-pool MT modeling 

is achieved for all primary knee joint tissues, demonstrating an MMF of 
11.5 ± 1.0% for cartilage, 16.8 ± 1.0% for meniscus, 20.7 ± 2.5% for 
patellar tendon, and 18.4 ± 1.7% for the PCL

Geometrical anisotropy minimizes the orientation of the 
dipolar interaction between water hydrogen and macromo-
lecular hydrogen, which, together with rotational symmetry, 
results in little orientational dependence on MT [38]. As a 
result, MMF can serve as a magic angle-insensitive bio-
marker for musculoskeletal tissue degeneration in situations 
in which MMF is reduced due to collagen damage, PG loss, 
and/or higher water content. Figure  31.5 shows typical 
UTE-MT imaging of different knee joint tissues and the cor-
responding two-pool MT modeling. As can be seen, excel-
lent two-pool MT modeling is achieved for all the primary 
knee joint tissues, including articular cartilage, menisci, 
patellar tendon, and PCL.  MMF values range from 
11.5  ±  1.0% for cartilage, 16.8  ±  1.0% for meniscus, and 
18.4  ±  1.7% for PCL, to 20.7  ±  2.5% for patellar tendon. 
UTE-MT sequences offer a significant advantage over con-
ventional MT sequences, which cannot provide MMF map-
ping of short-T2 tissues such as the meniscus, ligaments, 
tendons, and bone.

 Ex Vivo Evaluation of OA with a Panel 
of Quantitative UTE Biomarkers

Different UTE-based quantitative biomarkers may be sensi-
tive to different tissue components within the knee joint. 
Recently, Wan et al. have investigated the feasibility of using 
3D UTE-based biomarkers to detect PG loss and collagen 
degradation induced by an enzyme in the human ex vivo car-
tilage [39]. The specificity of these biomarkers in cartilage 

imaging was also investigated. A total of 104 human knee 
cartilage samples were harvested in a trypsin digestion study 
and a sequential trypsin and collagenase digestion study, 
respectively. In all, 44 samples were randomly divided into a 
trypsin digestion group (tryp group) and a control group 
(phosphate-buffered saline (PBS) group) (n  =  22 for each 
group) for the trypsin digestion experiment. The other 60 
samples were equally divided into 4 groups for sequential 
trypsin and collagenase digestion, including PBS  +  Tris 
(incubated in PBS and then in Tris buffer solution), 
PBS + 30-U col (incubated in PBS, and then in 30-U/mL col-
lagenase (30-U col) with Tris buffer solution), tryp +30-U col 
(incubated in trypsin solution and then in 30-U/mL collage-
nase with Tris buffer solution), and tryp + Tris (incubated in 
trypsin solution and then in Tris buffer solution). UTE bio-
markers, including T1, T2

*, AdiabT1ρ, MTR, and MMF as well 
as the sample weight for each cartilage sample were evalu-
ated before and after treatment. PG and hydroxyproline 
assays were performed as a reference standard. All UTE bio-
markers differentiated healthy and degenerate cartilage in the 
trypsin digestion experiment. However, only UTE-T1 and 
UTE-AdiabT1ρ were significantly correlated with PG concen-
tration in the digestion solution (p = 0.004 and p = 0.0001, 
respectively). In the sequential digestion experiment, no sig-
nificant differences were found for UTE- T1 and UTE-
AdiabT1ρ values between the PBS + Tris and PBS + 30-U col 
groups (p = 0.627 and p = 0.877, respectively). UTE-T1 and 
UTE-AdiabT1ρ values increased significantly in the tryp + Tris 
(p = 0.031 and p = 0.024, respectively) and tryp + 30-U col. 
groups (both p < 0.0001). Significant decreases in MMF and 
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MTR were found in the tryp + 30-U col group compared with 
the PBS + Tris group (p = 0.002 and p = 0.001, respectively). 
Figure  31.6 presents the correlation of the change ratio of 
quantitative UTE-based T1, T1ρ, MMF, MTR, and T2

* after 
digestion with the PG concentration in the digestion solu-
tions, which was standardized with cartilage weights. The 
change ratios of UTE-T1 and UTE- AdiabT1ρ were positively 
correlated with PG concentration (p < 0.0001), and the cor-
relation coefficients were 0.74 and 0.86, respectively. There 
was no correlation between the change ratio of UTE-MMF, 
UTE-MTR, and UTE-T2

* with PG concentration, as p values 
were all >0.05. The Wan study suggests that UTE-AdiabT1ρ 
and UTE-T1 have the potential to detect PG loss, whereas 
UTE-MMF and UTE-MTR are promising for the detection of 
collagen degradation in articular cartilage. This could facili-
tate an earlier noninvasive diagnosis of OA [39].

Different UTE-based biomarkers can be simultaneously 
applied to each knee joint tissue for better diagnosis of 
degeneration. Recently, Shao et  al. have investigated the 
diagnostic efficacy of multiparametric quantitative UTE- 
MRI in evaluating human cartilage degeneration using 20 
fresh anterolateral femoral condyle samples obtained from 
20 patients who had undergone total knee arthroplasty [40]. 
The samples were imaged using UTE-MTR, UTE-AdiabT1ρ, 
UTE-T2

*, and clinical CubeQuant-T2 sequences. UTE-MTR 
showed the strongest correlation with both Osteoarthritis 
Research Society International grade (r = −0.709, P < 0.001) 
and polarized light microscopy-collagen organization score 

(r = 0.579, P < 0.001) in all quantitative UTE-MRI metrics. 
The UTE-MTR and UTE-AdiabT1ρ values showed a signifi-
cant difference between the normal group and the mild 
degeneration group (P = 0.047 and P = 0.015, respectively), 
whereas UTE-T2

* and CubeQuant-T2 did not. The UTE- 
MTR values were 15.90 ± 1.06% for normal cartilage and 
14.59  ±  1.35% for mildly degenerate cartilage. The UTE- 
AdiabT1ρ values were 40.19 ± 2.87 ms for normal cartilage 
and 42.6  ±  2.26  ms for mildly degenerate cartilage. The 
receiver operating characteristic (ROC) analysis showed that 
UTE-MTR (area under the curve (AUC) = 0.805, P = 0.001; 
sensitivity = 73.7%; specificity = 89.5%) displayed the high-
est diagnostic efficacy in diagnosing mild cartilage degener-
ation, whereas UTE-AdiabT1ρ and CubeQuant-T2 showed 
lower diagnostic efficacy (AUC  =  0.727, P  =  0.017 and 
AUC = 0.712, P = 0.026, respectively). Quantitative UTE- 
MTR and UTE-AdiabT1ρ biomarkers may be used to evalu-
ate early cartilage degeneration. Combinations of quantitative 
UTE biomarkers will probably provide a more comprehen-
sive evaluation of knee degeneration in the main joint tis-
sues. The efficacy of this biomarker panel approach remains 
to be investigated, ideally on a series of joint tissues with 
histologically confirmed degeneration and detailed biochem-
ical and biomechanical assessments. This information will 
also facilitate the development of new grading systems, 
which involve not only morphological information but also 
quantitative measurements of the main joint tissues for a 
truly “whole-organ” approach to the diagnosis of OA.
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Fig. 31.6 Correlation of the change ratio of quantitative UTE-based 
biomarkers, T1 (a), T1ρ (b), MMF (c), MTR (d), and T2

* (e) after diges-
tion, with PG concentration in the digestion solutions standardized by 
cartilage weights. The change ratios of T1 and T1ρ are positively corre-
lated with PG concentration (p < 0.0001) with correlation coefficients 

of 0.74 and 0.86, respectively. There is no correlation between the 
change ratios of UTE-based MMF, MTR, and T2

* with PG concentra-
tion, as the p values are all >0.05. (Reproduced with permission from 
Wan et al. [39])
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 Quantitative UTE Imaging of the Knee Joint: 
In Vivo Evaluation

 In Vivo UTE-T2
* Quantification of Knee Joint 

Degeneration

A previous ex vivo study demonstrated that UTE-T2
* map-

ping reflects collagen structural integrity and degeneration in 
cartilage, as confirmed by PLM [18]. Another  cross- sectional 
clinical study of ACL-injured patients provided evidence 
that UTE-T2

* mapping effectively identifies subsurface inju-
ries in menisci that are clinically intact on conventional clini-
cal MRI and at arthroscopic surgery [41]. A more recent 
study by the same group has suggested that UTE-T2

* map-
ping is sensitive to deep subsurface matrix changes in articu-
lar cartilage after ACL tears and that it can be used to track 
cartilage disease status [19]. Furthermore, UTE-T2

* mapping 
can detect longitudinal changes in articular cartilage and 
menisci after anatomical ACL reconstruction [19]. 
Figure 31.7 shows a longitudinal study’s selected UTE-T2

* 
data in the meniscus in ACL-reconstructed patients. Before 
ACL reconstruction, UTE-T2

* values were elevated com-
pared with those of uninjured controls and increased with 
increasing meniscal injuries (three groups: uninjured con-
trols, intact menisci, and torn menisci). UTE-T2

* values in 
torn menisci did not differ from those in intact menisci (post 
hoc pairwise, P > 0.14) before ACL reconstruction. Within 
the initially intact medial menisci of ACL- reconstructed 
patients, UTE-T2

* values decreased from 12.5  ±  2.0 to 
10.4 ± 2.4 ms or 17% over 2 years to levels that did not differ 
from those measured in uninjured controls (Fig.  31.7d). 
Elevated UTE-T2

* values (14.8 ± 4.0 ms) were observed in 
torn medial menisci 2 years after ACL reconstruction com-
pared to those in uninjured controls (9.8 ± 1.4 ms) and those 
of ACL-reconstructed patients with intact medial menisci 
(10.4 ± 2.4 ms) [19].

 In Vivo UTE-AdiabT1ρ Quantification of Knee 
Joint Degeneration

Recent ex vivo studies have demonstrated that UTE-AdiabT1ρ 
can detect PG loss induced by enzymatic treatment in articu-
lar cartilage [39] and can differentiate between histologically 
confirmed normal and mildly degenerate femoral condyle 
samples obtained from patients who underwent total knee 
arthroplasty [40]. The UTE-AdiabT1ρ sequence also allows 
systematic evaluation of knee joint tissues in vivo. In a recent 
study, Wu et al. have investigated UTE-AdiabT1ρ imaging of 
whole knee cartilage in healthy volunteers and in patients 
with varying degrees of OA [42]. Both subregional and 
global UTE-AdiabT1ρ values of articular cartilage were cor-

related with Kellgren–Lawrence (KL) grade and Whole-
Organ Magnetic Resonance Imaging Score (WORMS) [43], 
two widely used clinical tools to evaluate OA patients. The 
subregion cartilage was divided into two subcategories 
according to the extent and depth of cartilage lesions [43, 
44]. The extent group included WORMS 0 (controls); 
WORMS 1, 2, and 2.5 (regional lesions); and WORMS 3, 4, 
and 5 (diffuse lesions). The depth group included WORMS 0 
(controls); WORMS 1, 2, 3, and 4 (partial- thickness lesions); 
and WORMS 2.5 and 5 (full- thickness lesions) [44, 45]. 
Single-component exponential fitting was performed to gen-
erate 3D UTE-AdiabT1ρ values for a total of 713 cartilage 
subregions from 66 human subjects. Receiver operating 
characteristic (ROC) and area under the curve (AUC) were 
used to evaluate the diagnostic efficacy of UTE-AdiabT1ρ for 
the detection of doubtful- minimal OA (KL = 1–2) and mild 
cartilage degeneration (WORMS = 1). Figure 31.8a, b shows 
the boxplot of UTE- AdiabT1ρ values in different WORMS 
groups. Statistically significant differences were observed in 
UTE-AdiabT1ρ values between WORMS extent groups and 
depth groups. The mean UTE-AdiabT1ρ values were 
37.3  ±  5.45  ms for normal controls, 39.1  ±  6.46  ms for 
doubtful-minimal OA, and 39.0  ±  6.42  ms for moderate-
severe OA. Higher UTE- AdiabT1ρ values were observed in 
both larger and deeper lesions, with 44.1 ± 5.6 ms for carti-
lage with diffuse lesions, 46.8  ±  6.5  ms for cartilage with 
full-thickness lesions, and 35.5 ± 4.9 ms for normal carti-
lage. The diagnostic threshold value of UTE-AdiabT1ρ for 
doubtful-minimal OA was 38.5  ms with 64.5% sensitivity 
and 54.5% specificity. The diagnostic threshold value of 
UTE-AdiabT1ρ for mild cartilage degeneration was 39.4 ms 
with a higher sensitivity (80.8%) and specificity (63.5%). 
The AUCs of UTE- AdiabT1ρ for doubtful-minimal OA and 
mild cartilage degeneration were 0.6 and 0.8, respectively 
(Fig. 31.8c, d). The corresponding cutoff points were UTE- 
AdiabT1ρ ≥  38.5  ms for doubtful-minimal OA and UTE- 
AdiabT1ρ ≥  39.4  ms for mild cartilage degeneration [42]. 
The 3D UTE-AdiabT1ρ sequence may significantly improve 
the robustness of quantitative evaluation of articular cartilage 
degeneration. A systematic evaluation of UTE-AdiabT1ρ val-
ues for all the principal components in the knee joint, includ-
ing the osteochondral junction, menisci, ligaments, and 
tendons, remains to be conducted.

 In Vivo UTE-MT Imaging in Knee Joint 
Degeneration

The 3D multispoke UTE-MT sequence can be used for fast 
volumetric mapping of MMF in both short- and long-T2 tis-
sues in the knee joint, facilitating a more comprehensive 
diagnosis of early OA than conventional sequences, which 
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Fig. 31.7 UTE-T2
* mapping of the posterior medial menisci from an 

uninjured control (a), an ACL-reconstructed patient with an intact 
medial meniscus before surgery (b), and the same patient 2 years after 
ACL reconstruction (c). UTE-T2

* maps show subsurface meniscal 
matrix changes in intact menisci in patients with ACL injuries. UTE-T2

* 
values in intact medial menisci of ACL-injured patients before ACL 
reconstruction were 27% higher than those observed in healthy controls 

(P  =  0.02). UTE-T2
* values in intact menisci of ACL-reconstructed 

joints 2  years after joint stabilization surgery decreased by 17% 
(P = 0.03) to levels that did not differ from those of asymptomatic con-
trols (P  =  0.7). UTE-T2

* values in torn menisci before surgery were 
significantly higher (95%) than those of uninjured controls (P < 0.01) 
(d). ACLR = ACL-reconstructed. (Reproduced with permission from 
Chu et al. [19])

can only provide morphological information about long-T2 
tissues [26]. Recently, Xue et al. have investigated the feasi-
bility of two-pool modeling of 3D UTE-MT imaging for 
in vivo assessment of whole knee cartilage in healthy volun-
teers and OA patients and have explored the relationship 
between MMF and clinical evaluations of OA patients as 
measured by the KL grade and WORMS [46]. Quantitative 
3D UTE-MT sequences with 3 off-resonance pulse flip 
angles (500°, 1000°, and 1500°) and 5 frequency offsets (2, 
5, 10, 20, and 50 kHz) were applied to 62 participants at 
3 T. MMF of articular cartilage of the whole knee was quan-
tified using a modified rectangular pulse approximation 
two- pool MT model based on the 3D multispoke UTE-MT 
images. Nine spokes were acquired after each MT prepara-
tion pulse to speed up data acquisition ninefold [26]. The 
closely fitting curves achieved for signal intensity versus 
off- resonance pulse flip angles and frequency offsets showed 
the benefit of using the 3D UTE-MT sequence to model 
MMF in articular cartilage. In addition, the test–retest 
repeatability of MMF derived from two healthy volunteers 
with three repeated scans showed a mean coefficient of vari-
ation of 3.5%, which suggests that MMF values for knee 

cartilage can be reliably measured in vivo [46]. Figure 31.9 
shows representative 3D UTE-MT modeling results 
achieved in three subjects with different KL and WORMS 
grades, with a mean MMF of 10.2 ± 0.6% for the healthy 
20-year- old female control, a mean MMF of 9.9 ± 2.2% for 
the 58-year-old male in the doubtful-minimal OA group 
with KL = 1 and WORMS 2, and a mean MMF of 6.2 ± 1.1% 
for the 67-year-old female in the moderate-severe OA group 
with KL = 3 and WORMS 4.

MMF was also compared in different groups classified 
according to the condensed KL grade and WORMS score 
[46]. The correlations were evaluated using Spearman’s cor-
relation coefficient, whereas the diagnostic efficacy of MMF 
in detecting OA in its early stages was evaluated using ROC 
curves. MMF showed significant negative correlations with 
the KL grade (r  = −0.53, P  <  0.05) and WORMS score 
(r = −0.49, P < 0.05). MMF ranged from 11.8 ± 0.8% for 
healthy volunteers (KL = 0) to 10.6 ± 1.1% for moderate- 
severe OA patients (KL = 3–4). A lower MMF was observed 
in larger or deeper lesions in cartilage, with a mean MMF of 
9.6 ± 1.7% for cartilage with diffuse lesions and 8.8 ± 1.7% 
for cartilage with full-thickness lesions.
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Fig. 31.8 Boxplot of 3D UTE-AdiabT1ρ values in different WORMS 
extent groups (a) and WORMS depth groups (b) for a total of 713 
cartilage subregions from 66 human subjects with varying degrees of 
knee joint degeneration, and ROC curves of UTE-AdiabT1ρ for the 

diagnosis of doubtful-minimal OA (KL = 1–2) (c) and mild cartilage 
degeneration (WORMS = 1) (d). (Reproduced with permission from 
Wu et al. [42])

In comparison, normal cartilage had a mean MMF of 
12.1  ±  1.6%. The mean MMF dropped significantly 
(P < 0.05) by 7.6% from KL = 0 to KL = 1–2 and by 10.2% 
from KL = 0 to KL = 3–4. Similarly, the mean MMF dropped 
by 9.9% from normal to regional cartilage lesions, by 20.7% 
from normal to diffuse cartilage lesions, by 12.4% from nor-
mal to partial-thickness cartilage lesions, and by 27.3% from 
normal to full-thickness cartilage lesions, which were all sta-
tistically significant with P < 0.05. Figure 31.10a–c shows 
the boxplots. MMF can also distinguish doubtful-minimal 
OA from normal controls and mild cartilage degeneration 
from normal cartilage according to the ROC curves. The 
AUC values of MMF for doubtful-minimal OA and mild car-
tilage degeneration were 0.8 and 0.7, respectively, according 
to the ROC curves (Fig. 31.10d, e). The diagnostic threshold 
value of MMF was 11.5% with a sensitivity of 82.1% for 
doubtful-minimal OA, and 10.5% with a specificity of 75.2% 
for mild cartilage degeneration [46]. This study highlights 
the clinical value of MMF in detecting OA in its early stages.

The meniscus plays a crucial role in the long term health 
of the knee joint by facilitating load transmission, stabiliza-
tion, shock absorption, and lubrication [6]. Meniscal degen-
eration is significantly associated with the development and 
progression of OA [47]. Early detection of biochemical 
changes in the meniscus may be essential for preserving the 
tissue, avoiding the onset of OA, and slowing its progression. 
Many quantitative MRI techniques, such as T1ρ and T2 map-
ping, have been developed to evaluate compositional change 
in meniscal tissue [19, 48]. MT imaging has also been devel-
oped for indirect evaluation of macromolecules in long- T2 
tissues of the knee joint to explore its value in the early diag-
nosis of OA. However, MT imaging has been less studied in 
the meniscus due to the fundamental technical challenges 
related to the meniscal structure [49]. The meniscus is colla-
gen-rich and consists of distinct groups of highly organized 
collagen fibers, including the meshwork fibers, which cover 
the meniscal surfaces, lamella-like collagen fibril bundles, 

which lie beneath the superficial network, radial fibers, 
which are located in the external circumference of the ante-
rior and posterior segments, and circumferential fibers, 
which are located in the central region between the femoral 
and tibial surface layers [50]. The highly organized collagen 
fiber structure dramatically reduces T2 due to strong dipole–
dipole interactions. Consequently, the meniscus is largely 
invisible with conventional clinical MRI sequences [19].

UTE sequences allow direct imaging of short-T2 tissues in 
the meniscus [19, 51]. This UTE-MT modeling provides 
comprehensive assessment of tissue properties such as the 
MMF [52, 53], which is largely insensitive to the magic 
angle effect [36, 37], making them excellent candidates for 
quantitative evaluation of meniscal degeneration. Recently, 
Zhang et  al. have evaluated biomarkers derived from 3D 
UTE-MT imaging, including MMF and MTR, in the menis-
cus in healthy subjects and patients with mild and advanced 
OA, and have assessed the correlations with the morphologi-
cal assessment of meniscal degeneration using modified 
WORMS [54]. Patients with mild OA (n = 19; 37–86 years; 
10 males) or advanced OA (n = 12; 52–88 years; 4 males) 
and healthy volunteers (n = 17; 20–49 years; 7 males) were 
scanned with clinical and 3D UTE sequences. Representative 
T2-FSE and UTE images and maps of MMF and MTR for 
knee menisci of a normal volunteer, a patient with mild OA, 
and a patient with more advanced OA, respectively, are 
shown in Fig. 31.11. The menisci showed near-zero signal 
with the T2-FSE sequence but a high signal with the UTE 
sequence, allowing volumetric mapping of MMF and MTR 
for quantitative assessment of meniscal degeneration. Both 
MMF and MTR decreased with meniscal degeneration.

Both MMF and MTR were calculated in the anterior and 
posterior horns of medial and lateral menisci, respectively. 
They were correlated with age and meniscal WORMS 
scores in three groups of human subjects: healthy volun-
teers and patients with mild or advanced OA [54]. The 
diagnostic effectiveness of MMF and MTR was assessed 

31 Quantitative Ultrashort Echo Time Magnetic Resonance Imaging of the Knee in Osteoarthritis



398

1

0.9

0.8

0.7

0.6

0.5

N
o

rm
al

iz
ed

 in
te

n
si

ty

0 10 20 30 40 50
Frequency offset (kHz)

MMF=10.2% + 0.6%

MT data: FA = 1500°
MT data: FA = 1000°
MT data: FA = 500°
Fit

1

0.9

0.8

0.7

0.6

0.5

N
o

rm
al

iz
ed

 in
te

n
si

ty

0 10 20 30 40 50
Frequency offset (kHz)

MMF=9.9% + 2.2%

MT data: FA = 1500°
MT data: FA = 1000°
MT data: FA = 500°
Fit

1

0.9

0.8

0.7

0.6

0.5

N
o

rm
al

iz
ed

 in
te

n
si

ty

0 10 20 30 40 50
Frequency offset (kHz)

MMF=6.2% + 1.1%

MT data: FA = 1500°
MT data: FA = 1000°
MT data: FA = 500°
Fit

20

16

12

8

4

0
20

16

12

8

4

0
20

16

12

8

4

0

a b
c

d e f

g h
i

Fig. 31.9 Three representative subjects with different KL and 
WORMS grades and UTE-MT modeling results: a healthy 20-year-old 
female volunteer (first row) with normal T2-FSE (WORMS of 
patella = 0, KL = 0) (a), an MMF map (b), and MT modeling curves 
showing a mean MMF (mean ± standard deviation (SD) of patella) of 
10.2 ± 0.6% (c); a 58-year-old male (second row) with abnormal T2- 

FSE (WORMS of the patella = 2, KL = 1) (d), an MMF map (e), and 
MT modeling curves showing a mean MMF of 9.9 ± 2.2% (f); and a 
67-year-old female (third row) with abnormal T2-FSE (WORMS of 
patella = 4, KL = 3) (g), an MMF map (h), and MT modeling curves 
showing a mean MMF of 6.2 ± 1.1% (i). (Reproduced with permission 
from Xue et al. [46])
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Fig. 31.10 MMF in different KL groups (***P < 0.001, compared to 
KL = 0; ## P < 0.01, compared to KL = 1–2) (a); MMF in regions dif-
fering in the extent of cartilage lesions based on WORMS (*** 
P < 0.001, compared to normal cartilage; §§§ P < 0.001, compared to 
regional lesions of cartilage) (b); MMF in regions differing in the depth 
of cartilage lesions based on WORMS (*** P < 0.001, compared to 
normal cartilage; &&& P  <  0.001, compared to partial-thickness 

lesions of cartilage) (c); and ROC curves of MMF for the diagnosis of 
doubtful-minimal OA (KL = 1–2) (d) and mild cartilage degeneration 
(WORMS = 1–2) (e). The AUC of MMF for doubtful-minimal OA was 
0.8 with a cutoff point of MMF ≤ 11.5%, whereas the AUC of MMF for 
mild cartilage degeneration was 0.7 with a cutoff point of MMF ≤ 10.5%. 
(Reproduced with permission from Xue et al. [46])

using ROC curves and AUC analyses. Significant negative 
correlations were observed between MMF and meniscal 
WORMS scores with r = −0.769 (P < 0.01) and between 
the MTR and meniscal WORMS scores with r  = −0.320 
(P < 0.01), respectively, as shown in Fig. 31.12a, b. Mild 
negative correlations between the MMF and age 
(r  =  −0.438, P  <  0.01) and between the MTR and age 
(r = −0.289, P < 0.01) were also observed. The ROC curves 
for the MMF and MTR are shown in Fig. 31.12c, d, respec-
tively. The AUCs of the MMF and MTR values for differen-
tiating OA patients from healthy volunteers were 0.762 and 
0.699, respectively, with a cutoff MMF ≤  15.95% and a 

MTR ≤ 0.56, with sensitivities of 70.97% and 84.68% and 
specificities of 70.59% and 50%, respectively. Furthermore, 
the posterior horn meniscal MMF and MTR values were 
best for differentiating OA patients from healthy volunteers 
via ROC curve analysis with AUCs of 0.835 and 0.883, 
respectively, a cutoff MMF ≤  14.86% and MTR  <  0.56, 
with sensitivities of 67.74% and 87.10% and specificities 
of 94.12% and 82.35%, respectively. These results demon-
strate that 3D UTE-MT biomarkers of MTR, especially 
MMF, can detect compositional changes in the meniscus 
and differentiate healthy subjects from patients with mild 
or advanced knee OA [54].
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Fig. 31.11 A comparison of three human subjects, including a 23-year- 
old female healthy volunteer (first row) imaged with T2-FSE (T2-FSE) 
(a) and UTE (b) sequences as well as the corresponding MMF (c) and 
MTR (d) maps, a 58-year-old male with mild osteoarthritis (OA) (sec-
ond row), imaged with T2-FSE (e) and UTE (f) sequences and the cor-

responding MMF (g) and MTR (h) maps, and a 68-year-old female 
with advanced OA (third row) imaged with T2-FSE (i) and UTE (j) 
sequences as well as the corresponding MMF (k) and MTR (l) maps. 
MMF and MTR were lower in abnormal menisci than in healthy 
menisci. (Reproduced with permission from Zhang et al. [54])
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a
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c

d

Fig. 31.12 Scatter plots showing the correlations of MTR (a) and 
MMF (b) with meniscal WORMS scores. The mean MTR and MMF 
values decreased with increased WORMS scores of menisci. The AUC 
values of the whole meniscal MTR and MMF values for differentiating 
OA patients from normal controls via ROC curve analysis were 0.699 
and 0.762, respectively, with no significant difference between them 

(P > 0.05) (c). The AUC values of the posterior horn medial MTR and 
MMF values for differentiating OA patients from normal controls via 
ROC curve analysis were 0.883 and 0.835, respectively, with no signifi-
cant difference between them (P > 0.05) (d). (Reproduced with permis-
sion from Zhang et al. [54])

 Morphological and Quantitative UTE 
Imaging: New Directions

 UTE Assessment of the Osteochondral 
Junction (OCJ)

OA is a degenerative disease with pathological changes typi-
cally involving all the principal tissues or tissue components of 
the knee [55]. There is increasing interest in the region of the 
OCJ, which encompasses the tissue components between deep 
uncalcified cartilage and trabecular bone. The OCJ consists of 
the deep uncalcified layer of articular cartilage, the tidemark, 
the calcified cartilage, and the subchondral bone plate [56]. The 

OCJ is the region where calcified cartilage meets subchondral 
bone. However, it is beneficial to consider the tissue compo-
nents between superficial cartilage and subchondral bone plate 
as a whole group, which is concerned with the dissipation of 
stress in a region between semirigid and rigid tissues. While 
these tissue components are avascular in normal joints, in OA, 
osteoclasts are activated and form channels through the sub-
chondral bone plate, allowing blood vessels and nerves to 
extend from marrow into deep cartilage [57, 58]. This process 
is associated with a cascade of abnormalities, including local 
inflammation, upregulation of metalloproteinase activity, 
extracellular matrix degradation, reduction of cartilage load-
bearing capacity, and degenerative changes [56, 57, 59].
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Although it is generally accepted that the initial changes of 
OA are degeneration and erosion starting in superficial uncal-
cified cartilage, some studies cannot be explained by this 
model [60–63]. The OCJ may play an essential role in the 
pathogenesis of OA [60–62]. The highly modified mineral-
ized region of cartilage in the OCJ is 10–100 times stiffer 
than  uncalcified cartilage but is less stiff than subchondral 
bone plate. Thus, the OCJ is a transition zone of intermediate 
stiffness between uncalcified cartilage and subchondral bone. 
In OA, the OCJ may become reactive and extend to adjacent 
uncalcified cartilage, leading to thinning of  superficial uncal-
cified cartilage [60]. The calcified cartilage was extremely 
hypermineralized and twice as hard as neighboring subchon-
dral bone plate in a study of OA human femoral heads [61]. 
The OCJ may function as a hard-grinding abrasive and accel-
erate wear rates in such a situation. Changes in the OCJ can 
compromise uncalcified cartilage and cause it to degenerate 
[62]. The hypermineralized OCJ may have shortened T2

* and 
T1s; however, its water content may also be reduced due to 
increased mineral content. Therefore, the MRI signal inten-
sity of hypermineralized OCJ may be higher (if shortening of 
T1 dominates) or lower (if water content reduction dominates) 
than that of normal OCJ.

However, the OCJ region is difficult to image with con-
ventional MRI sequences due to its short mean transverse 

relaxation time, leading to little or no signal when the acqui-
sition mode is enabled after RF excitation [64]. UTE-MRI 
sequences have been employed to resolve this challenge [9, 
65–67]. Du et al. proposed a dual adiabatic inversion recov-
ery UTE (dual-IR-UTE) approach for high contrast imaging 
of the OCJ [66, 67]. This sequence employs two long adia-
batic inversion pulses to invert long-T2 water and long-T2 fat 
longitudinal magnetizations. The 2D UTE acquisition starts 
at a delay time of TI1 tuned for the inverted long-T2 water 
magnetization to reach the null point and TI2 tuned for the 
inverted fat magnetization to reach the null point. Excellent 
contrast can then be generated for the OCJ with long-T2 
water, and fat signals can be efficiently suppressed without 
problems from susceptibility and/or chemical shift artifacts 
[65–67]. In addition, effacement and thickening of the OCJ 
region can be observed [66].

Recently, Ma et al. have reported a 3D adiabatic inversion 
recovery prepared UTE (3D IR-UTE) Cones sequences for 
volumetric imaging of the OCJ region with high spatial reso-
lution and contrast [68]. The sequence combines a basic 3D 
UTE Cones sequence with an adiabatic IR preparation pulse 
with a duration of ~6  ms. Spokes (Nsp) are acquired after 
each IR pulse to improve the acquisition efficiency. The fat 
signal is suppressed with a conventional chemical shift- 
based fat saturation module. Figure 31.13 shows clinical and 

a b c d e

f g h

Fig. 31.13 Imaging of a normal ex vivo knee joint specimen from a 
31-year-old male donor (a–e) and an abnormal knee joint from a 
54-year-old female patient (f–h). The clinical PD-FSE (a) and T2-FSE 
(b) sequences are used for comparison with the fat-saturated 3D 
IR-UTE Cones sequence (c). The fat-saturated IR-UTE image shows 
high OCJ contrast (i.e., a high signal band), which can be seen more 

clearly in the zoomed image (d). The conventional fat-saturated UTE 
Cones image shows a high signal but poor contrast in the OCJ region 
(e). The abnormal OCJ region (arrow) in the patient is seen with the 3D 
fat-saturated IR-UTE image (h) but not with the clinical PD-FSE (f) 
and T2-FSE (g) images. (Reproduced with permission from Ma et al. 
[68])
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UTE imaging of a normal ex vivo knee joint (Fig. 31.13a–e) 
and an abnormal knee joint in an OA patient (Fig. 31.13f–h). 
The 3D fat-saturated UTE Cones sequence shows high sig-
nals from all the main knee joint tissue components, includ-
ing the OCJ, menisci, ligaments, and tendons. However, 
there is little contrast between the OCJ region and the more 
superficial layers of articular cartilage. The fat-saturated 3D 
IR-UTE Cones sequence shows a well-defined continuous 
high signal band in the patellar, femoral, and tibia cartilage 
of this normal knee joint adjacent to the subchondral bone 
plate. In distinction, the OA patient shows an ill-defined 
focal loss and non-visualization of the high signal band adja-
cent to the plate (Fig.  31.13h). The abnormal OCJ region 
shown with the 3D IR-UTE Cones sequence corresponds 
well in position with the abnormal superficial layers seen 
with the clinical PD- and T2-weighted FSE sequences.

The OCJ region may play a central role in the initiation 
and/or progression of OA.  MR imaging of the OCJ region 
may therefore be of critical importance in elucidating the 
structural and functional pathogenesis of OA, including fea-
tures associated with the internal layers of cartilage without 
loss of cartilage in the superficial layers. More research is 
needed to investigate the morphology of normal vs. abnormal 
OCJ, including this region’s normal mineralization, hypermin-
eralization, and degeneration. Quantitative evaluation of the 
OCJ, including measurement of its MR relaxation times (T1, 
T2, T2

*, and T1ρ) and proton density, is also full of interest.

 UTE Imaging for Monitoring Therapy 
and Recovery

Conventional MRI clearly indicates where the mesenchymal 
stem cells (MSCs) are located; however, it cannot detect 
MSCs in regions beyond the fat pad or synovial fluid. 
Imaging superparamagnetic iron oxide (SPIO) nanoparticle- 

labeled cells in joints is challenging due to the presence of 
dense bone and susceptibility effects associated with highly 
magnetic SPIOs [27]. Previous studies have raised questions 
over the specificity of the sequences used for SPIO nanopar-
ticle imaging in joints due to these technical challenges [69]. 
UTE-MRI can be used to track SPIO nanoparticle-labeled 
multipotent MSCs injected into joints containing osteochon-
dral defects, thereby providing a method for monitoring the 
distribution of these cells in the treatment of OA [27]. SPIOs 
show fast MR signal decay, making it challenging to image 
them in tissues, which also show fast signal decay. As a 
result, conventional clinical MRI techniques have difficulty 
tracking SPIO-labeled MSCs in joints. By reducing the TE 
down to 32 μs, the 3D UTE Cones sequence reduces SPIO 
artifact and match histology within bone, as demonstrated in 
Fig. 31.14 [27]. The 3D UTE images match the histological 
detail of the recovering osteochondral defect. Within the 
osteochondral defect, 3D UTE images at both free induction 
decay (FID) (TE = 0.03 ms) and a later echo (TE = 0.16 ms) 
have similar intensities to muscle, indicating a lack of SPIOs 
in the defects. The 3D UTE images demonstrate the anatomi-
cal features of healing defects observed in the histological 
images, with the highest anatomical detail being demon-
strated following post- acquisition processing [27]. 
Subtraction of the second echo image from the first UTE 
image shows features that match histology and demonstrate 
bone, fibrous repair tissue, bone tissue formation, and carti-
lage (Fig. 31.14d, e). The 3D UTE images show additional 
details with the intermediate TEs, which are not readily 
apparent on histological samples (Fig.  31.14b). Kaggie 
et al.’s study does not show SPIOs in the defects 1 week after 
injection, mainly due to the limited lifespan of MSCs [27]. A 
longitudinal study with earlier time points to confirm whether 
there are earlier honing effects and longer-term effects of 
injected MSCs would be helpful. The superior structure 
detection of UTE images over conventional clinical images 

TE = 0.03 ms TE 0.03– TE 4.0TE = 16.1 msTE = 4.0 ms

a b c d e

Fig. 31.14 3D UTE images of the osteochondral defect created in an 
ovine distal femoral condyle with TEs of 0.03 ms (a), 4.0 ms (b), and 
16.1 ms (c), subtraction of a later echo (TE = 4 ms) image from the first 
(TE = 0.03 ms) image (d), and an HE-stained histological section of the 
osteochondral defect (e) imaged 2 weeks post-surgery and 1-week post- 
SPIO- labeled MSC injection. An excellent correlation exists between 

the 3D UTE images and the histological sections, particularly with the 
subtracted images (d). The defect shows no significant presence of 
SPIOS, which would be indicated by higher signal loss in a later echo 
(e.g., TE = 16.1 ms) images. (Reproduced with permission from Kaggie 
et al. [27])
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is a unique strength of 3D UTE-MRI, which can be used for 
longitudinal monitoring of clinical and experimental joint 
surface defect healing [27]. The 3D UTE sequence enables 
further validation of biological healing of minor osteochon-
dral defects, which are difficult to image due to their small 
size and the fast MRI signal decay of bone and SPIOs. The 
excellent correlation between 3D UTE-MRI and histology 
facilitates future studies monitoring MSC locations and the 
effects of mesenchymal stem/stromal cell healing of dam-
aged tissues [27].

The precise mechanism by which MSCs exert an influ-
ence on healthy and diseased tissues remains to be estab-
lished. Some early reports indicate that MSCs honing in on 
defects contributes “building blocks” for tissue regeneration 
[70]. However, in vivo studies using MRI tracking of SPIO- 
labeled MSCs have failed to provide evidence of this honing 
in osteoarthritic and joint defect models, with SPIO signals 
mainly confined to the synovium [69]. A body of evidence 
supports a role in modifying and mediating disease, although 
MSCs may not directly contribute to rebuilding the damaged 
tissue. Increasing evidence supports the hypothesis that 
MSCs exert a paracrine effect on resident cells [71], possibly 
via MSC-derived extracellular vesicles [72]. There is also 
evidence that extracellular vesicles from MSCs contain sev-
eral biologically active factors that benefit the pathology 
[73]. If extracellular vesicles are the “active agent” of MSCs, 
then tracking and understanding their distribution within tar-
get tissues such as joints becomes a significant issue. 
Developing and validating sensitive 3D UTE-MRI methods 
will be crucial to understanding MSC biology [27].

 Conclusions

The knee joint has many connective tissues with short- or 
ultrashort-T2s such as the OCJ, menisci, ligaments, tendons, 
and bone. The ability of UTE sequences to directly image 
these short- and ultrashort-T2 tissues may significantly 
change how OA is diagnosed, and could improve the clas-
sification and staging of the disease. One of the most widely 
used MRI scoring systems for evaluating OA, namely, 
WORMS/MOAKS (MRI Osteoarthritis Knee Score) incor-
porates 14 features: articular cartilage integrity, subarticular 
bone marrow abnormality, subarticular cysts, subarticular 
bone attrition, marginal osteophytes, medial and lateral 
meniscal integrity, anterior and posterior cruciate ligament 
integrity, medial and lateral collateral ligament integrity, 
synovitis/effusion, intra-articular loose bodies, and periar-
ticular cysts/bursitis [43]. However, the 14 features are 
mostly related to articular cartilage, although OA is a 
“whole-organ disease.” There are no widely accepted imag-
ing scoring systems for the OCJ, menisci, ligaments, ten-

dons, and bone, at least in part due to the poor signal and 
low contrast seen with conventional clinical MRI sequences. 
UTE imaging of all primary knee joint tissues or tissue com-
ponents may significantly improve morphological assess-
ment of joint degeneration. With advances in UTE-MRI, 
including robust contrast mechanisms and accurate quanti-
tative imaging of short-T2 tissues, we anticipate the develop-
ment of new grading systems not only for knee OA but also 
for other diseases such as spine degeneration, which is also 
a “whole-organ disease.” The Pfirrmann grading system is 
widely used to evaluate intervertebral disk degeneration 
[74]. The cartilaginous endplate plays a crucial role in trans-
porting oxygen and nutrients necessary to maintain the 
disk’s health [75]; however, it is difficult to image with con-
ventional clinical MRI sequences. High-contrast UTE imag-
ing of the cartilaginous endplate is likely to improve the 
performance of the Pfirrmann grading system [76]. 
Combined morphological and quantitative UTE imaging for 
both short- and long-T2 tissues facilitates more comprehen-
sive assessment of tissue degeneration and could directly 
influence the development of new grading systems for mus-
culoskeletal diseases and other conditions as well.

 Summary

Morphological changes in OA typically happen during the 
late stage of diseases when intervention is likely to be less 
effective. Quantitative UTE-MRI biomarkers may be used to 
probe early changes in disease such as proteoglycan loss (via 
UTE-T1ρ or UTE-AdiabT1ρ), collagen matrix degradation 
(via UTE-T2

*, UTE-MTR, or UTE-MMF), and water content 
change (via UTE proton density mapping). UTE-T2

* and 
UTE-T1ρ are both sensitive to the magic angle effect. UTE- 
AdiabT1ρ and UTE-MMF show little sensitivity to the magic 
angle effect and are expected to further improve the efficacy 
in diagnosing early OA.

It is likely that combined morphological and quantitative 
UTE imaging of both short- and long-T2 tissues in the knee 
joint will provide a more comprehensive assessment of 
OA.  This combination will require extensive data analysis 
involving many tissues or tissue components. Deep learning- 
based automatic segmentation and quantitative relaxometry 
could facilitate the translational study of the novel morpho-
logical and quantitative UTE-MRI techniques [77–79], and 
this may significantly impact the diagnosis and treatment 
monitoring of OA and other diseases. UTE imaging can also 
be used to track superparamagnetic iron oxide nanoparticle- 
labeled multipotent mesenchymal stem/stromal cells injected 
into joints containing osteochondral defects, thereby provid-
ing a method for monitoring cell location in the treatment of 
OA [27].
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32Bound Water and Pore Water 
in Osteoporosis

Jeffry S. Nyman and Mark D. Does

 Introduction

Osteoporosis (OP) and the resulting bone fractures are a 
global problem affecting millions of people. The annual 
costs associated with treating osteoporosis and its associated 
fractures were estimated at $22 billion in the United States in 
2009 [1] and at €37 billion in the European Union (EU) in 
2010 [2]. Importantly, the latter study identified that 95% of 
these costs were due to fixation of incident fractures and long 
term fracture care, indicating the potential to reduce costs 
through better diagnosis and preventative treatment. 
Otherwise, the costs related to bone fractures will increase as 
the aging population grows [3]. Despite this economic bur-
den and negative impact on the quality of life, the clinical 
standard for evaluating bone health, dual-energy X-ray 
absorptiometry (DXA), does not fully predict increased frac-
ture risk with age or disease. Moreover, no clinical imaging 

methods exist to probe changes in the soft tissue components 
of bone, which may play an important role in determining 
the resistance of bone to fracture. Consequently, there is a 
great need for improved and novel quantitative diagnostic 
methods for measuring bone properties that report more 
accurately on an individual’s fracture risk. This chapter pres-
ents the rationale for and the technical descriptions of how 
ultrashort echo time (UTE) magnetic resonance imaging 
(MRI) can be used to evaluate bone fracture risk.

 Beyond Bone Mineral Density (BMD)

The increased risk of bone fracture due to aging is dispropor-
tionate to the age-related decrease in bone mineral density 
(BMD) [4]. Likewise, clinical assessments of areal BMD 
(aBMD) using DXA do not necessarily identify individuals 
at risk of costly fractures [5, 6]. Quantitative computed 
tomography (CT) offers more accurate measures of BMD—
volumetric, rather than areal—but BMD itself is a measure 
that does not explain the known decrease in mechanical 
properties when bone is dehydrated [7] or the known decrease 
in collagen integrity that accompanies age-related increase 
in bone brittleness [8, 9]; nor does BMD account for the del-
eterious effects of accumulating nonenzymatic, glycation- 
mediated modifications of collagen I on the biomechanical 
properties of bone [10]. This begs the question: beyond 
BMD, what measurable characteristics of bone can report a 
fracture risk?

Bone structure on a macroscopic scale, which can be 
imaged with either CT or MRI methods, likely plays an 
important role in determining whole-bone biomechanical 
properties [11–13]. To quantitatively probe a structure with 
imaging, one can compute simple metrics such as the cross- 
sectional moment of inertia [14] or cortical bone thickness 
[15] and correlate these with measures of fracture resistance 
or patient outcome. Alternatively, one can convert an entire 
three-dimensional (3D) image stack of bone structure into 
complex finite element models along with volumetric-BMD- 
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derived moduli and assumed material behavior to simulate 
the response of bone to known loads [16–18]. The former 
approach is most likely to gain traction clinically since the 
necessary images and the subsequent metrics are easily com-
puted [19, 20]. At present, full finite element modeling 
requires substantial dedicated computing power and exper-
tise to implement, although the Food and Drug Administration 
(FDA) has recently approved one implementation of 
CT-derived finite element analysis (FEA) that predicts a 
patient’s bone strength [21]. Trabecular bone volume  fraction 
and the accompanying microarchitectural parameters 
acquired at distal sites (the radius and tibia) can differ 
between those that suffer from a fragility fracture and age- 
matched individuals without a history of fracture, but there is 
overlap in the imaging measurements between the groups 
[22–24]. The missing piece for accurate fracture prediction 
is noninvasive assessment of the material properties of bone 
tissue (i.e., biomechanical properties that are independent of 
bone structure).

In addition to structure, the material composition of corti-
cal and trabecular bone is important in dictating fracture 
resistance properties of whole bone. Volumetric BMD is one 
such compositional measure, but, in addition to the mineral 
content, bone includes soft tissue components—primarily 
hydrated collagen I (~90% of the organic matrix) and pore 
water. There is good reason to believe that these components 
play a critical role in dissipating energy under load and so 
provide increased resistance to fracture because of the con-
tribution of organic matrix to bone toughness [25]. Dry corti-
cal bone has long been known to be more brittle than hydrated 
bone of equal mineral density [26], and age-related decreases 
in the stability of collagen [8] and collagen strength [9] have 
been found to correlate with loss in fracture toughness of 
bone. In addition, there is an inverse relationship between 
intracortical porosity and the apparent material strength of 

bone as determined by mechanical testing of uniform, 
millimeter- sized specimens of human cortical bone [27]. A 
recent analysis of the distal radius from cadavers has indi-
cated that most bone loss between 65 and 80 years is cortical 
[28] and that age-related increase in porosity (for pores 
>80 μm diameter) of the distal radius was correlated with a 
loss of strength as predicted by quantitative CT-derived finite 
element models [29]. It should be noted that while an increase 
in porosity results in a corresponding decrease in DXA- 
measured BMD, an observed decrease in BMD cannot be 
ascribed to an increase in porosity; thus, DXA cannot be 
used to measure changes in microstructural porosity. In con-
trast, clinical MRI, which measures signal from water, can 
directly detect the soft tissue components of bone and may, 
therefore, provide access to unique imaging biomarkers of 
fracture risk.

 1H Nuclear Magnetic Resonance (NMR) 
Signals of the Cortical Bone

Several non-imaging studies of 1H relaxometry from bone 
specimens laid the groundwork for a better understanding of 
the MR signals from cortical bone [30–35]. From there, 
through a series of 1H NMR Carr–Purcell–Meiboom–Gill 
(CPMG) studies of human cortical bone samples, strong 
relationships were established between the high-field relax-
ation and line width characteristics of 1H NMR signals from 
collagen, collagen-bound water, and pore water in cortical 
bone [36].

Figure 32.1 shows the mean and variation across individ-
uals of the T2 spectrum of 1H signals from cortical bone [37]. 
The spectrum is divided into three domains, each of which 
largely corresponds to a different microanatomical source of 
protons. The fastest relaxing signals, with T2 < 100 μs, come 
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Fig. 32.1 Summary of 1H T2 
spectra measured from 40 
human cortical bone samples. 
All spectra exhibited a 
short-T2 component, primarily 
derived from collagen 
protons, an intermediate-T2 
component, primarily derived 
from collagen-bound water 
protons, and a broad 
distribution of long-T2 
components, derived from a 
combination of PW and lipid 
protons. (Reproduced with 
permission from Horch et al. 
[37])
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Fig. 32.2 A model of water 1H NMR line shapes in human cortical 
bone. Across a macroscopic volume of cortical bone akin to an MRI 
voxel (middle), numerous BW and PW components are combined into 
a broad-net NMR spectrum with similarly broadened BW and PW con-
tributions. On the local microscale (right), bound water in bone matrix 
space gives rise to a homogeneously broadened NMR spectrum. 
Conversely, the relatively mobile water within each pore space gives 
rise to a narrower NMR spectrum of varying chemical shifts (dictated 
by pore geometry and pore-matrix susceptibility variation). The sum of 
these microscale contributions gives rise to a heterogeneously broad-
ened PW line shape across macroscopic bone volumes (middle). 
(Reproduced with permission from Horch et al. [52])

from collagen protons, and, for the most part, these signals 
decay too rapidly for most UTE-related MRI methods and 
will not be further discussed here. The intermediate-T2 
domain is comprised of signals from water bound to organic 
matrix (henceforth referred to as bound water (BW)). These 
signals also decay rapidly, T2 ≈ 350 μs, but well within times 
that are accessible with UTE-MRI. Lastly, the broad distri-
bution of long lived signals, T2  >  1  ms, are derived from 
water (and to a lesser extent, lipids) residing in the pore net-
works of cortical bone (henceforth referred to as pore water, 
PW). It is important to appreciate that these later two pools 
of water are physically distinct and do not exchange. The 
BW is trapped within bone matrix and its environment, and 
its relaxation characteristics do not vary much from bone to 
bone. In contrast, the PW relaxation rates, which are largely 
dictated by pore size, vary widely within and between bones 
[38]. Figure  32.2 provides a graphical representation of 
bound and pore water in bone, showing that the BW is homo-
geneously broadened (T2

* ≈ T2), whereas the widely varied 
environments of PW result in it having a heterogeneously 
broadened signal (T2

* << T2).

 UTE-MRI Imaging of BW and PW

Traditionally, clinical MRI has not been suitable for imaging 
dense tissues, such as cortical bone, because the 1H NMR 
signals from such tissues decay rapidly. That is, their trans-
verse relaxation time constant, T2, is small compared with 
the time delay between signal excitation and acquisition—
the so-called echo time (TE). However, in the early 2000s, 

advancements in UTE-MRI led to the technique having sev-
eral applications in imaging cortical bone [39–45].

With regard to the application of MRI to fracture risk 
assessment, the earliest studies focused on assessing trabecu-
lar bone volume and architecture, as reviewed by Wehrli 
[46], and this continues to be an active area of research and 
development [24, 47–50]. As UTE technology has improved, 
ever more work on cortical bone has been reported. 
Pioneering work by the groups at the University of 
Pennsylvania and the University of California, San Diego 
(UCSD), set the stage for quantitative UTE-MRI of human 
cortical bone [43, 45, 51].

With these advances and leveraging the understanding of 
BW and PW relaxation characteristics, two approaches, 
broadly speaking, have been developed to selectively image 
the BW and PW signals. One approach uses T2-selective 
adiabatic radiofrequency (RF) pulse preparations to suppress 
the signal from one pool in order to directly image the signal 
from the other pool [52–54]. These methods are known as 
adiabatic inversion recovery (AIR) and double adiabatic full 
passage (DAFP), for BW and PW measurements, respec-
tively. Another approach is to acquire multiple images with 
varied T2

*  weightings and fit these signals to a bi- or tri- 
component signal model, which includes BW and PW terms 
[55–58]. Both approaches have been evaluated in a variety of 
experimental settings and show promise for clinical applica-
tion. Methodological details on the bi/tri-component meth-
ods are found in Chap. 23 (“Quantitative Ultrashort Echo 
Time Magnetic Resonance Imaging: T2

*”), and some details 
of the T2-selective approach are provided below.

 AIR and DAFP Imaging of BW and PW

To suppress the signal from pore water and selectively image 
bound water in cortical bone, the AIR scheme (Fig. 32.3a) is 
essentially an application of previous methods used to sup-
press signals from the surrounding tissues in UTE applica-
tions [59, 60]. The short T2 of bound water magnetization 
causes it to be saturated by the adiabatic RF pulse, whereas 
pore water is approximately fully inverted. (It should be 
noted that this requires an adiabatic pulse of a relatively large 
bandwidth, ≈ 3 kHz, due to the heterogeneously broadened 
PW line width.) After an appropriate inversion delay period 
(inversion time, TI), the PW longitudinal magnetization 
reaches zero, whereas the BW magnetization is substantially 
recovered and is the sole contributor to a subsequent excita-
tion and UTE readout. To selectively image pore water, the 
same adiabatic T2 selectivity can be achieved by successively 
applying two adiabatic inversion pulses to saturate the BW 
magnetization while rotating the PW magnetization a full 
360° back to near its equilibrium value (Fig.  32.3b). 
Consequently, this approach was named the double adiabatic 

32 Bound Water and Pore Water in Osteoporosis



412

TX/RX

AFP AFPTI
TR

CuTE

+ MZ

- MZ

0

Bound H2O

Pore H2O

TX/RX

AFP AFP AFP AFP
TR

CuTE

+ MZ

- MZ

0

Bound H2O

Pore H2O

a b

Fig. 32.3 (a) The AIR scheme nulls PW magnetization, creating a pre-
dominantly BW signal measured by the conventional UTE readout 
(labeled “CuTE” in this image). (b) The double adiabatic full-passage 

(DAFP) scheme drives bound water magnetization to saturation, leav-
ing only PW for the UTE readout. (Reproduced with permission from 
Horch et al. [52])

full-passage (DAFP) preparation. More complete explana-
tions and experimental demonstrations of the AIR and DAFP 
methods can be found in Horch et al. [52]. Below, we pro-
vide some important details related to their application to 
UTE-MRI on a clinical scanner.

 Technical Challenges and Solutions

Distinguishing BW and PW signals is only part of the chal-
lenge in developing an effective MRI protocol to provide 
quantitative maps of BW or PW. As with any quantitative 
imaging method, scan times must be sufficiently short to 
mitigate the risk of motion artifacts but must be long enough 
to provide sufficient spatial resolution and signal-to-noise 
ratio (SNR) to allow accurate and precise BW/PW measure-
ments. This is a particular challenge for UTE-MRI, which is 
often run as a 3D acquisition, and is a further challenge for 
adiabatic magnetization preparation schemes, which are lim-
ited (at the low end) in repetition time (TR) by specific 
absorption rate (SAR) considerations.

In the context of AIR and DAFP methods, two strategies 
have been implemented to address scan time challenges 
while providing sufficient spatial resolution for imaging cor-
tical bone of the radius and the tibia. For 3D imaging, to 
achieve 1.2-mm (wrist) or 1.5-mm (tibia) isotropic resolu-
tion, previous work had acquired 20,000 or 33,782 radial 
spokes in the k-space per image [54]. To meet these sampling 
requirements while accommodating a relatively long TR 
(≥400 ms), Nsp = 16 spokes of the k-space were acquired per 
TR, with a repetition time per spoke of TRA  =  3.2  ms 
(Fig. 32.4). To avoid amplitude modulation across these 16 
spokes, a variable flip angle excitation scheme was used, 
with an initial excitation flip angle of 12.5° and an effective 
excitation angle of 60° [61].

To scan faster, increasing Nsp requires reduced flip angles, 
resulting in SNR N≈ −

s

1 2/ , so the choice of Nsp depends on the 
SNR and scan time requirements. The choice of NS may also 
affect measurement accuracy because each spoke experi-
ences a slightly different magnetization preparation. For the 
AIR sequence, each of the Ns spokes is acquired at a different 
TI and, therefore, includes a varying amount of non-nulled 
pore water signal. If the net PW signal across the Nsp spokes 
is zero, then this is not a problem, but increasing Nsp likely 
results in a greater net PW signal and corruption of the BW 
measurement. For the DAFP sequence, the recovery of BW 
magnetization increases with each spoke, so Nsp  ×  TRA 
should be kept small compared to the T1 of BW.

Another approach to accelerating BW/PW imaging is to 
use a two-dimensional (2D) UTE acquisition. Naturally, 
encoding only 2D rather than 3D greatly reduces the number 
of spokes of the k-space that must be sampled, but 2D UTE 
brings about its own technical challenges. With conventional 
slice-selective excitation, the time needed to rephase magne-
tization across the slice imparts a lower limit on the achiev-
able TE, which is likely to be beyond what is needed for 
UTE. An ingenious solution to this problem, devised by John 
Pauly, is to break the slice-selective excitation into two half- 
pulse excitations, each of which ends at the center of excita-
tion k-space (i.e., magnetization within the slice is in phase). 
The complex signals resulting from each acquisition are 
added, and signals from inside the slice are added construc-
tively, whereas the signals outside the slice are canceled [62]. 
No rephasing gradient is needed, and, so, the acquisition can 
start immediately after the excitation pulse is complete. 
However, the efficacy of half-pulse excitation is highly sen-
sitive to gradient waveform inaccuracies.

Even on a well-tuned system, gradient waveform errors 
are likely to be large enough to introduce a significant out-of- 
slice signal into the image, and this error cannot be corrected 
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Fig. 32.4 The 3D UTE AIR or DAFP pulse sequence with multispoke 
acquisition. The PREP is a single adiabatic inversion pulse for AIR and 
two consecutive adiabatic inversion pulses for DAFP.  The effective 

TI = TD + TRA × Nsp/2, where Nsp radial spokes are acquired with the 
period TRA during each TR period. (Reproduced with permission from 
Manhard et al. [53])

at post-processing, even if the actual slice-selective gradient 
waveforms are known. One solution to this problem is to pre- 
distort the applied gradient waveform so that the actual gra-
dient response closely matches the intended response [63]. A 
pre-distorted waveform can be computed with a constrained 
iterative procedure, involving repeated measurements of the 
actual gradient waveform and adjustments to the applied 
(i.e., pre-distorted) waveform [63]. This approach has been 
tested for axial 2D BW/PW UTE-MRI [64] and, recently, 
has been generalized for arbitrary slice orientations and 
 offsets [65], making 2D BW/PW UTE-MRI a fast and versa-
tile protocol.

In addition to scan time, care must be taken to ensure the 
accuracy and reproducibility of BW and PW measurements, 
and there are several sources of potential problems. First, a 
common step for quantitative MRI (qMRI) is to avoid or cor-
rect for B1 inhomogeneity. To avoid problems with B1

+ (trans-
mit field) inhomogeneity, RF transmission can be performed 
with a body coil with the tissue of interest centrally positioned 
within the magnet. For signal reception, it is desirable to use 
a local coil to maximize SNR, but this also introduces signifi-
cant variations in B1

− (the receiver field). A relative B1
− map 

can be quickly generated from the ratio of two images, one 
acquired with the body coil as the receiver and the other with 
the local coil, and this map can then be used to correct signal 
amplitudes of the AIR and DAFP images.

Second, another common step for qMRI, is signal ampli-
tude normalization: cortical bone signals from an AIR or 
DAFP acquisition need to be normalized in order to provide 
a quantitatively meaningful value. One could normalize the 
signal amplitude from another tissue, such as nearby skeletal 
muscle or bone marrow, but variations in the proton density 
and/or T1 within the reference tissue then contribute errors to 
bone measurements. A more robust approach is to use a ref-
erence water phantom, of known proton concentration and 
relaxation characteristics. A previous work has used a 
10%/90% mixture of water (H2O) and denatured water 
(D2O) + 80 mM CuSO4 to create a signal that is visible on 
both AIR and DAFP images [54]. For forearm and lower 

limb imaging, it is easy to place a phantom containing the 
reference fluid within the field of view.

The third step that is particular to qMRI of bone is to cor-
rect for the effect of the short T2

* on signal amplitude. This is 
particularly important for the AIR imaging of BW because 
the BW of T2

* ≈ 350 μs is similar to the sampling duration of 
each spoke in the k-space. The relaxation-induced amplitude 
modulation in the k-space blurs the signal, resulting in reduc-
tion in the amplitudes of signals in voxels near bone-muscle/
marrow boundaries. However, because the T2

* of BW does 
not vary much across bone or between individuals, a rela-
tively simple correction is possible. For a known image 
geometry, T2

*, and k-space trajectory, the signal attenuation 
can be numerically estimated as follows: (1) a masked 2D 
bone image, s(x, y) (bone signal = 1, all other signal equals 
0) is Fourier-transformed to produce the k-space domain sig-
nal, S(kx, ky); (2), S(kx, ky) is then apodized to reflect the effect 
of T2

* decay during acquisition; (3) the resulting apodized 
signal is inverse Fourier-transformed to produce a blurred 
image, sb(x, y); and, (4) the signal loss map is defined voxel- 
wise as β(x, y) ≜ sb(x, y)/s(x, y), which is then used to correct 
the AIR and DAFP signal intensities [53].

 BW and PW as Surrogates of Cortical Bone 
Strength

Mechanical testing of cortical bone to determine material 
properties is inherently destructive and cannot be readily 
adapted to produce a clinical technique that assesses bone 
quality. Therefore, surrogate imaging markers of bone must 
be significantly correlated with material properties of bone if 
they are to inform on a patient’s fracture risk. The first study 
to test for significant correlations between the material prop-
erties of human cortical bone (midshaft of the cadaveric 
femurs) and BW/PW involved low-field (0.64T) T2

*  relax-
ometry and quasi-static, load-to-failure tests of cortical 
beams in three-point bending [35]. Free induction decays 
were transformed by multi-exponential analysis, and con-
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centrations of BW and PW (Cbw and Cpw, respectively) were 
computed from the summed signals in the T2

* = 0.15–0.40 ms 
and T2

* = 1.5–6 ms domains, respectively. Cbw and work-to-
fracture per moment of inertia (i.e., toughness) were signifi-
cantly lower for old donors (10 males between 67 and 
87 years of age) compared with middle-aged donors (8 males 
between 47 and 59  years of age). In this cohort of male 
donors, Cpw and the ultimate stress of cortical bone in bend-
ing (i.e., bending strength) were not significantly different 
between the two age groups. Regardless, Pearson’s correla-
tion coefficients (r values) between Cbw and the two material 
properties were positive and significant at the 95% confi-
dence level (toughness r  =  +0.64 and bending strength 
r = +0.60), whereas Pearson’s r between Cpw and bending 
strength was negative and significant at the 90% confidence 
level (r = −0.456). Cpw did not significantly correlate with 
toughness in this initial study [35].

A subsequent study involved three-point bending tests of 
human cortical bone from the midshaft of cadaveric femurs 
(26 male and 14 female donors between 21 and 105 years of 
age) and multi-exponential T2 analysis of CPMG measure-
ments acquired at 4.7 T. Values of Cbw and Cpw were com-
puted from summed signals in the T2  =  0.15–1  ms and 
T2 = 1.0–1000 ms, domains, respectively [37]. In this study, 
Pearson’s r between Cbw and bending strength was positive 
and significant at a 95% confidence level (r = +0.82); how-
ever, unlike the previous study involving T2

*, Cpw signifi-
cantly and negatively correlated with bending strength 
(r  =  −0.78). Notably, micro-CT (μCT)-derived measure-
ments of volumetric BMD (isotropic voxel size = 6 μm) also 
significantly correlated with bending strength (r  =  +0.66), 
but the combination of all 1H signals did not. In a follow-up 
study, Cbw and Cpw positively and negatively, respectively, 
correlated with crack initiation toughness (Kinit) as deter-
mined by R-curve testing of human cortical bone (Spearman’s 
r  =  +0.63 and r  = −0.53, respectively) [66]. With cortical 
bone samples from the midshaft of 62 cadaveric femurs (30 
male and 32 female donors between 21 and 101  years of 
age), general linear regression models were fit to the data, 
including donor age. Age and Cpw were negative contributors 
and Cbw was a positive contributor to the prediction of Kinit 
and explained 47.0% of its variance. For comparison, age (a 
negative contributor) and μCT-derived volumetric BMD (a 
positive contributor) explained 40.8% of the variance in Kinit. 
Although Cbw was weakly correlated with Cpw, they were 
independent predictors of the fracture toughness of human 
cortical bone.

The previously cited studies measured Cbw and Cpw of iso-
lated bone specimens without imaging, but since the publica-
tion of the earliest two of those studies, several MRI measures 
of BW and/or PW have reported correlations with bone 
mechanical properties. Following our T2-derived non- 
imaging studies of BW and PW [37, 66], we conducted two 

studies comparing the mechanical properties of cortical bone 
to AIR and DAFP UTE-MRI measures of BW and PW, 
respectively [67, 68]. In the first study [67], 3D maps of Cbw 
and Cpw were generated from cadaveric forearms (20 male 
and 20 female donors between 56 and 97 years of age) using 
a 3 T human scanner. Subsequently, soft tissue was removed 
and the distal one-third of the radius was loaded to failure in 
three-point bending. Ultimate stress significantly correlated 
with the mean Cbw (Spearman’s r = +0.56) and the mean Cpw 
(Spearman’s r = −0.68), though the strength of correlation 
coefficients depended on the contouring of the region of 
interest on the endosteal surface (i.e., how cortical bone was 
masked from the medullary canal). Other metrics of the 
maps such as skewness also correlated with this measure of 
the bending strength of cortical bone as did both areal and 
volumetric BMD. In multivariable linear regression models, 
the median Cpw combined with the mean Cbw explained 
63.5% of the variance in ultimate stress (i.e., bending streng
th = −0.566 × Cpw + 0.372 × Cbw, where the coefficients were 
standardized to convey relative contributions).

Because three-point bending of the human radius does not 
exactly adhere to the assumptions of beam theory that pro-
vide the equation to determine ultimate stress, we subse-
quently acquired AIR and DAFP UTE-MRI scans of another 
set of cadaveric forearms (14 male and 15 female donors 
between 57 and 84 years of age) for finite element analysis 
(FEA) and experimentally evaluated the radii with a three- 
point bending test [68]. Finite element models of each bone 
scan were generated using tetrahedral elements, and the 
open-source solver FEBio Studio [69] was used to simulate 
the same experimental three-point bending tests. The mate-
rial behavior of the bone was described with an elastic, per-
fectly plastic stress–strain model defined by the elastic 
modulus, E, the yield stress, Y, and Poisson’s ratio  =  0.3. 
Simulations were run iteratively to find values for E and Y in 
each bone to best match experimental force vs. displacement 
curves, and, then, linear regression was used to relate these 
material properties to the mean UTE-MRI measures of Cbw 
and Cpw as follows:

 E C Cbw pw= ±( ) + ±( ) + ±( )0 39 0 08 0 05 0 04 2 06 1 88. . . . . .  (32.1)

 Y C Cbw pw= ±( ) + ±( ) + ±( )6 6 1 17 0 15 0 53 29 71 26 74. . . . . .  (32.2)

where E is in units of GPa, Y is in units of MPa, and both Cpw 
and Cbw are in units of mol 1H per liter of bone. To the best of 
our knowledge, these are the first-described empirical rela-
tionships between UTE-MRI markers and material proper-
ties using FEA.

The FEA simulations were then rerun to predict the force 
vs. displacement response of each radius in three cases: (a) 
all elements with an elastic modulus of 8.66 GPa and yield 
stress of 131.88 MPa, values selected to provide the highest 
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Fig. 32.5 Correlations between measured mechanical data (X-axis) 
and FEA-predicted mechanical data (Y-axis) in three different cases for 
defining the modulus and yield stress. Case A: homogeneous tissue 
properties; case B: homogeneous tissue properties derived from the 

mean values of Cbw and Cpw; and case C: heterogeneous tissue proper-
ties derived from 3D maps of Cbw and Cpw. (Reproduced with permis-
sion from Ketsiri et al. [68])

correlation between FEA and mechanical tests, on average, 
(b) all elements for each bone with an elastic modulus and 
yield stress computed from the above equations using the 
mean values of Cbw and Cpw, and (c) each element of each 
bone with its own elastic modulus and yield strength based 
on the same equations and 3D maps of Cbw and Cpw. For each 
case, FEA significantly predicted bending stiffness, yield 
force, pre-yield work, and work-to-fracture (Fig.  32.5). 
Without BW and PW informing the material properties in the 
FEA simulations (case A), the predictions of the structural- 
dependent mechanical properties of the radius departed from 

unity (predicted y = actual y). Except for work-to-fracture, 
the predictions of the mechanical properties matched unity 
when the material properties were informed by BW and PW 
(case B and case C). However, the heterogeneous distribu-
tion of the material properties (case C) did not improve the 
predictions over the homogeneous distribution (case B). The 
inability of our UTE-derived FEA to accurately predict 
work-to-fracture is not surprising because the elastic, per-
fectly plastic model that we incorporated in the FEA does 
not simulate fracture (only constant stress during inelastic 
strain). Further studies are needed to determine whether Cbw 
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and Cpw can inform a damage model of the stress vs. strain 
behavior in FEA that simulates the failure of elements at a 
given inelastic strain (i.e., stress within element equals zero 
at BW and/or PW-derived failure strain).

Other UTE-MRI studies have used bi- and tri-component 
methods to relate BW/PW to the mechanical properties of 
bone. Upon acquiring cadaveric distal femurs and tibiae 
(seven male and seven female donors between 23 and 
90 years of age), Bae et al. generated beams of cortical bone 
for bicomponent UTE-MRI (3T, whole-body scanner), μCT 
imaging (isotropic voxel size = 9 μm), and quasi-static, load- 
to- failure testing (four-point bending) [55]. The results 
showed that bending strength significantly correlated with 
Cbw (r = −0.47) but not Cpw. In a follow-up study by the same 
group, bi- (BW/PW) and tri-component (BW/PW/fat) analy-
ses of 3D UTE-derived T2

* signals from 135 cortical bone 
samples (18 male and 19 female donors) were evaluated in 
comparison to 4-point bending tests [70]. The results showed 
that bending strength significantly correlated with bicompo-
nent BW/PW signal fractions (r  =  +/−0.54) and tri- 
component BW/PW/fat signal fractions 
(r = +0.62/−0.57/−0.46). It should be noted that this latter 
study only reported signal fractions (i.e., sum fractions = 1) 
not concentrations, Cbw or Cpw. Nonetheless, both studies 
support the ability of UTE-MRI markers of BW and PW 
obtained using multi-exponential T2

* analysis to assess the 
fracture resistance of bone.

Because cortical porosity is a known determinant of bone 
strength [71], at least two studies have evaluated indirect 
measures of PW content as predictors of the mechanical 
properties of bone. Jones et al. measured an index of porosity 
(ratio of images acquired at two TEs, see Chap. 34) from 
UTE-MRI at 3 T in cadaveric proximal femurs (10 male 
donors between 44 and 93 years of age and 5 female donors 
between 65 and 81 years) and then subjected the proximal 
femurs to a mechanical test that replicated a sideways fall 
[72]. The porosity index in a region of the proximal midshaft 
inferior to the lesser trochanter significantly correlated with 
stiffness of the femoral neck (r = −0.82), whereas the corre-
lation between CT-derived volumetric BMD and stiffness 
resulted in a significant but lower correlation coefficient 
(r  =  +0.58). Moreover, although not using UTE, another 
recent study has measured T1 with conventional MRI as a 
surrogate measure of PW content [73]. With this approach, 
their study of the bovine tibia found that toughness and ulti-
mate stress significantly correlated with T1 (r = −0.77 and 
r  = −0.71, respectively) when measured by a variable flip 
angle.

 Determinants of BW and PW in Cortical Bone

As described in detail in our review of the water compart-
ments of bone [74], water resides in the vascular channels 
and in the lacunar–canalicular network (LCN) and includes 
the cellular connections of osteocytes, which are the bone- 
residing cells responsible for mineral homeostasis and 
responsiveness of bone to microdamage and changes in 
mechanical loading. UTE imaging markers of PW indicate 
the level of porosity in cortical bone. One of the first appli-
cations of 1H NMR relaxometry to bone was the assessment 
of porosity [31, 32]. Since the relaxation rate of the trans-
verse spin state of 1H following a perturbation depends on 
the surface area-to-volume ratio of a given pore in which 
water resides, the T2 spectrum of cortical bone is a broad 
distribution of peaks with LCN water relaxing faster than 
water in Haversian’s and Volkmann’s canals. Utilizing this 
phenomenon, Wang and Ni [32] found a strong correlation 
between PW and cortical porosity (Pearson’s r = +0.85) by 
histomorphometry (void area per total area) for cortical 
bone samples from 19 cadaveric femurs (16–89 years). In 
their low-field NMR study using CPMG measurements of 
T2 signals, “lacunar water” (void area/bone area = ~1.9%) 
relaxed with T2 = ~0.2–8 ms and “‘Haversian water” (void 
area/bone area = ~5–25%) relaxed with T2 = 9–200 ms. A 
strong correlation between PW, specifically total water 
minus BW, and cortical porosity, as determined by μCT, has 
also been observed with high-field NMR (9.4T) measure-
ments [75].

Numerous studies involving a variety of UTE imaging 
markers of PW report direct correlations with CT-derived 
measurements of cortical porosity [67, 70, 76–80]. In addi-
tion, imaging markers of total water 1H concentration or den-
sity also correlate with cortical porosity [81, 82]. There has 
been one study to date reporting significantly higher PW in 
patients with osteoporosis (OP) than in patients with osteoar-
thritis (OA). Porrelli et al. [83] used low-field NMR (0.47 T) 
to acquire pulsed gradient spin echo measurements, CPMG 
measurements, and free induction decay (FID) intensity 
from trabecular bone cores that were acquired from dis-
carded proximal femurs. These patient samples came from 
hemiarthroplasty cases involving femoral neck fracture 
(N = 35 for the OP group) and total hip arthroplasty cases 
involving arthritic pain (N  =  29 for the OA group). Their 
unitless measurement of PW (i.e., porosity) was significantly 
higher in OP (83.5 ± 12.3) than in OA (70 ± 16).

What determines BW of bone is less understood than PW 
[74]. BW primarily arises from hydrogen bonds between 
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water and the hydrophilic residues of proteins, namely, col-
lagen I, and is dependent on the amount of organic matrix in 
a given volume of bone. In our ex vivo manipulation study of 
human cortical bone, removing protein with sodium hypo-
chlorite (96 h) removes the volume fraction of BW(Vbw/Vbone) 
going from an initial 10–24% to 15%–5% [84]. μCT-derived 
tissue mineral density did not change. In addition, post- 
sodium hypochlorite volume fraction strongly correlated 
with the remaining organic fraction (Pearson’s r = +0.970) as 
determined by gravimetric measurements (100  ×  (air-dry 
mass − ash mass)/air-dry mass). In this same study, we also 
found that ribose incubation at 37 °C for 4 weeks to accumu-
late advanced glycation end products (AGEs) in cortical 
bone samples significantly, but modestly, decreased Vbw/Vbone, 
whereas thermal denaturation significantly increased 
Vbw/Vbone (more so than the age-related decrease). As con-
firmed by Raman spectroscopy, ribose incubation constricted 
the helical coils of collagen I, whereas thermal denaturation 
uncoiled the helices, exposing more hydroxyproline to 
hydrogen bonding with water [84].

Since glycosaminoglycans (GAGs) are negatively 
charged, their quantity in bone is another potential contribu-
tor to BW levels as well as to the toughness of cortical bone 
[85–87]. In a series of studies by Wang et al., a decrease in 
GAGs decreased BW; enzymatic removal of GAGs affected 
the in situ toughness of wet cortical bone but not dry cortical 
bone [85]; GAG staining, in situ toughness of wet cortical 
bone (femur midshaft), and low-field, T2

*-derived BW of 
cortical bone decreased with donor age (young: 26 ± 6 years, 
middle-aged: 52 ± 5 years, and elderly: 73 ± 5 years). BW 
significantly correlated with the quantity of GAGs (Pearson’s 
r = +0.660) [86]. Global deficiency in biglycan, a protein that 
binds to GAGs in Bgn knockout mice compared to wild-type 
mice, was associated with reduced GAG content and low- 
field, T2

*-derived BW [87].
The surface of bone mineral crystals includes positive 

(Ca2+) and negative charges (PO4
3−) and, so, is also believed 

to interact with water [88]. In a seminal study of the physico-
chemical properties of cortical bone, Robinson reported that 
the mineralization of osteoid displaces bound water [89]. In 
our μCT and high-field NMR studies of rodent cortical bone, 
which does not experience much remodeling (i.e., turnover 
by the coupled actions of osteoclasts and osteoblasts), we 
observed an age-related increase and decrease in tissue min-
eral density and Vbw/Vbone, respectively, in rat femur mid shaft 
[90] and in mouse femur [91]. While the increase in the 
degree of mineralization of cortical bone as rodents age from 
6 to 20 or 24  months could be the reason BW decreased, 
pentosidine, an AGE cross-link, also increased in these stud-
ies. Our current working hypothesis is that BW concentra-
tion in adult cortical bone primarily depends on the 
proportions of organic matrix and GAGs but is modulated by 

the degree of mineralization and collagen I helical constric-
tion. The former is a function of bone turnover, and the latter 
is a balance between time-dependent, nonenzymatic, 
glycation- mediated posttranslational modifications (e.g., 
carboxymethyllysine, deamidation) and damage-induced 
denaturation.
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 Introduction

Osteoporosis is a major health issue that affects an estimated 
200 million people worldwide [1] and causes 2 million 
fractures per  annum in the United States [2]. The Global 
Burden of Disease study found that, from 1990 to 2019, 
there was a 33% increase in bone fracture incidence and a 
65% increase in fracture-related disability years [3], and this 
trend is expected to continue with aging of populations [4, 
5]. Clinically, osteoporosis is diagnosed by radiographic 
evaluation of bone mineral density (BMD) performed via 
dual-energy X-ray absorptiometry (DXA) or quantitative 
computed tomography (QCT). However, DXA is based on 
two-dimensional (2D) bone projections, which fail to account 
for complex three-dimensional (3D) bone morphologies and 
heterogeneous absorption from non-osseous tissues [6]. 
DXA is commonly seen as a poor predictor of osteoporotic 
fracture and has a sensitivity for predicting a fracture event 
of less than 50% [6–8]. QCT volumetric BMD is more 
accurate and sensitive to bone quality changes from diseases 
or pharmaceuticals, but it requires more ionizing radiation 
than DXA, and this can increase risk with repeat scans in 
longitudinal studies [9, 10].

On the other hand, magnetic resonance imaging (MRI) 
can assess bone quality at any anatomic site and does not 
involve ionizing radiation, making it well suited for research 

studies and longitudinal examinations [11]. However, the 
apparent transverse relaxation time (T2*) of water protons in 
bone is too short to allow capture of bone signal by conven-
tional MRI techniques. As a result, MRI assessment of bone 
health has traditionally focused on macroscopic morphologi-
cal whole-bone evaluation and indirect assessment of tra-
becular bone microarchitecture by imaging fat and inferring 
trabecular structure using reversed contrast [12–23]. In more 
recent years, the development of ultrashort echo time (UTE) 
sequences has allowed direct assessment of proton signals in 
dense osseous regions, such as those in cortical bone, and 
this has enabled a wide range of new techniques for MRI 
assessment of bone health [24–26].

Cortical bone is the dense outer shell of bone, which 
accounts for 80% of whole-body bony mass [27]. The 
majority of fractures in old age occur in the nonvertebral 
regions of the body, which are predominantly cortical bone, 
and the majority of bone loss after 64 years is in cortical 
bone [28–30]. Moreover, cortical bone sustains half of the 
mechanical load in the femoral neck [31], which is the site 
of the most dangerous osteoporotic fractures. Cortical bone 
is a porous structure composed of a series of microscopic 
osteons, which are layered and interwoven with pores of 
varying length scales, including Haversian/Volkmann’s 
canals (10–200  μm), lacunae (1–10  μm), and canaliculi 
(0.1–1 μm) [32, 33]. With aging, especially with osteoporo-
sis, cortical bone loss is predominantly manifested as a dras-
tic expansion of existing intracortical pores [34–36]. As 
such, cortical porosity is a crucial parameter for assessing 
bone health, and it has been associated with incident frac-
ture risk independent of age, sex, height, weight, or BMD 
[37]. Furthermore, multiple osteoporotic medications have 
been shown to improve cortical porosity in  vivo [38–40]. 
Although the majority of cortical pores are too small to be 
directly imaged by any noninvasive modality, various UTE 
methods have been proposed to indirectly probe cortical 
microstructure, and these are highlighted in the following 
sections.
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 Cortical T2 Species

As stated in previous chapters, the MRI-labile water protons in 
cortical bone exist in two pools with vastly different T2 values 
[41–43]. The water protons that reside in Haversian/
Volkmann’s canals and the lacuna–canalicular system are rela-
tively mobile and unrestricted, allowing for motion averaging 
of dipolar interactions. As a result, these water protons have 
longer T2s ranging from 1–1000 ms at 3 T [41, 42]. This lon-
ger-T2 pool is termed “pore water” since these protons exist in 
the larger vacuous spaces in bone. On the other hand, the water 
protons that are hydrogen-bound to the collagenous matrix 
and osteoid experience highly restricted motion, resulting in a 
drastically shorter T2 of approximately 390 μs at 3 T [44]. This 
shorter-T2 pool is termed “bound water” due to its tight bonds 
with the organic constituents of bone.

The large distribution of cortical pore size in bone (0.1–
200  μm) is the cause of the extremely large range in T2s 
(1–1000 ms) for pore water. More specifically, the T2 of free 
water in any porous structure is inversely proportional to the 
surface-to-volume ratio of the pore [32]. Thus, smaller bone 
pores have a higher surface-to-volume ratio; therefore, the 
water within them has a shorter T2 (nearer to the 1-ms mark), 
whereas larger bone pores have a smaller surface-to-volume 
ratio and much longer T2s. The relationship between the cor-
tical pore size and T2 of the pore water has inspired several 
UTE methods to quantify cortical microarchitecture.

 The Suppression Ratio

The suppression ratio (SR) was proposed by Li et al. [45] in 
2014 as a biomarker of cortical porosity. Although the T2* of 
bound water is exceptionally short at 390 μs, UTE sequences 
with nominal TEs as short as 30–50 μs are capable of acquir-
ing the bulk of the signal from cortical bone, including that 
arising from both the bound and pore water pools. Furthermore, 
the use of adiabatic inversion pulses with UTE sequences 
(inversion recovery UTE, IR-UTE) provides reliable long-T2 
signal suppression by nulling most of the signal from pore 
water, thus selectively isolating the bound water pool (see 
Chapter 14 for more information; example shown in Fig. 33.1), 
[46, 47]. Given this, the SR was proposed as the ratio of the 
magnitudes of the signals from two co-localized UTE scans, 
one with and one without long-T2 signal suppression:

Suppression ratio
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The unsuppressed UTE sequence acquires signal from 
both pools, whereas the long-T2-suppressed sequence pre-
dominantly acquires signal from the bound water pool. Two 
primary mechanisms cause the SR to increase positively 
with cortical porosity. First, the intracortical pore expan-
sion arising from aging and osteoporosis causes an increase 
in the proton density of pore water and a concomitant 
decrease in the proton density of bound water as the osteoid 
is resorbed. This effectively increases the numerator while 
decreasing the denominator of Eq. (33.1), both of which 
cause an increase in SR.  Second, as the cortical pores 
expand, their T2 increases, and this improves the efficacy of 
the long-T2 signal suppression of pore water with the 
IR-UTE sequence. So, as the pores become larger, the sig-
nal in the denominator Ssuppressed decreases, which further 
increases the SR.
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Fig. 33.1 An illustration of unsuppressed UTE (first row), long-T2 
signal-suppressed IR-UTE (second row), and SR maps (third row) in a 
healthy (left column) and an osteoporotic patient (right column). The 
healthy patient was a 67-year-old woman with a body mass index 
(BMI) of 23.5 and a median SR of 2.05. The osteoporotic patient was a 
67-year-old woman with a BMI of 21.2 and an SR of 3.6. The cortical 
thinning characteristic of osteoporosis can be seen in each of 
osteoporotic patient’s images (right column). In the second row, the 
IR-UTE sequence produces effective long-T2 signal suppression, with 
the majority of the signal coming from the tibia, fibula, and reference 
phantom (although the phantom is not necessary for SR calculation) in 
both patients. In the third row, cortical bone in the osteoporotic patient 
exhibits a greater SR across the entire tibia than that in the healthy 
patient
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To the best of the authors’ knowledge, Li et al.’s study is 
the only published study to date using SR. Li et  al. thor-
oughly validated this biomarker in 13 cadaveric tibia speci-
mens and in human subjects [45]. The SR was strongly 
associated with μCT-derived porosity (R = 0.88) and speci-
men age (R = 0.87). The authors also evaluated SR in vivo in 
34 women between 26 and 79 years of age and found that the 
SR was positively associated with age (R  =  0.64) and 
inversely associated with volumetric bone mineral density 
(R = −0.67). The authors also showed that SR was highly 
reproducible in vivo, with a coefficient of variation of 1.5%.

An illustration of the SR in age-matched postmenopausal 
women in an as-yet unpublished study is shown in Fig. 33.1. 
This figure shows the UTE and IR-UTE sequence acquired 
in the mid-tibia of two postmenopausal women, one with 
BMD-diagnosed osteoporosis and the other with healthy 
bone density. The osteoporotic patient’s tibia can be seen to 
have a thinner cortex and a considerably larger porosity 
throughout the bone.

The literature on SR is scant, and the parameter is largely 
unexplored, likely due to the long-T2 UTE suppression sequence 
initially requiring long scan times and being limited to 2D scans 
[48]. More recently, the use of variable flip angle sequences com-
bined with long-T2 signal suppression has allowed reliable long-
T2-suppressed 3D images to be acquired in a clinically feasible 
scan time of 6 min [47, 49]. Although significant further work is 
needed to validate this parameter in vivo, it has great potential 
and some key advantages over other UTE cortical bone tech-
niques. First, the SR measurement does not require specialized 
hardware or an external reference phantom in the scan field-of-
view (FOV) and is, therefore, better suited for research studies 
that include multiple imaging centers. Second, the image pro-
cessing is simple and does not require ill-posed curve fitting or 
long scan times to acquire many echoes and fit relaxation param-
eters. However, it requires an adiabatic long-T2 suppression 
module, which may not be available on some clinical scanners. 
Nevertheless, SR is a promising biomarker for noninvasively 
assessing cortical porosity.

 The Porosity Index (PI)

Shortly after the SR was proposed, in 2015, Rajapakse et al. 
proposed another biomarker of cortical porosity called the 
porosity index [48]. The porosity index (PI) is simply calcu-
lated as the ratio of the magnitude signals obtained at two 
different TEs using a UTE sequence [48]:

Porosity index
Pore water

Total water
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S

S
PPore water

Pore water bound water+  
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For best results, the ultrashort TE should be made as 
short as possible (30–50 μs), whereas the longer TE should 
be around 2 ms. The PI parameter is based on the assump-
tion that, over the ≈2-ms delay, the bound water pool signal 
with a T2* of 390 μs entirely decays away. In contrast, the 
pore water pool, which has a much longer T2* (1–1000 ms), 
experiences negligible decay. This can be regarded as an esti-
mate of the pore water volume fraction within a given voxel 
and scales positively with the cortical porosity. The PI is 
also aided by the same effects described previously, wherein 
larger cortical pores have longer-T2 values and experience 
less signal decay [32], corresponding to an increase in the 
numerator and an increase in the PI.  Conversely, smaller 
pores have shorter T2s and the signal from them decays 
faster, resulting in a decrease in the denominator of the PI 
in Eq. (33.2). Additionally, the fact that both TE readouts 
are acquired with the same sequence means that it has self-
normalizing properties that mitigate the effects of radiofre-
quency and static field inhomogeneities.

Rajapakse et al. validated the use of PI in cadaveric tibia 
specimens [48]. The PI was shown to be strongly associated 
with μCT-derived porosity (R  =  0.88), average pore size 
(R = 0.90), and specimen age (r = 0.80), and was inversely 
associated with volumetric BMD (R = −0.70). The PI was 
similarly shown to be positively correlated with pore water 
fraction (R = 0.79) and pore water T2* (R = 0.80) [48]. Later, 
Zhao et  al. demonstrated that PI has a high degree of 
reproducibility in  vivo with a coefficient of variation of 
3.8%. The authors also found that PI was inversely associated 
with bone mineral phosphorus density (r = −0.71) and, after 
the exclusion of an extreme outlier, was inversely correlated 
with bound water density (r = −0.65) [49]. In 2019, Hong 
et al. compared PI to near-infrared spectral imaging (NIRSI) 
and mechanical testing-derived uniaxial stiffness in cadaveric 
tibia specimens. The authors found that PI was inversely 
associated with the stiffness of the tibia (r = −0.79); in other 
words, as porosity increases, bone stiffness decreases. They 
also showed that PI was inversely proportional to NIRSI- 
derived collagen content (r  =  −0.73) and NIRSI-derived 
bound water content (r = −0.95) [50]. More recently, Jones 
et al. have investigated the efficacy of PI in evaluating bone 
health in cadaveric femur specimens. They performed 
mechanical testing on whole femur specimens simulating 
loads experienced during a sideways fall fracture. The PI was 
found to be inversely associated with the mechanical stiffness 
of the sideways fall (r = −0.82) of the femur, suggesting that 
it could evaluate bone mechanical competence [51].

Xiong et al. explored the efficacy of PI in assessing bone 
quality in vivo in a cohort of 95 patients with chronic kidney 
disease (CKD) [52]. CKD has significant deleterious effects 
on bone health produced by disrupting mineral metabolism 
and is one of many diseases that can cause “secondary 
osteoporosis,” i.e., osteoporosis that is caused by comorbidity 
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Fig. 33.2 An illustration of the SR and PI parameters in two healthy 
subjects. Subject A is a 26-year-old male, and subject B is a 27-year-old 
male. The workflow for SR calculation in both subjects is shown on the 
left side (first two columns) and the workflow for PI calculation for both 
subjects is shown on the right side (third and fourth columns). In the 
first two columns, standard UTE (Sunsuppressed) images are depicted in the 
first row, whereas long-T2-suppressed UTE (Ssuppressed) images are shown 
in the second row and the SR is shown in the third row. On the right 
side, the PI workflow is shown for both subjects. Standard UTE images 
are depicted in the first row (TEultrashort), whereas the longer TE images, 

denoted as GRE (TElong), are shown in the second row and PI is shown 
in the third row. The color parameter maps in the third row demonstrate 
the spatial distribution of the cortical porosity as measured by the two 
techniques. Similar trends in porosity can be seen with both methods. In 
subject A, greater porosity is visible in the anterior part of the cortex, 
whereas the posterolateral side shows relatively dense, healthy cortex. 
In subject B, greater porosity can be seen in the thin cortex on the 
anterolateral side, whereas the posteromedial point shows a dense 
cortex with lower porosity

instead of aging-related hormonal changes [53]. Notably, PI 
increased with increasing severity of the CKD stage, whereas 
lumbar DXA did not. Moreover, significant associations 
between PI and several bone metabolism biomarkers were 
found, with PI being positively correlated with the parathy-
roid hormone, ß-cross-laps, total procollagen type 1 amino- 
terminal propeptides, and osteocalcin (P = 0.001) [52].

Taken together, these studies suggest that PI is a useful 
biomarker for assessing bone health. However, PI has not yet 
been investigated in any longitudinal in vivo studies, so its 
efficacy in long-term studies is yet to be established. 
Nevertheless, PI has been validated in ex  vivo studies by 
comparison with μCT and NIRSI and has shown to be related 
to secondary osteoporosis in vivo and warrants further explo-
ration. An example in vivo comparison between the PI and 
SR parameters is shown in Fig.  33.2 in two healthy 
individuals.

The PI is an especially useful biomarker for assessing 
bone quality in vivo because it can be derived from a single 
UTE sequence that is available on most MRI scanners. 
Additionally, since the biomarker is computed as the ratio of 

two images with different TEs, the processing is simple and 
only requires accurate segmentation to perform. Although 
the PI has the potential to be a powerful measure of bone 
quality in research studies, substantial work is still needed to 
further explore and validate it.

 Conclusions

Both SR and PI are useful biomarkers for assessing cortical 
bone porosity. While the physics underlying these biomark-
ers is complicated, their computation and interpretation is 
comparatively simple and easy to replicate, even for those 
with limited programming and physics experience. From a 
practical point of view, they are, therefore, well suited for use 
in larger, multicenter imaging research studies and poten-
tially for translation to the clinic. The biomarkers have been 
extensively validated in preclinical studies and have shown 
promise in a few in vivo studies, but substantial further work 
is needed to establish their usefulness in vivo. Specifically, 
future studies should investigate whether these parameters 
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can detect impairments in porosity associated with bone dis-
eases as well as investigate longitudinal changes following 
anti-osteoporotic medication or other interventions.

Additionally, most of the in vivo studies with these param-
eters have focused on the tibia due to technical reasons since 
its thicker cortex and superficial location provide a high sig-
nal-to-noise ratio (SNR). However, the most devastating 
osteoporotic fractures occur in the proximal femur, which 
has a large cortical bone content. Future studies should 
investigate use of these parameters in the proximal femur to 
provide more relevant information on bone quality and frac-
ture risk.

Current approaches with SR and PI simply compute the 
median or mean within the volume of interest. However, our 
preliminary work indicates that these parameters capture 
meaningful spatial differences in cortical porosity within the 
tibia, which are seen with other modalities. At the moment, it 
is unclear how to best use the spatial data to provide further 
information on bone quality, but this is a highly active area of 
research.

Ongoing work is focused on implementing these param-
eters in larger clinical patient studies and comparing their 
porosity measurements with those from other modalities.
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34A UTE-Based Biomarker Panel 
in Osteoporosis

Saeed Jerban, Yajun Ma, Eric Y. Chang, Christine B. Chung, 
Graeme M. Bydder, and Jiang Du

 Introduction

Osteoporosis (OPo) is a metabolic bone disease, which 
affects at least a dozen million people in the United States 
and leads to more than two million bone fractures every year 
[1]. For many patients, OPo can result in long-term disability 
and death. It usually results from an imbalanced bone remod-
eling process in which new bone volume generation by 
osteoblasts cannot keep pace with bone volume resorption 
by osteoclasts [2–4]. The World Health Organization (WHO) 
has defined OPo as reduction in bone mineral density (BMD) 
measured at the hip or spine by at least 2.5 standard devia-
tions (SDs) from the average BMD of a young healthy popu-
lation [5]. Osteopenia (OPe) is a condition that precedes OPo 
in which a patient’s BMD is decreased one SD below the 
average young, healthy BMD [6].

Bone can be generally classified as cortical (compact 
bone) or trabecular (spongy bone). Approximately 80% of 
the volume of bone in the human skeletal system is cortical, 
which hosts the majority of the nonvertebral fractures in the 
elderly population [7]. However, cortical OPo always pro-
gresses in tandem with trabecular bone deterioration [8]. It is 
crucial to characterize and assess the underlying structure 

and function of cortical and trabecular bone thoroughly to 
understand how bone degenerates and fails during the pro-
gression of OPo. The development of noninvasive imaging 
techniques to characterize the structural and biochemical sta-
tus of bone is a major force for achieving this.

Bone is organized in a highly complex hierarchical struc-
ture [9] composed of mineral matrix (>40% by volume), 
organic matrix (>30%), and water (~20%) at cortical sites [10, 
11]. Bone mineral provides stiffness and strength, particularly 
during compressive loading, whereas collagen provides duc-
tility and the crucial ability to absorb energy before a fracture. 
Bone contains more water at trabecular sites, primarily in 
combination with fat in bone marrow, which typically occu-
pies more than 80% of bone volume, but sometimes occupies 
more than 95% of bone volume in OPo [8, 12]. In addition to 
the water present in marrow, a fraction of bone water called 
“pore water” (PW) resides in pores of various sizes at cortical 
and trabecular bone sites, including the Haversian canals (10–
200 μm), lacunae (1–10 μm), and canaliculi (0.1–1 μm) [10, 
13]. The majority of bone water, particularly in a healthy bone, 
is “bound water” (BW), which is bound to the organic and 
mineral matrices [13–19]. BW and PW contribute differently 
to the mechanical properties of bone [20, 21].
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X-ray-based medical imaging methods such as dual- 
energy X-ray absorptiometry (DEXA) and quantitative com-
puted tomography (QCT) are essential to the clinical process 
of evaluating bone. These methods measure BMD based on 
the degree of X-ray attenuation in patients’ bones. The 
organic matrix, water, and fat, which together represent 
between 55 and ~80% of cortical and trabecular bone by vol-
ume, respectively, only make minor contributions to the sig-
nals obtained using standard X-ray-based techniques 
[22–25]. A major missing factor in bone assessment using 
DEXA for monitoring the clinical progression of OPo is the 
contribution of bone organic matrix and water to the over-
arching biomechanical properties of bone. Despite its wide-
spread use in clinical practice, DEXA-based diagnosis of 
OPo using the WHO criterion (DEXA T-score < −2.5) often 
fails to predict fracture risk accurately [26–28], with reported 
prediction rates of between 30 and 50% when used alone 
[29–37]. For instance, the observed decrease in areal BMD 
from age 60 to 80 years accounts for a doubling of the frac-
ture risk, but it is clinically known that the overall fracture 
risk increases 13-fold during this period [27, 32].

Magnetic resonance imaging (MRI) has been increas-
ingly used to evaluate the non-mineral portions of bone and 
thus improve bone assessment in patients affected by OPo. 
Notably, cortical bone has a short apparent transverse relax-
ation time (T2

*); therefore, typical conventional clinical MRI 
pulse sequences with echo times (TEs) of a few milliseconds 
cannot capture signals from bone [38, 39]. To address this 
shortcoming, ultrashort echo time (UTE)-MRI sequences 
have been developed. These provide direct imaging of bone 
and allow quantitative measurements that are sensitive to 
OPo-related bone changes [19, 40–42].

OPo-related changes in bone at different stages of OPo 
progression are not just limited to the mineral matrix but also 
involve the organic matrix, PW and BW, and fat fraction. The 
changes usually vary concurrently but follow different time 
courses and reflect different mechanical properties of bone. 
Employing a panel of UTE-MRI-based biomarkers to assess 
all the main components of bone can help provide a more 
comprehensive picture of disease progression than the use of 
BMD alone. This chapter describes different UTE-MRI 
techniques that can be included in a UTE-MRI biomarker 
panel for OPo. The techniques described are based on the 
bone component, which is targeted, such as total water (TW), 
PW, BW, fat, macromolecules in the organic matrix, and the 
mineral matrix.

 Cortical Bone Water Content Assessment

UTE-MRI has been used in several studies to estimate the 
water content of cortical bone. Water content is a central 
component in the OPo-related biomarker panel. It is assumed 
that pores are occupied by water and that the increased 

porosity seen in cortical bone during OPo development is 
manifested as an increase in PW.  Evaluation of this water 
can, in principle, provide information about OPo 
development.

 Total Water Assessment with Basic UTE

The total water content of cortical bone can be estimated by 
comparing the UTE-MRI signal of bone with that of an 
external reference of known proton density (PD) [43–49]. 
The estimated content needs to be corrected for differences 
between the T2

* and T1 values of bone and the external refer-
ence standard [50]. A mixture of distilled water and deuter-
ated water (e.g., 20% H2O and 80% D2O, 22 mol/L 1H) with 
a matched effective T2

* of cortical bone (e.g., T2
* ≈ 0.4 ms) 

has been the most common external reference standard 
described in the literature for this estimation [44, 45, 47, 49, 
50]. However, rubber erasers have also been mentioned as 
external phantoms because their apparent proton density and 
MRI properties are similar to those of bone [51]. Significant 
correlations have been reported between the estimated TW 
content in cortical bone and the microstructure of bone [50, 
51]. Therefore, TW content can be potentially used as an 
important OPo-related UTE biomarker at cortical bone sites. 
It is the sum of PW and BW.

For accurate estimation of TW content, we should con-
sider the following: first, the difference between the relax-
ation times of cortical bone and the external standard; 
second, the spatial variation of coil sensitivity in the scanned 
field of view (FOV); and third, the duration of the radiofre-
quency (RF) pulse and its homogeneity (or actual flip angle 
(FA)) [44, 52]. Due to the short T1 in cortical bone, the T1 
effect on TW content calculation can be neglected if one uses 
a relatively low FA combined with a relatively high repeti-
tion time (TR) to produce a proton density (PD)-weighted 
UTE sequence [51].

 Bound Water Assessment with Inversion 
Recovery UTE

Inversion recovery UTE (IR-UTE) sequences can suppress 
the long-T2 signal from PW and specifically image BW in 
bone [53, 54]. Comparing the IR-UTE signal from bone with 
that of an external reference standard can be used to estimate 
BW content [47–50, 55]. BW content quantification based 
on the IR-UTE sequence requires efficient nulling of the PW 
signal [44]. PW content in cortical bone can be calculated by 
subtracting the IR-UTE-measured BW content from the 
UTE-measured TW content [44, 50, 56]. As described in ear-
lier studies, the BW signal is an exponential function of BW 
T1 (T1-BW). Higher T1-BW values significantly increase the esti-
mation of BW content if appropriate T1 compensation is not 
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Fig. 34.1 Representative axial images of the tibial midshaft of a 
healthy 25-year-old female using (a) a clinical gradient echo (GRE) 
sequence, (b) a UTE-Cones sequence, and (c) an IR-UTE sequence. 

Suppression of long-T2 signals in panel (c) highlights cortical bone in 
the tibia and fibula (as well as tendons and aponeuroses)

included [50]. While Tan et al. reported using a short T1-BW of 
112 ms at 3 T in vivo [57], a value consistent with earlier 
reports by the same group [50, 58], other studies have 
reported T1-BW equal to 290 ms at 3 T [47, 49].

Figure 34.1 shows conventional gradient echo (GRE), 
basic UTE, and IR-UTE imaging of the tibial midshaft in a 
healthy 25-year-old female.

Figure 34.2 shows in vivo TW proton density (TWPD), 
BW proton density (BWPD), and PW proton density 
(PWPD) maps for representative subjects with healthy bone, 
OPe, and OPo. TWPD and PWPD were observed in the fol-
lowing ascending order: healthy bone  <  OPe  <  OPo. 
Conversely, BWPD was observed in the following ascending 
order: OPo < OPe < healthy bone.

Both BW and PW have also been estimated using a dual-
 TR UTE imaging technique using model-based UTE signal 
decomposition [59]. PW content has been reported to signifi-
cantly correlate with subject age [59].

 Pore Water Assessment with Double Adiabatic 
Full-Passage (DAFP) UTE

In addition to the indirect calculation of PW by subtracting 
the IR-UTE-measured BW content from the UTE-measured 
TW content, a double adiabatic full-passage (DAFP) pulse 
was proposed to directly image PW in cortical bone using a 
pulse preparation to saturate the BW signal followed by a 
UTE acquisition [47, 54]. This technique requires excellent 
nulling of the BW signal, which can be challenging. Horch 
et al. [54] used UTE-MRI at 4.7 T for direct imaging of both 
BW and PW and reported significant correlations with the 
mechanical properties of bone strips. Later, Manhard et al. 
[60] demonstrated a significant correlation between BW 
measured at 3 T and bone fracture toughness of cortical bone 
specimens.

 BW and PW Estimation Using UTE Signal 
Fractional Indexes

Dual-echo time UTE imaging [61] can be used to calculate 
the porosity index (PI), which is the signal ratio between two 
MRI images, one with a TE  ≈  0.05  ms and one with a 
TE ≈ 2 ms. The first echo image represents signals from both 
BW and PW, and the second echo mostly represents the PW 
signal. Although this technique does not estimate the abso-
lute PW content, it gives an estimate of bone porosity. The PI 
in the human cadaveric tibiae has shown significant correla-
tions with microcomputed tomography (μCT)-based poros-
ity, mechanical stiffness, donor age, and collagen estimation 
from near-infrared spectroscopy [61–63]. Recent in  vivo 
studies have shown significantly higher PI in OPo and OPe 
patients than in healthy volunteers [63].

The suppression ratio (SR), defined as the ratio between 
bone UTE signal without, and with, long-T2 signal suppres-
sion performed via dual-band saturation-prepared UTE 
(DB-UTE) or IR-UTE, is another UTE-MRI-based index 
that has been proposed for evaluation of cortical bone micro-
structure [46]. Bones from older subjects showed higher SR 
values [46]. Similarly, ex vivo investigations have shown that 
SR demonstrates significant correlations with bone porosity, 
mechanical properties, and donor age [46, 63]. Recent 
in vivo studies have shown significantly higher SR in OPo 
and OPe patients than in healthy volunteers [63].

 BW and PW Assessment with Bicomponent 
Signal Modeling

The T2
* of PW is roughly ten times the T2

* of BW, and they 
can be distinguished from one another using UTE-MRI 
acquisition techniques combined with multicomponent T2

* 
analysis [21, 64, 65]. Such techniques, however, do not 
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Fig. 34.2 Generated TW proton density (TWPD), BW proton density 
(BWPD), and PW proton density (PWPD) maps for (first row) a repre-
sentative subject with healthy bone (a 35-year-old female), (second 
row) a representative patient with OPe (a 76-year-old female), and 
(third row) a representative patient with OPo (a 76-year-old female). 

For these examples, TWPD and PWPD were observed in the following 
ascending order: healthy bone < OPe < OPo. On the contrary, BWPD 
was observed in the following ascending order: OPo < OPe < healthy 
bone

 estimate the absolute water proton content. Multicomponent 
T2

* fitting requires a series of MRI images with different 
TEs, which can extend the scanning process. Bicomponent 
exponential T2

* fitting has been used in many studies to 
quantify BW and PW [17, 21, 66]. Both Bae et al. [21] and 

Seifert et al. [67] found that BW and PW fractions obtained 
from bicomponent T2

* analysis were significantly correlated 
with human cortical bone porosity measured using μCT. Bae 
et al. also reported significant correlations between bicom-
ponent T2

* results and mechanical properties of human cor-
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tical bone strips [21]. Recently, the efficacy of UTE-MRI 
bicomponent T2

* analysis has been investigated by compar-
ing it with histomorphometric measures of bone porosity 
[66]. Bicomponent T2

* was found to be capable of detecting 
bone porosity, including pores below the range detectable 
by μCT [66].

UTE-MRI, μCT, and histological images of a representa-
tive bone specimen (a 71-year-old male) are shown in 
Fig. 34.3. Bone layers closer to the endosteum showed higher 
porosity and larger pore size. Bicomponent T2

* fittings and 
the histomorphometric pore size distributions within three 
bone layers are depicted in the second and third row subfig-
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Fig. 34.3 MRI-based and histomorphometric analyses for three repre-
sentative regions of interest (ROIs) in three different cortical bone lay-
ers. Selected ROIs in three different bone layers of a representative 
bone specimen (male, 71-year-old) illustrated on (a) UTE-MRI 
(TE = 32 μs, 250-μm pixel size), (b) μCT (9-μm pixel size), and (c) 
histological (hematoxylin and eosin (H&E)-stained, 0.2-μm pixel size) 
images. Bicomponent exponential fitting of the T2

* decay within (d) 
ROI-1, (e) ROI-2, and (f) ROI-3. The oscillating data points indicate the 

presence of fat, particularly in ROI-1 and ROI-2 near the endosteum. 
Pore size distribution obtained from histomorphometric analyses are 
shown for (g) ROI-1, (h) ROI-2, and (i) ROI-3. The histomorphometric 
porosity and pore size for ROI-1 to ROI-3 are 33.1, 13.9, 7.1%, 221, 83, 
and 49 μm, respectively. The μCT-based porosities are 21.2, 8.2, and 
1.7% for ROIs-1 to ROI-3, respectively. (Adapted with permission from 
Jerban et al. [66])
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ures, respectively. The short-T2 fraction (Frac1) was found to 
be higher in regions with lower porosity and lower pore size 
[66]. Peaks in pore size distributions shifted toward lower 
values for layers closer to the periosteum, indicating fewer 
large pores in the outer layers of cortical bone.

UTE bicomponent analysis was also utilized to study the 
effect of field strength on the T2

* of cortical bone at 1.5 T and 
3 T [68]. The BW T2

* and PW T2
* of human cortical bone 

were 21% and 68% lower, respectively, at 3 T compared with 
those at 1.5 T [68]. However, BW and PW fractions showed 
only minor changes with field strength (<4%), suggesting 
that UTE bicomponent analysis may provide consistent BW 
and PW fractions at 1.5 T and 3 T, respectively, thereby 
allowing field-independent comparison. Seifert et  al. [67] 
later studied the performance of bicomponent analysis at 
higher magnetic fields (7 T and 9.4 T) and suggested that 
bicomponent analysis may fail at high magnetic fields, likely 
due to inaccurate fitting caused by significant decrease in the 
difference between the short-component T2

* and long-com-
ponent T2

* at higher magnetic fields.

 BW, PW, and Fat Content Assessment with Tri- 
component Signal Modeling

Human cortical bone contains considerable fat, particularly 
in regions near bone marrow. Different studies have observed 
oscillation of an average signal using multi-echo MRI in T2 
fitting analyses [16, 67, 69], a phenomenon that is most 
likely due to fat chemical shift [69]. To remove fat signal 
contamination in bone water assessment, fat suppression 
techniques such as chemical shift fat saturation (Fat-Sat), 

soft–hard water excitation, and single-point Dixon methods 
have been used [70, 71]. Fat-Sat is widely used in clinical 
magnetic resonance (MR) sequences; however, it is not suit-
able for bone imaging due to the saturation of the broad spec-
trum of bone. A novel soft-hard pulse has been proposed to 
overcome this effect by utilizing a low-power soft pulse for 
fat excitation in the opposite direction of the following hard 
pulse [70]. Single-point Dixon is a post-processing method, 
which separates water and fat signals, thus making them 
available for further analysis [71].

A tri-component fitting model has been developed to 
include fat modeled using its nuclear magnetic resonance 
(NMR) spectrum [72]. This improved estimates of BW and 
PW fractions in cortical bone and also provided estimates of 
the fat content in bone. Estimation of water fraction by tri- 
component T2

* fitting improved correlation with μCT-based 
porosity compared to bicomponent fitting [72, 73]. Tri- 
component analysis has also shown a higher correlation with 
the mechanical properties of bone [73]. The tri-component 
model avoids BW overestimation in the endosteal side of the 
cortex, which is a common error with bicomponent analysis 
[72, 73]. The estimated fat content using a tri-component fit-
ting model needs to be validated before extending it to 
in vivo applications.

Figure 34.4a shows a UTE-MRI image of a set of cortical 
bone specimens with 4 mm × 2 mm cross sections placed in 
a 1″ birdcage coil. Figure 34.4b, c illustrates the μCT images 
of samples I and II with 15 and 33% average porosities, 
respectively [73]. Bicomponent and tri-component fitting 
analyses are shown in Fig.  34.4d–g for both specimens. 
Sample II shows a significant oscillating signal, which is 
well fitted using the tri-component model.
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Fig. 34.4 A UTE-MRI image and μCT images of two representative 
cortical bone strips harvested from different donors possessing different 
porosities, in addition to bicomponent and tri-component T2

* fitting 
results. (a) A UTE-MRI (TE = 0.032 ms) image of a set of cortical bone 
strips with approximately 4  mm  ×  2  mm cross sections soaked in 
Fomblin, which produces no signal with MRI. (b, c) μCT images of 
representative cortical bone strips from a 47-year-old male and a 

57-year-old female, respectively. (d, e) Bicomponent T2
* fittings for 

bone strips are shown in panels (b) and (c), respectively. (f, g) Tri- 
component T2

* fitting for the bone strips are shown in panels (a) and 
(b), respectively. The oscillating signal decay in cortical bone speci-
mens is better fitted by including the signal contribution of fat using the 
tri-component model (higher fitting R2 values). (Adapted with permis-
sion from Jerban et al. [73])
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 Cortical Bone Organic Matrix Assessment

In addition to the evaluation of water components that mul-
tiple research groups have focused on, the evaluation of bone 
organic matrix can provide additional information about 
bone remodeling status and bone mechanical properties. 
Direct quantification of collagen backbone protons is chal-
lenging with current MRI scanners because the collagen pro-
tons possess extremely short T2

*s [74]. Magnetization 
transfer (MT) imaging combined with UTE-MRI has been 
suggested as a method to indirectly assess protons in the col-
lagenous matrix [75, 76]. With MT techniques, a high-power 
saturation RF pulse is applied with a frequency offset from 
the water resonance frequency to saturate the magnetization 
of collagen protons. Saturated magnetization is transferred 
from the collagen to water protons, which can then be imaged 
with UTE-MRI. UTE-MT assessment of collagen protons, 
such as MT ratio (MTR), significantly correlates with the 
bone’s microstructural and mechanical properties [77].

The magnitude of the transferred saturation is a func-
tion of the macromolecular proton fraction (MMF). MMF, 
macromolecular proton transverse relaxation time (T2mm), 
and exchange rates can be obtained with a two-pool model 

using UTE-MT data acquired with a series of RF pulse 
powers and frequency offsets [75]. MMF derived from 
UTE-MT modeling has shown a strong correlation with 
human bone microstructure measured via μCT and histo-
morphometry [66, 76] and with mechanical properties [50, 
65, 66, 76].

Figure 34.5 shows the relationship between bone micro-
structure and UTE-MT modeling results [76]. Fig.  34.5a 
shows a zoomed μCT image of a representative tibial bone 
specimen focused on the anterior tibia. Porosity and BMD 
were measured at two selected regions in the middle and 
outer layers of the cortex. Two-pool MT modeling analyses 
of the selected regions of interest (ROIs) are shown in 
Fig. 34.5b, c using three MT saturation pulse powers (500°, 
1000°, and 1500°) and five off-resonance frequencies (2, 5, 
10, 20, and 50 kHz).

Macromolecular proton density (MMPD) can be calcu-
lated as a function of MMF and TWPD [50]. MMPD can 
demonstrate organic matrix density regardless of the water 
content density. Figure 34.6 shows in vivo MMF and MMPD 
maps for representative subjects with healthy bone, OPe, and 
OPo. MMF and MMPD are observed in the following 
ascending order: OPo < OPe < healthy bone.
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Fig. 34.5 (a) A μCT image of a representative tibial specimen (male, 
73-year-old) focused on the anterior tibia with two selected ROIs in the 
middle and outer layers. The measured porosity (Po) in the middle layer 
(ROI-1.2) is higher than that of the outer layer (ROI-1.3). The two-pool 
MT model analyses in (b) ROI-1.2 and (c) ROI-1.3 used three pulse 

saturation powers (500° in blue, 1000° in green, and 1500° in red) and 
five frequency offsets (2, 5, 10, 20, and 50 kHz). MMF and T2mm refer 
to macromolecular fraction and macromolecular T2, respectively. 
(Adapted with permission from Jerban et al. [76])
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Fig. 34.6 Generated MMF 
and macromolecular proton 
density (MMPD) maps for 
(first row) a representative 
participant with healthy bone 
(a 35-year-old female), 
(second row) a representative 
patient with OPe (a 76-year- 
old female), and (third row) a 
representative patient with 
OPo (a 76-year-old female). 
For these examples, MMF 
and MMPD are observed in 
the following ascending 
order: OPo < OPe < healthy 
bone

 Cortical Bone Mineral Assessment

Although the X-ray-based methods (DEXA and CT) are 
the gold standards of bone mineral assessment, UTE-MRI 
shows potential to assess bone mineral. Utilizing UTE-MRI 
for bone mineral assessments can complete the UTE-based 
biomarker panel in OPo evaluation. Single modality imaging 
with MRI can provide information about all major bone com-
ponents and potentially facilitate clinical decision-making.

 Quantitative Susceptibility Mapping (UTE- 
QSM) for Mineral Assessment

Quantitative susceptibility mapping (QSM) deconvolves the 
magnetic susceptibility of tissue based on phase changes in 
the MR signal. Tissues with stronger magnetic susceptibili-
ties undergo faster evolution of the phase than those with 
lower susceptibility. Dimov et al. [78] developed the UTE- 
QSM technique to detect mineral variations in the porcine 

34 A UTE-Based Biomarker Panel in Osteoporosis



436

Q
S

M
 (

pp
m

)

0.0

–0.4

–0.8

–1.2

–1.6

–2.0

1.6

1.4

1.2

1.0

0.8

0.6

B
M

D
 (

g/
cm

3)

a bFig. 34.7 (a) Quantitative 
susceptibility map (QSM) 
using Cones 3D UTE-MRI 
scans (0.5 × 0.5 × 2 mm3 
voxel size) of a representative 
tibial midshaft cortical bone 
sample (a 45-year-old 
female), (b) μCT-based 
volumetric bone mineral 
density (BMD) maps of the 
same specimen. The local 
maxima in the QSM map 
correspond to the regions of 
high BMD in μCT-based 
maps. (Adapted with 
permission from Jerban et al. 
[79])

hoof and human distal femur. They reported significant cor-
relations between radial 3D UTE-QSM values and computed 
tomography (CT) X-ray attenuation measured in Hounsfield 
units in a combined set of ROIs covering tendon, trabecular 
bone, and cortical bone. Recently, UTE-QSM has been 
investigated in human tibial cortical bone specimens, and 
significant correlations between QSM and BMD have been 
reported [79]. Figure 34.7 illustrates Cones UTE-QSM and 
volumetric BMD maps in a representative cortical bone 
specimen from the tibial midshaft. The local maxima of the 
QSM map qualitatively correspond to the regions of high 
BMD in μCT-based maps [79].

 UTE 31P Imaging for Assessment of Bone 
Minerals

Phosphorus (i.e., 31P) imaging combined with UTE, water- 
and fat-suppressed proton projection MRI (WASPI), or zero 
echo time (ZTE) MR acquisitions have been employed for 
bone mineral estimation in several studies [48, 49, 80]. The 
feasibility of in vivo 31P imaging in human subjects has been 
shown at 1.5 T using UTE-based imaging of the tibia and 
femoral head [81]. Phosphorus imaging can be considered a 
direct method of mineral imaging compared with the previ-
ously discussed UTE-QSM method, which evaluates mineral 
based on its magnetic susceptibility. However, the hardware 
adjustment necessary for phosphorus imaging has resulted in 
the underutilization of this technique in bone assessment 
even in research centers.

 Trabecular Bone Quantification

Direct imaging of trabecular bone is technically challenging 
because of the fast signal decay of bone, as implied by its 
ultrashort-T2 [38]. To create high contrast for trabecular bone 
with proton imaging, it is critical to suppress signals from 

long-T2 tissues, particularly marrow fat. Wurnig et al. [82] 
used the UTE sequence to visualize trabecular bone ex vivo 
and to measure its T2

* at different magnetic field strengths. 
This direct trabecular bone imaging was achieved with an 
SPIR (spectral presaturation with inversion recovery) mod-
ule to suppress marrow fat signal. Investigating T2

* values in 
trabecular bone regions showed significant correlations with 
bone microstructural parameters obtained with μCT [82]. 
However, the innate sensitivity of the SPIR-UTE technique 
to B0 inhomogeneity and the rather complicated multipeak 
fat spectrum may limit its specificity in imaging trabecular 
bone. The relatively long T2

* of ~2.42 ms derived from the 
single-component fitting of SPIR-UTE imaging of trabecular 
bone at 3 T, which is significantly longer than the T2

* of 
~0.3 ms for cortical bone measured with IR-UTE imaging at 
the same field strength, suggests incomplete long- T2 signal 
suppression.

The 3D adiabatic IR-UTE-Cones (3D IR-UTE-Cones) 
sequence has been proposed by Ma et al. [83] to directly 
visualize trabecular bone and measure relaxation times 
[83]. A broadband adiabatic inversion pulse was used 
together with a short TR/inversion time (TI) combination to 
suppress signals from long-T2 tissues such as muscles and 
marrow fat. The suppression is followed by multispoke 
UTE acquisition to detect signals from short-T2 water com-
ponents in trabecular bone. This technique has low sensitiv-
ity to B1 and B0 inhomogeneities due to the broadband 
adiabatic inversion pulses [83]. The technique has been 
applied ex vivo and in vivo at 3 T and resulted in ranges of 
T2

* values (0.3–0.45 ms) and proton densities (5–9 mol/L) 
for trabecular bone. In vivo 3D IR-UTE-Cones images of 
the lumbar spine at different TEs (0.032–2.2 ms) are shown 
in Fig. 34.8, in addition to the corresponding T2

* curve fit-
ting. The fitted T2

* is extremely close to that of cortical 
bone, consistent with effective suppression of signals from 
bone marrow fat.

Bound water proton density mapping can be achieved for 
trabecular bone by comparing its signal to that obtained with 
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Fig. 34.8 In vivo imaging of the spine of a 36-year-old male volunteer 
using the 3D IR-UTE-Cones sequence with TEs of 0.032, 0.2, 0.4, 0.8, 
and 2.2 ms. Single-component fitting was achieved for a selected verte-

bra giving a short T2
* of 0.31 ± 0.01 ms and demonstrating that long-T2 

water and marrow fat can be effectively suppressed by the IR-UTE- 
Cones sequence. (Adapted with permission from Ma et al. [83])

3D IR-UTE-Cones imaging and that from an external refer-
ence standard with a known proton density similar to that 
previously described in cortical bone studies [83].

 Conclusions

Quantification limited to bone mineral for OPo evaluation, as 
takes place in clinical practice, may miss major changes in 
other bone components such as the organic matrix, different 
water components (TW, BW, and PW), and fat fraction. The 
quantitative UTE-MRI techniques discussed in this chapter 
can assess all the major components of bone, and these may 

experience changes during OPo development that do not par-
allel BMD changes and may thus provide a more compre-
hensive evaluation of cortical bone. Basic UTE and adiabatic 
IR-prepared UTE (IR-UTE) sequences can quantify TW, 
BW, and PW. UTE tri-component T2

* analysis distinguishes 
between BW and PW signals and fractions in addition to pro-
viding assessment of fat fraction. UTE-magnetization trans-
fer (UTE-MT) sequences can quantify the organic matrix in 
bone, and UTE quantitative susceptibility mapping (UTE-
QSM) sequences provide bone mineral assessment. 
Combining these UTE-based techniques after optimization 
to shorten their scan times may provide a comprehensive 
technique for OPo and OPe evaluation.

34 A UTE-Based Biomarker Panel in Osteoporosis
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 Introduction

The clinical value of the conventional magnetic resonance 
imaging (MRI) examination in the spine is controversial, in 
part due to its relatively low and variable diagnostic specific-
ity for identifying probable anatomic causes of back pain. 
For example, degenerative structural changes observed in the 
spine using clinical T1- and T2-weighted sequences—such as 
disc degeneration, disc herniation, endplate damage, spon-
dylolisthesis, stenosis, and facet arthropathy, among other 
common imaging findings—tend to be associated with pain 
in some patients but also occur (with varying prevalence) in 
asymptomatic individuals [1–3]. The link between degenera-
tive pathologies seen on clinical imaging and individual clin-
ical outcomes is further obscured by evidence demonstrating 
that new episodes of low back pain are unlikely to be accom-
panied by new imaging findings [4] and that imaging find-
ings are unreliable predictors of treatment outcomes [5]. The 
unclear associations between conventional MRI-based 
assessment of spinal structures and individual clinical out-
comes have motivated the development of new imaging tech-
niques to enhance the diagnostic value of MRI in the spine 
and to improve our fundamental understanding of degenera-
tive spinal conditions [6, 7].

Several new MRI techniques enable researchers to probe 
pathologies of the spine with quantitative and objective mea-
surements of the physical and biochemical processes occur-
ing in spinal tissues. For example, techniques now enable 
measurement of metabolic activity in the intervertebral disc 
with magnetic resonance spectroscopy (MRS) [8], molecular 

diffusion in the disc and vertebral bone marrow with diffu-
sion-weighted imaging (DWI) [6], and spatial maps of water 
and fat content in the paraspinal muscles and vertebral bone 
marrow with chemical shift imaging (CSI) [9, 10]. One class 
of quantitative MRI techniques that is gaining increasing 
interest and applicability in the spine involves multi-echo 
imaging to compute spatial maps of tissue relaxation times, 
such as T2, T2

*, T1, and T1ρ, [11] since such relaxation time 
values can provide quantitative and continuous biomark-
ers—i.e., objective and quantitative indicators of normal 
physiological or pathogenic processes [12]—that reflect tis-
sue biochemical composition. Ultrashort echo time (UTE) 
imaging represents a major methodological advance in spi-
nal imaging by enabling both morphological and quantitative 
assessments of tissues with short-T2 relaxation times; such 
tissues are found throughout the spine and are implicated in 
pathologies associated with back pain.

Many tissues in the spine, including the vertebral carti-
lage endplate (CEP), the ligaments and tendons connecting 
the vertebrae with each other and with the spinal muscula-
ture, and the mineralized bone tissues comprising the verte-
bral body and its posterior elements, are composed of a 
majority of short-T2 components (with the T2 values approxi-
mately <10  ms) [13]. The transverse magnetization from 
these short-T2 tissues is largely decayed at the time of signal 
acquisition using conventional T1- and T2-weighted 
sequences (with prescribed echo times (TEs) typically rang-
ing from 10 to 80 ms), causing these tissues to appear as sig-
nal voids without internal contrast or conspicuity [14]. The 
rapid T2 signal decay of bone, CEP, tendons, and ligaments 
relates to relatively strong dipolar interactions between pro-
tons bound within solid structures (such as the crystalline 
component of bone) or bound to proteins (such as water mol-
ecules bound to collagen fibers) [12]. In the case of tissues 
with highly aligned collagen, including cartilage, tendons, 
and ligaments, the strength of these dipolar interactions 
depends on the macroscopic orientation of the collagen 
fibers relative to the static magnetic field (B0) [15]. Thus, the 
signal intensity generated by such tissues and their T2 relax-
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ation times are sensitive to in situ orientation to B0 during 
imaging, a topic discussed in more detail below.

The rest of this chapter describes applications of UTE 
imaging in the spine with a focus on the vertebral endplate 
and also includes the ligaments, facet joints, vertebral bone, 
and sacroiliac joints (SIJs). The CEP is a primary focus due 
to recent discoveries emphasizing the important role of CEP 
quality in disc degeneration and low back pain [16–18]. 
Finally, we discuss technical aspects of  UTE- MRI in the 
spine and several practical considerations related to spine 
imaging.

 The Vertebral Cartilage Endplate (CEP)

The vertebral CEP is a thin layer of hyaline-like cartilage 
that, along with the abutting osseous endplate, separates the 
vertebral body from the intervertebral disc [19, 20]. Like 
articular cartilage, the CEP consists of an extracellular matrix 
of proteoglycans, water, and collagen, which is remodeled 
by chondrocytes residing within lacunae interspersed 
throughout the extracellular matrix [17, 21]. Unlike articular 
cartilage, which has depth-wise zones of varying collagen 
organization [22], the collagen fibers in the CEP are mainly 
aligned parallel to the surface of the endplate [23, 24] and are 
not highly integrated into the underlying osseous endplate 
[17, 19]. Typically, the CEP is approximately 0.5–1.0-mm-
thick, and its thickness can vary with location and spinal 
level, being thinnest centrally and at the upper spinal levels 
[25].

In addition to resisting mechanical forces from intradiscal 
pressure [26], the CEP is a semipermeable barrier that 
enables nutrient transport from the vertebral capillaries into 
the avascular disc [27–29]. The permeability of the CEP is 
much lower than that of the abutting osseous endplate and is 
thus considered to be the primary barrier to nutrient trans-
port. Many nutrients that nourish cells in the nucleus pulpo-
sus (NP) pass from the vertebral capillaries, across the CEP, 
and into the disc; conversely, metabolic waste from NP cells 
travels in the opposite direction: from the disc, across the 
CEP, and into the vertebral bone marrow [28, 30]. The per-
meability of the CEP is influenced by aspects of its biochem-
ical composition, including the relative amounts of collagen 
and aggrecan [28, 30], and deficits in CEP permeability are 
believed to be one etiological factor contributing to poor disc 
nutrition and, subsequently, disc degeneration [16, 30–34]. 
Deficits in CEP permeability are also believed to contribute 
to heterogeneous treatment outcomes following intradiscal 
biological therapy, an emerging class of therapies for chronic 
low back pain [35–39]. By design, such therapies increase 
intradiscal nutrient demands, and hence therapeutic efficacy 
likely depends on CEP permeability [30, 35–38]. The impor-
tance of the CEP in disc degeneration and regeneration moti-

vates noninvasive assessment of CEP health using MRI, as 
such assessments could help elucidate the etiology of disc 
degeneration and help identify patients who may be likely to 
benefit from biological therapies.

Endplate pathologies are also associated with low back 
pain independent of their role in disc degeneration. Structural 
damage to the endplates co-locate with elevated levels of 
innervation and chemical sensitization factors [17, 40–43], 
suggesting that sensitization of nociceptors originating at 
the endplate could cause low back pain. Endplate damage 
can also expose the underlying vertebral bone marrow to 
intervertebral disc tissue, which can stimulate an inflamma-
tory immune response since the disc is normally immune-
privileged (i.e., sequestered from the systemic circulation 
and treated as a foreign substance by leukocytes in the bone 
marrow) [43]. Vertebral endplate bone marrow lesions, 
which occur adjacent to structural endplate damage, are 
observed on T1- and T2-weighted MRI as signal intensity 
abnormalities and are classified as “Modic changes” [44]. 
These endplate bone marrow lesions are associated with 
neoinnervation, inflammation, high bone turnover, fibrosis, 
and low back pain [41, 43–45]. Vascularized granulation tis-
sue signaling inflammation and/or regional conversion of 
hematopoietic marrow to fat in these lesions can generate 
hypo- and hyperintense signals and contrast within the ver-
tebral body adjacent to damaged endplates, which are visi-
ble using conventional clinical T1- and T2-weighted 
sequences; however, the endplate damage itself (particu-
larly, damage to the CEP), may be difficult to discern. 
Although there is strong evidence to support the role of end-
plate damage in low back pain, the diagnostic value of these 
observations is limited by a lack of conspicuity and contrast 
of the endplate on conventional clinical MRI.

 Endplate Assessment with UTE-MRI

UTE-MRI provides a tool for visualizing the CEP (Fig. 35.1) 
and thus for elucidating its role in degenerative pathologies 
associated with low back pain [46–48]. The intermediate-to- 
high signal intensity observed in the CEP on UTE images is 
attributable to the bilayer of calcified and uncalcified end-
plate cartilage [46]; this bilayer is distinguishable on UTE 
images acquired at a sufficiently high spatial resolution. 
Studies using UTE imaging have found that changes in CEP 
morphology, including focal thinning, diffuse thickening, 
irregular damage, and signal discontinuity, co-locate with 
lesions in the underlying osseous endplate and are associated 
with disc degeneration [25, 49, 50]. Such morphological 
changes have been detected using UTE with substantial lev-
els of interobserver reliability (Cohen’s kappa range: 0.67–
0.78 across studies) and strongly correspond to CEP 
morphology measured using histology [25, 46, 47].
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Fig. 35.1 Mid-sagittal images of the lumbar spine (upper row) with 
insets centered on the L5 vertebral body (lower row) from UTE-MRI 
(left column; echo time (TE) = 0.248 ms) and clinical fast spin echo 
images with T1 and T2-weighting (middle and right columns; TE = 15 

and TE  =  60  ms for T1 and T2-weighting, respectively). The CEP 
appears hyperintense on UTE images and hypointense on T1- and T2-
weighted images (arrowheads annotate the inferior L5–S1 CEP region)

a b c

Fig. 35.2 The morphology of vertebral endplate damage at L5 (arrowheads) is more clearly defined on (a) UTE images than (b) on conventional 
T1-weighted or (c) T2-weighted images

Endplate defects observed using UTE imaging have also 
been shown to be strongly associated with chronic low back 
pain independent of endplate bone marrow lesions (Modic 
changes) [51], likely due to elevated levels of innervation in 
the damaged endplates [41]. Importantly, many endplate 

defects that are conspicuous on UTE images are not detected 
using T1- or T2-weighted images (Fig. 35.2) [17, 41]. Some 
endplate pathologies, such as tidemark avulsions in which 
the outer annulus fibrosus separates from the vertebra, may 
be more pronounced on T2-weighted images than on UTE 
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images due to high T2 contrast from fluid/gas accumulation 
[52]. UTE imaging thus provides a powerful complementary 
(but not alternative) technique to conventional clinical imag-
ing techniques in examining endplate pathologies.

In addition to CEP evaluation, UTE imaging has also 
been used to assess the intervertebral disc [49, 53–57], par-
ticularly through visualization of its short-T2 components in 
relation to its longer-T2 components (which can be observed 
using conventional T2-weighted MRI). For example, the 
echo subtraction technique (see Chapter 11: Echo 
Subtraction) has been used to observe interindividual differ-
ences in the organization of the collagenous structures in the 
annulus fibrosus, which can be visualized as striated patterns 
in that region [49].

 T2
* Mapping

Multi-echo UTE imaging enables measurement of T2
* relax-

ation times in the CEP.  Spatial maps of CEP T2
* values 

(Fig. 35.3) can be generated via voxel-by-voxel relaxometry 
from images acquired at several TEs spanning the normal T2

* 
decay time (TEs spaced between approximately 0.1 and 
25.0 ms) [16, 48, 58, 59]. Typically with this technique, the 
signal decay of each voxel is fitted to a mono-exponential 
decay function of the form: SI TE

TE

i
TS e i( ) = ∗

0

2/ , where SIi 
denotes the signal intensity of voxel i (see Chap. 22: T2

* 
Quantification). Bi- and tri-component decay functions have 
been used to distinguish bound water from pore water and fat 
in cortical bone [60], though the extent to which this is pos-
sible in the CEP or vertebral bone is unclear.

T2
* relaxation times measured in lumbar CEP tissue in 

situ (mean ± SD = 19.6 ± 5.3 ms, range = 1.3–32.0 ms) are 
age-dependent [16, 59] and are associated with aspects of 
CEP biochemical composition, including its water and gly-
cosaminoglycan (GAG) contents and collagen-to-GAG 

ratios [58]. Since the relative amounts of these biochemical 
constituents influence the CEP’s permeability to nutrients 
[30, 33], T2

* values can provide a quantitative assay of CEP 
composition and serve as a proxy for its permeability. 
Moreover, since deficits in CEP permeability can limit nutri-
ent supply to and metabolite transport from cells in the inter-
vertebral disc, measurement of CEP T2

* values with 
UTE-MRI represents a powerful new diagnostic technique 
for probing the role of nutrient transport in disc degeneration 
[48]. Similarly, the technique could theoretically be used to 
elucidate the role of nutrient transport in disc regeneration 
following anabolic therapies, since the therapeutic efficacy 
of such therapies requires an adequate nutrient supply [48].

A limited number of studies have used UTE-based CEP 
T2

* biomarkers in clinical cohorts to elucidate the role of the 
CEP in disc degeneration [16, 59]. For example, a biomarker 
defined by the mean T2

* value in the central region of the 
CEP was associated with more severe intervertebral disc 
degeneration in patients with chronic low back pain after 
adjusting for age, which demonstrates the potential utility 
and clinical relevance of UTE-based T2

* biomarkers [16, 48]. 
Overall, assessing CEP health using UTE-measured T2

* 
relaxation time is a nascent technique that shows great prom-
ise for identifying phenotypes of disc degeneration and guid-
ing therapeutic treatments for chronic low back pain.

 Ligaments, Tendons, and Entheses

Like the CEP, the ligaments, tendons, and entheses (sites of 
attachment of tendons, ligaments, and joint capsules with 
bone) contain a high proportion of short-T2 components 
(2–10 ms), which are not visible with conventional clinical 
pulse sequences and TEs [13]. UTE imaging can enhance 
signal and contrast in these tissues relative to conventional 
MRI; altering tissue orientation in the static magnetic field—

a b c

Fig. 35.3 (a) A mid-sagittal lumbar UTE image (TE = 0.248 ms). (b) Inset centered on the L5 vertebral body showing the segmentation of the 
inferior L4–L5 CEP (red) and (c) transverse CEP T2

* map. The mean ± standard deviation (SD) CEP T2
* was computed in the central CEP
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referred to as magic angle imaging (see “Technical 
Considerations” below)—can also be used to enhance liga-
mentous contrast in UTE imaging [13, 61–63]. Computation 
of T2

* relaxation times has been described for the Achilles 
tendon and enthesis [63] and could facilitate quantitative 
evaluation of spinal tissues with similar compositions.

In the spine, UTE imaging has been shown to enhance 
visualization of the anterior and posterior longitudinal liga-
ments, the ligamentum flavum, and the interspinous liga-

ments (Fig.  35.4) [13, 61]. For example, ligamentous 
hypertrophy and ossification associated with degeneration 
have been shown to appear with greater conspicuity on 
UTE images compared with conventional MR images [61, 
64]. To date, only a few clinical studies have included UTE 
imaging to assess pathologies of spinal ligaments, tendons, 
and enthesis, and the potential benefits of UTE in both 
research and routine clinical settings are yet to be fully 
explored.

a b

c d

Fig. 35.4 Axial T2-weighted two-dimensional (2D) fast spin echo 
images (a, c) and fat-suppressed UTE images (b, d) of the facet joints at 
L4–L5 (a, b) and L5–S1 (c, d) from a patient with low back pain. Broad 
disc bulges and facet arthropathy are observed at both levels. UTE 

images better depict a thickened ligamentum flavum (yellow solid 
arrows), dorsal capsule (yellow and pink dashed arrows), and interspinal 
ligament (pink solid arrow) compared with T2-weighted images. Images 
courtesy of Emma Bahroos, MSc, and Sharmila Majumdar, PhD
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 The Facet Joints

The facet joints are synovial joints located between the supe-
rior and inferior articular processes of adjacent vertebrae 
(part of the posterior elements). Contact between 
 hyaline-cartilage-covered bony protuberances helps transmit 
rotational, compressive, and shear loads between adjacent 
spinal levels, and the capsular ligaments help resist tensile 
forces that can develop in forward flexion [65]. Disc degen-
eration may increase facet loading and contribute to facet 
arthropathy, a painful arthritic condition. The facet joints are 
innervated by the medial branch nerves, and facet arthropa-
thy constitutes a common source of low back pain [66].

Clinical imaging of the facet joints typically involves 
computed tomography (CT) and/or T1- and T2-weighted 
MRI to evaluate joint space narrowing, hypertrophy of artic-
ular processes, cartilage thinning, synovial and subchondral 
cysts, and redundancy of the surrounding ligaments. 
Although CT has been the preferred method for assessing the 
facet joints due to its ability to depict osseous details [67, 
68], UTE imaging may be advantageous due to its ability to 
simultaneously evaluate the bone, cartilage, and the sur-
rounding ligamentous structures without radiation [62, 69]. 
For example, UTE images can depict a thickened ligamen-
tum flavum, dorsal synovial capsule, and interspinal liga-
ments with greater levels of detail and contrast compared to 
T2-weighted MRI (Fig.  35.4). The ability to delineate the 
facet joints and the connections between the facet synovial 
membrane, joint capsule, ligamentum flavum, and interspi-
nous ligament could help characterize degenerative struc-
tural changes, for example, by helping to identify contact 
between adjacent spinous processes (Baastrup’s disease), 
which is a contributor to low back pain that is likely underdi-
agnosed [70].

 Bone

Zero echo time (ZTE) imaging (see Chapter 5: ZTE-MRI) 
has emerged as a method to image bone morphology, miner-
alization (calcification and ossification), and fractures [71]. 
Using ZTE in combination with post-processing techniques 
such as coil inhomogeneity correction and signal inversion, 
CT-like images with high bony contrast can be generated. In 
the spine, evidence suggests that the sensitivity and specific-
ity of using UTE/ZTE imaging to assess vertebral and 
 facet-joint morphology in the lumbar and cervical regions 
are commensurate with CT [72]. For example, detection of 
vertebral fractures with UTE imaging has been demonstrated 
with a sensitivity, specificity, and accuracy of 0.91, 0.96, and 
0.91, respectively, and an inter-reader agreement of 0.52–
1.00 (substantial to excellent) [71]. UTE imaging has also 

been used to assess the biochemical composition and failure 
properties of human cortical bone in the distal femur and 
tibia [73]; however, it remains unclear whether these param-
eters can also be measured in vertebral bone.

 The Sacroiliac Joints (SIJs)

SIJ pathologies are believed to be important contributors to 
low back pain and are difficult to diagnose with conventional 
clinical imaging [74]. UTE imaging of the SIJs provides high 
signal and contrast of hard and soft tissues (Fig. 35.5), repre-
senting a promising imaging modality for assessing SIJ 
pathologies that associate with pain. For example, in patients 
with axial spondyloarthropathy, UTE imaging has been 
shown to detect bony erosions in the SIJs with higher speci-
ficity than conventional MRI [75]. T2

* mapping of the SIJ 
cartilage has also been proposed as a method for assessing 
cartilage health and sacroiliitis [76]; however, the factors 
influencing T2

* relaxation times in SIJ cartilage, and the 
dependence of measurement orientation on SIJ T2

* values 
owing to magic angle effects (see “Technical Considerations 
below”), remain unknown.

 Technical Considerations

Optimal assessment of spinal structures requires high spatial 
resolution, particularly for imaging thin tissues such as the 
CEP, bony endplate, or vertebral cortex (each approximately 
≤1-mm thick). Ideally for UTE imaging in the spine, a 3.0 T 
scanner is recommended over a 1.5T scanner due to improved 

Fig. 35.5 A coronal UTE image (TE = 0.264 ms) of the SIJs. The car-
tilaginous and osseous boundaries between the sacrum (yellow arrow-
head) and ilium (pink arrowhead) are depicted with high signal and 
contrast
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signal-to-noise ratio (SNR). As with conventional MRI 
sequences, there are trade-offs between spatial resolution, 
SNR, and scan time. Since the spine is located deep within 
the body and the radiofrequency (RF) signal attenuates with 
depth, sufficient SNR is critical for UTE imaging of the 
spine.

UTE in the lumbar spine was first described using a 
two- dimensional (2D) sequence [61]; however, modern 
applications typically utilize three-dimensional (3D) imag-
ing due to higher SNR efficiency, decreased sensitivity to 
eddy current effects, and the ability to image thinner slices. 
In particular, Cones [77] and stack-of-spiral [78] trajecto-
ries are frequently used as efficient k-space trajectories for 
3D UTE imaging, as these techniques reduce oversam-
pling and provide a significantly shortened scan time and 
higher SNR efficiency compared to radial trajectories. At 
3.0 T, a six-echo sagittal 3D UTE Cones T2

* mapping 
acquisition of the lumbar spine with a planar voxel resolu-
tion of 0.5 mm (28- cm field of view, 3-mm-slice thickness, 
28 slices, TE range: 0.248–25.2  ms) requires approxi-
mately 13 min [16].

An additional advantage of the radial/Cones/spiral imag-
ing trajectories frequently used for 3D UTE imaging is their 
relatively low sensitivity to motion artifacts (e.g., from respi-
ration) owing to their oversampling of low k-space regions 
and motion averaging. In clinical imaging of the lumbar 
spine, an anterior coil array is not normally used so as to 
limit artifacts from respiratory motion; however, in UTE 
imaging of the lumbar spine, an anterior coil array may be 
used in addition to a posterior coil array to enhance SNR.

Imaging trajectories used for UTE imaging are sensitive 
to signals emanating from outside of the prescribed field of 
view, which can degrade image quality by producing streak 
artifacts (Fig. 35.6). Because of the large spatial coverage of 
the posterior array coils typically used for spinal imaging, 
slab-selective UTE imaging [79] can be used to limit such 
artifacts. Patient positioning with respect to coil elements, 
and appropriate selection of coil elements (when manual coil 
element selection is possible), can also help limit streak arti-
facts and/or ensure that artifacts do not obscure the spinal 
regions of interest.

Many spinal tissues, including the CEP and tendons/
ligaments, have organized and anisotropic collagen struc-
tures; such tissues are subjected to dipolar interactions 
between collagen-bound water molecules whose strength 
depends on the orientation (θ) of the collagen fibers relative 
to the externally applied magnetic field (B0) [58, 80]. These 
dipole–dipole interactions are minimized when θ = 54.7° 
(commonly approximated as 55°), the so-called “magic 
angle” [15]. When imaged at the magic angle, tissues with 
ordered collagen structures such as the CEP display maxi-
mal signal intensity and T2

* relaxation times; at other 

angles, signal intensity and T2
* relaxation times are artifi-

cially depressed.
The magic angle phenomenon in UTE imaging has been 

used advantageously as a mechanism of contrast enhance-
ment [13, 63]; however, the phenomenon also confounds 
quantitative analysis of T2

* biomarkers [16, 48, 59]. For 
example, when imaged at the magic angle, UTE-measured 
CEP T2

* values have been shown to be significantly associ-
ated with GAG content, collagen-to-GAG ratios, and hydra-
tion of the CEP (these compositional factors influence the 
amount of free or mobile water in the CEP, affecting spin–
spin relaxation) [58]. However, the associations between T2

* 
and biochemical composition disappear when T2

* values are 
measured in CEPs oriented at 0° or 90°. The effects of mea-
surement angle on CEP T2

* values are not well- understood, 
introducing errors in the assessment of CEP health for those 
CEPs not oriented near the magic angle in situ (i.e., most 
spinal levels—coincidently, CEPs located at the L5–S1 level 
tend to be oriented at the magic angle when a patient is 
imaged in a supine position). Research is needed to elucidate 
the effects of the magic angle on CEP T2

* biomarkers to 
enable assessment of CEP composition throughout the spine.

Sequence availability is currently a limiting factor for 
widespread clinical use of UTE imaging in the spine, as the 
major MRI vendors (e.g., GE, Philips, Siemens) do not yet 
provide clinically available UTE sequences. The promising 
applications of UTE imaging in both clinical research and 
clinical practice will likely help accelerate the commercial-
ization and availability of UTE imaging.

Fig. 35.6 Streak artifacts (pink arrowheads) can degrade UTE image 
quality in the spine and cause nonuniformly distributed image noise
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 Conclusions

UTE imaging represents a major methodological advance 
in spinal imaging by enabling both morphological and 
quantitative assessments of tissues with short-T2 relax-
ation times, including the cartilage and hard tissue found 
throughout the spine. In particular, the CEP and osseous 
endplates, vertebrae, facet joints, spinal ligaments, and 
SIJs—each of which exhibit pathologies implicated in low 
back pain—are comprised of short-T2 components, which 
appear without contrast or conspicuity on conventional 
MRI. UTE imaging can overcome this limitation by gener-
ating signal and contrast from the short-T2 components of 
such tissues and thus has profound implications for under-
standing, diagnosing, and treating painful pathologies of 
the spine.

Acknowledgments The authors acknowledge Dr. Zehra Akkaya for 
helpful discussions regarding the chapter contents. This work was sup-
ported by the National Institute of Arthritis and Musculoskeletal and 
Skin Diseases of the National Institutes of Health under award numbers 
UH2AR076719, UH3AR076719, U19AR076737, and F32AR081139 
and through R01AR070198. The content is solely the responsibility of 
the authors and does not necessarily represent the official views of the 
National Institutes of Health.

References

1. Panagopoulos J, Magnussen JS, Hush J, Maher CG, Crites-Battie 
M, Jarvik JG, et  al. Prospective comparison of changes in lum-
bar spine MRI findings over time between individuals with acute 
low back pain and controls: an exploratory study. AJNR Am J 
Neuroradiol. 2017;38(9):1826–32.

2. Brinjikji W, Diehn FE, Jarvik JG, Carr CM, Kallmes DF, Murad 
MH, et  al. MRI findings of disc degeneration are more preva-
lent in adults with low back pain than in asymptomatic controls: 
a systematic review and meta-analysis. AJNR Am J Neuroradiol. 
2015;36(12):2394–9.

3. Brinjikji W, Luetmer PH, Comstock B, Bresnahan BW, Chen LE, 
Deyo RA, et  al. Systematic literature review of imaging features 
of spinal degeneration in asymptomatic populations. AJNR Am J 
Neuroradiol. 2015;36(4):811–6.

4. Carragee E, Alamin T, Cheng I, Franklin T, van den Haak E, 
Hurwitz E. Are first-time episodes of serious LBP associated with 
new MRI findings? Spine J. 2006;6(6):624–35.

5. Djurasovic M, Carreon LY, Crawford CH, Zook JD, Bratcher KR, 
Glassman SD. The influence of preoperative MRI findings on lum-
bar fusion clinical outcomes. Eur Spine J. 2012;21(8):1616–23.

6. Mallio CA, Vadalà G, Russo F, Bernetti C, Ambrosio L, Zobel BB, 
et al. Novel magnetic resonance imaging tools for the diagnosis of 
degenerative disc disease: a narrative review. Diagnostics (Basel). 
2022;12(2):420.

7. de Mello R, Ma Y, Ji Y, Du J, Chang EY. Quantitative MRI mus-
culoskeletal techniques: an update. AJR Am J Roentgenol. 
2019;213(3):524–33.

8. Gornet MG, Peacock J, Claude J, Schranck FW, Copay AG, 
Eastlack RK, et al. Magnetic resonance spectroscopy (MRS) can 
identify painful lumbar discs and may facilitate improved clini-
cal outcomes of lumbar surgeries for discogenic pain. Eur Spine J. 
2019;28(4):674–87.

9. Sollmann N, Bonnheim NB, Joseph GB, Chachad R, Zhou 
J, Akkaya Z, et  al. Paraspinal muscle in chronic low back 
pain: comparison between standard parameters and chemical 
shift encoding-based water-fat MRI.  J Magn Reson Imaging. 
2022;56(5):1600–8.

10. Fields AJ, Ballatori A, Han M, Bailey JF, McCormick ZL, 
O’Neill CW, et al. Measurement of vertebral endplate bone mar-
row lesion (Modic change) composition with water–fat MRI and 
relationship to patient-reported outcome measures. Eur Spine J. 
2021;30(9):2549–56.

11. Bonnheim NB, Lazar AA, Kumar A, Akkaya Z, Zhou J, Guo X, 
et al. ISSLS Prize in Bioengineering Science 2023: Age- and 
sexrelated differences in lumbar intervertebral disc degeneration 
between patients with chronic low back pain and asymptomatic 
controls. Eur Spine J. 2023;32(5):1517–24.

12. Siriwanarangsun P, Statum S, Biswas R, Bae WC, Chung 
CB.  Ultrashort time to echo magnetic resonance techniques 
for the musculoskeletal system. Quant Imaging Med Surg. 
2016;6(6):731–43.

13. Robson MD, Gatehouse PD, Bydder M, Bydder GM. Magnetic res-
onance: an introduction to ultrashort TE (UTE) imaging. J Comput 
Assist Tomogr. 2003;27(6):825–46.

14. Chang EY, Du J, Chung CB. UTE imaging in the musculoskeletal 
system. J Magn Reson Imaging. 2015;41(4):870–83.

15. Erickson S, Prost R, Timins M. The “magic angle” effect: background 
physics and clinical relevance. Radiology. 1993;188(1):23–5.

16. Bonnheim NB, Wang L, Lazar AA, Zhou J, Chachad R, Sollmann N, 
et al. The contributions of cartilage endplate composition and verte-
bral bone marrow fat to intervertebral disc degeneration in patients 
with chronic low back pain. Eur Spine J. 2022;31(7):1866–72.

17. Lotz JC, Fields AJ, Liebenberg EC. The role of the vertebral end 
plate in low back pain. Global Spine J. 2013;3(3):153–63.

18. Fields AJ, Ballatori A, Liebenberg EC, Lotz JC.  Contribution 
of the endplates to disc degeneration. Curr Mol Biol Rep. 
2018;4(4):151–60.

19. Roberts S, Menage J, Urban JPG. Biochemical and structural prop-
erties of cartilage end-plate and relation to the intervertebral disc. 
Spine (Phila Pa 1976). 1989;14(2):166–74.

20. Moore RJ. The vertebral end-plate: what do we know? Eur Spine 
J. 2000;9(2):92–6.

21. Roberts S, Menage J, Duance V, Wotton S, Ayad S.  Collagen 
types around the cells of the intervertebral disc and cartilage 
endplate: an immunolocalization study. Spine (Phila Pa 1976). 
1991;16(9):1030–8.

22. Huber M, Trattnig S, Lintner F. Anatomy, biochemistry, and physi-
ology of articular cartilage. Investig Radiol. 2000;35(10):573–80.

23. Aspden RM, Hickey DS, Hukins DWL. Determination of collagen 
fibril orientation in the cartilage of vertebral end plate. Connect 
Tissue Res. 1981;9(2):83–7.

24. Paietta RC, Burger EL, Ferguson VL. Mineralization and collagen 
orientation throughout aging at the vertebral endplate in the human 
lumbar spine. J Struct Biol. 2013;184(2):310–20.

25. Berg-Johansen B, Han M, Fields AJ, Liebenberg EC, Lim BJ, 
Larson PEZ, et al. Cartilage endplate thickness variation measured 
by ultrashort echo-time MRI is associated with adjacent disc degen-
eration. Spine (Phila Pa 1976). 2018;43(10):E592–600.

26. Berg-Johansen B, Fields AJ, Liebenberg EC, Li A, Lotz 
JC.  Structure-function relationships at the human spinal disc- 
vertebra interface. J Orthop Res. 2018;36(1):192–201.

27. Nachemson A, Lewin T, Maroudas A, Freeman MAR.  In vitro 
diffusion of dye through the end-plates and the annulus fibro-
sus of human lumbar inter-vertebral discs. Acta Orthop Scand. 
1970;41(6):589–607.

28. Roberts S, Urban J, Evans H, Einsten S. Transport properties of the 
human cartilage endplate in relation to its composition and calcifi-
cation. Spine (Phila Pa 1976). 1996;21(4):415–20.

N. B. Bonnheim et al.



449

29. Holm S, Maroudas A, Urban JPG, Selstam G, Nachemson 
A. Nutrition of the intervertebral disc: solute transport and metabo-
lism. Connect Tissue Res. 1981;8(2):101–19.

30. Wong J, Sampson S, Bell-Briones H, Ouyang A, Lazar A, Lotz J, 
et  al. Nutrient supply and nucleus pulposus cell function: effects 
of the transport properties of the cartilage endplate and potential 
implications for intradiscal biologic therapy. Osteoarthr Cartil. 
2019;27(6):956–64.

31. Shirazi-Adl A, Taheri M, Urban JPG. Analysis of cell viability in 
intervertebral disc: effect of endplate permeability on cell popula-
tion. J Biomech. 2010;43(7):1330–6.

32. Rajasekaran S, Babu JN, Arun R, Armstrong BRW, Shetty AP, 
Murugan S.  ISSLS prize winner: a study of diffusion in human 
lumbar discs: a serial magnetic resonance imaging study document-
ing the influence of the endplate on diffusion in normal and degen-
erate discs. Spine (Phila Pa 1976). 2004;29(23):2654–67.

33. Dolor A, Sampson S, Lazar A, Lotz J, Szoka F, Fields A. Matrix 
modification for enhancing the transport properties of the 
human cartilage endplate to improve disc nutrition. PLoS One. 
2019;14(4):e0215218.

34. Sampson SL, Sylvia M, Fields AJ. Effects of dynamic loading on 
solute transport through the human cartilage endplate. J Biomech. 
2019;83:273–9.

35. Binch A, Fitzgerald J, Growney E, Barry F. Cell-based strategies 
for IVD repair: clinical progress and translational obstacles. Nat 
Rev Rheumatol. 2021;17(3):158–75.

36. Huang YC, Urban JPG, Luk KDK. Intervertebral disc regeneration: 
do nutrients lead the way? Nat Rev Rheumatol. 2014;10(9):561–6.

37. Vedicherla S, Buckley CT. Cell-based therapies for intervertebral 
disc and cartilage regeneration-current concepts, parallels, and per-
spectives. J Orthop Res. 2017;35(1):8–22.

38. Moriguchi Y, Alimi M, Khair T, Manolarakis G, Berlin C, Bonassar 
LJ, et al. Biological treatment approaches for degenerative disk dis-
ease: a literature review of in vivo animal and clinical data. Global 
Spine J. 2016;6(5):497–518.

39. Ju DG, Kanim LE, Bae HW. Is there clinical improvement associ-
ated with intradiscal therapies? A comparison across randomized 
controlled studies. Global Spine J. 2022;12(5):756–64.

40. Brown MF, Hukkanen MVJ, McCarthy ID, Redfern DRM, Batten 
JJ, Crock HV, et  al. Sensory and sympathetic innervation of the 
vertebral endplate in patients with degenerative disc disease. J Bone 
Joint Surg Br. 1997;79(1):147–53.

41. Fields A, Liebenberg E, Lotz J.  Innervation of pathologies in 
the lumbar vertebral end plate and intervertebral disc. Spine J. 
2014;14(3):513–21.

42. Antonacci MD, Mody DR, Rutz K, Weilbaecher D, Heggeness 
MH.  A histologic study of fractured human vertebral bodies. J 
Spinal Disord Tech. 2002;15(2):118–26.

43. Dudli S, Fields A, Samartzis D, Karppinen J, Lotz J. Pathobiology 
of Modic changes. Eur Spine J. 2016;25(11):3723–34.

44. Modic MT, Steinberg PM, Ross JS, Masaryk TJ, Carter 
JR. Degenerative disk disease: assessment of changes in vertebral 
body marrow with MR imaging. Radiology. 1988;166:193–9.

45. Jensen TS, Karppinen J, Sorensen JS, Niinimäki J, Leboeuf-Yde 
C. Vertebral endplate signal changes (Modic change): a systematic 
literature review of prevalence and association with non-specific 
low back pain. Eur Spine J. 2008;17(11):1407–22.

46. Bae WC, Statum S, Zhang Z, Yamaguchi T, Wolfson T, Gamst AC, 
et  al. Morphology of the cartilaginous endplates in human inter-
vertebral disks with ultrashort echo time MR imaging. Radiology. 
2013;266(2):564–74.

47. Jin RC, Huang YC, Luk KDK, Hu Y. A computational measurement 
of cartilaginous endplate structure using ultrashort time-to-echo 
MRI scanning. Comput Methods Prog Biomed. 2017;143:49–58.

48. Bonnheim NB, Wang L, Lazar AA, Chachad R, Zhou J, Guo X, 
et al. Deep-learning-based biomarker of spinal cartilage endplate 

health using ultra-short echo time magnetic resonance imaging. 
Quant Imaging Med Surg. 2023;13(5):2807–21.

49. Chen KC, Tran B, Biswas R, Statum S, Masuda K, Chung CB, 
et  al. Evaluation of the disco-vertebral junction using ultrashort 
time-to-echo magnetic resonance imaging: inter-reader agreement 
and association with vertebral endplate lesions. Skelet Radiol. 
2016;45(9):1249–56.

50. Law T, Anthony MP, Chan Q, Samartzis D, Kim M, Cheung KMC, 
et  al. Ultrashort time-to-echo MRI of the cartilaginous endplate: 
technique and association with intervertebral disc degeneration. J 
Med Imaging Radiat Oncol. 2013;57(4):427–34.

51. Bailey JF, Fields AJ, Ballatori A, Cohen D, Jain D, Coughlin D, et al. 
The relationship between endplate pathology and patient-reported 
symptoms for chronic low back pain depends on lumbar paraspinal 
muscle quality. Spine (Phila Pa 1976). 2019;44(14):1010–7.

52. Berg-Johansen B, Jain D, Liebenberg E, Fields A, Link T, O’Neill 
C, et  al. Tidemark avulsions are a predominant form of endplate 
irregularity. Spine (Phila Pa 1976). 2018;43(16):1095–101.

53. Pang H, Bow C, Cheung J, Zehra U, Borthakur A, Karppinen 
J, et  al. The UTE disc sign on MRI.  Spine (Phila Pa 1976). 
2018;43(7):503–11.

54. Tang P, Xu J, Liu W, Li Y, Fan W, Huang X. Study of the feasi-
bility of conventional MR images and magnetic resonance (MR)/
ultra- short echo time (UTE) technique in the evaluation of lumbar 
disc degeneration in the axial plane. J Med Imaging Health Inform. 
2021;11(3):817–21.

55. Zehra U, Cheung J, Bow C, Crawford R, Luk K, Lu W, et  al. 
Spinopelvic alignment predicts disc calcification, displacement, 
and Modic changes: evidence of an evolutionary etiology for clini-
cally-relevant spinal phenotypes. JOR Spine. 2020;3(1):e1083.

56. Zehra U, Bow C, Cheung JPY, Pang H, Lu W, Samartzis D. The 
association of lumbar intervertebral disc calcification on plain 
radiographs with the UTE disc sign on MRI.  Eur Spine J. 
2018;27(5):1049–57.

57. Hall-Craggs MA, Porter J, Gatehouse PD, Bydder GM. Ultrashort 
echo time (UTE) MRI of the spine in thalassaemia. Br J Radiol. 
2004;77(914):104–10.

58. Fields A, Han M, Krug R, Lotz J. Cartilaginous end plates: quan-
titative MR imaging with very short echo times-orientation depen-
dence and correlation with biochemical composition. Radiology. 
2015;274(2):482–9.

59. Wang L, Han M, Wong J, Zheng P, Lazar A, Krug R, et  al. 
Evaluation of human cartilage endplate composition using MRI: 
spatial variation, association with adjacent disc degeneration, and 
in vivo repeatability. J Orthop Res. 2020;39(7):1470–8.

60. Lu X, Jerban S, Wan L, Ma Y, Jang H, Le N, et al. Three-dimensional 
ultrashort echo time imaging with tricomponent analysis for human 
cortical bone. Magn Reson Med. 2019;82(1):348–55.

61. Gatehouse PD, He T, Hughes SPF, Bydder GM. MR imaging of 
degenerative disc disease in the lumbar spine with ultrashort TE 
pulse sequences. MAGMA. 2004;16(4):160–6.

62. Benjamin M, Bydder GM. Magnetic resonance imaging of enthe-
ses using ultrashort TE (UTE) pulse sequences. J Magn Reson 
Imaging. 2007;25(2):381–9.

63. Du J, Pak BC, Znamirowski R, Statum S, Takahashi A, Chung CB, 
et al. Magic angle effect in magnetic resonance imaging of the achil-
les tendon and enthesis. Magn Reson Imaging. 2009;27(4):557–64.

64. Azuma M, Khant ZA, Yoneyama M, Ikushima I, Hamanaka H, 
Yokogami K, et al. Evaluation of cervical ossification of the poste-
rior longitudinal ligament with 3D broadband IR-prepared ultrashort 
echo-time imaging: a pilot study. Jpn J Radiol. 2021;39(5):487–93.

65. White A, Panjabi M. Physical properties and functional biomechan-
ics of the spine. In: In: clinical biomechanics of the spine. 2nd ed. 
Philadelphia, PA: J.B. Lippincott Company; 1990. p. 1–83.

66. Gellhorn AC, Katz JN, Suri P. Osteoarthritis of the spine: the facet 
joints. Nat Rev Rheumatol. 2013;9(4):216–24.

35 UTE-MRI for Spinal Applications



450

67. Berg L, Thoresen H, Neckelmann G, Furunes H, Hellum C, 
Espeland A. Facet arthropathy evaluation: CT or MRI? Eur Radiol. 
2019;29(9):4990–8.

68. Weishaupt D, Zanetti M, Hodler J, Boos N.  MR imaging and 
CT in osteoarthritis of the lumbar facet joints. Skelet Radiol. 
1999;28(4):215–9.

69. Sanal HT, Mett T, Statum S, Du J, Znamirowski R, Bydder G, et al. 
Evaluation of articular cartilage of lumbar facet joints with UTE 
MR imaging and multi-echo SE T2 mapping techniques. Proc Intl 
Soc Mag Reson Med. 2009:79.

70. Filippiadis DK, Mazioti A, Argentos S, Anselmetti G, 
Papakonstantinou O, Kelekis N, et  al. Baastrup’s disease (kiss-
ing spines syndrome): a pictorial review. Insights Imaging. 
2015;6(1):123–8.

71. Schwaiger BJ, Schneider C, Kronthaler S, Gassert FT, Böhm C, 
Pfeiffer D, et al. CT-like images based on T1 spoiled gradient-echo 
and ultra-short echo time MRI sequences for the assessment of ver-
tebral fractures and degenerative bone changes of the spine. Eur 
Radiol. 2021;31(7):4680–9.

72. Hou B, Liu C, Li Y, Xiong Y, Wang J, Zhang P, et al. Evaluation 
of the degenerative lumbar osseous morphology using zero echo 
time magnetic resonance imaging (ZTE-MRI). Eur Spine J. 
2022;31(3):792–800.

73. Bae WC, Chen PC, Chung CB, Masuda K, D’Lima D, Du 
J.  Quantitative ultrashort echo time (UTE) MRI of human corti-

cal bone: correlation with porosity and biomechanical properties. J 
Bone Miner Res. 2012;27(4):848–57.

74. Barros G, Mcgrath L, Gelfenbeyn M. Sacroiliac joint dysfunction 
in patients with low back pain. Fed Pract. 2019;36(8):370–5.

75. Hahn S, Song JS, Choi EJ, Cha JG, Choi Y, Ju Song Y, et al. Can 
bone erosion in axial spondyloarthropathy be detected by ultrashort 
echo time imaging? A comparison with computed tomography in 
the sacroiliac joint. J Magn Reson Imaging. 2022;56(5):1580–90.

76. Wong TT, Quarterman P, Duong P, Rasiej MJ, Wang R, Jaramillo 
D, et al. A pilot study on feasibility of ultrashort echo time T2

* car-
tilage mapping in the sacroiliac joints. J Comput Assist Tomogr. 
2021;45(5):717–21.

77. Gurney P, Hargreaves B, Nishimura D. Design and analysis of a prac-
tical 3D cones trajectory. Magn Reson Med. 2006;55(3):575–82.

78. Qian Y, Boada FE. Acquisition-weighted stack of spirals for fast 
high-resolution three-dimensional ultra-short echo time MR imag-
ing. Magn Reson Med. 2008;60(1):135–45.

79. Afsahi AM, Lombardi AF, Wei Z, Carl M, Athertya J, Masuda 
K, et  al. High-contrast lumbar spinal bone imaging using a 3D 
slab-selective UTE sequence. Front Endocrinol (Lausanne). 
2022;12:800398.

80. Fullerton GD, Rahal A.  Collagen structure: the molecular 
source of the tendon magic angle effect. J Magn Reson Imaging. 
2007;25(2):345–61.

N. B. Bonnheim et al.



451© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Du, G. M. Bydder (eds.), MRI of Short- and Ultrashort-T2 Tissues, https://doi.org/10.1007/978-3-031-35197-6_36

36MRI of Tendinopathy Using Ultrashort 
TE (UTE) Sequences

Stephan J. Breda and Edwin H. G. Oei

 Introduction

Tendons are connective tissue structures of the human body 
that usually connect muscle to bone [1]. In the lower leg, 
the muscle–tendon unit consists of the quadriceps muscles, 
quadriceps tendon, and patellar tendon—examples of the 
so-called positional tendons—and their function is to trans-
mit the force of muscle contraction to the lower leg in order 
to extend the knee. Tendons, such as the Achilles tendon, 
can also function as springs by storing energy during decel-
eration and releasing it during acceleration [2]. This is 
referred to as elastic strain energy storage because energy 
is stored in a structural manner as a result of elastic defor-
mation [3]. An example demonstrating the use of this 
capacity of tendons to store energy is that humans typically 
jump higher when a preparatory countermovement pre-
cedes their takeoff. Unlike positional tendons, energy-stor-
ing tendons must be able to withstand highly repetitive 
tensile forces.

Tendons are sparsely populated with cells (tenocytes). 
These secrete and build up the largest component of the ten-
don, the extracellular matrix (ECM) [4]. Moreover, tendons 
are only slightly vascularized, although tendon sheaths have 
a richer blood supply. The ECM of a tendon is composed of 
type I collagen, which accounts for about 80% of the dry 
weight of tendons [5]. Collagen fibers are highly organized 
and grouped into fascicles, fibers, and fibrils. This organiza-
tion imparts tensile strength and provides the tendon with its 
unique structural and functional properties.

Although water is widely present within tendons, it is 
often overlooked as a factor affecting tendon properties [6]. 
Water may comprise more than 80% of the total tendon 
weight [7] and is tightly bound to the collagen fibers and 

large water-attracting molecules called proteoglycans and 
their associated glycosaminoglycan (GAG) side chains 
within the ECM [8]. The interaction of proteoglycans with 
water and collagen contributes to the mechanical properties 
of tendon tissue by increasing stiffness and resistance against 
shear and compressive forces [9]. Proteoglycans are gener-
ally large and highly negatively charged molecules that con-
sist of a core protein that is highly glycosylated [10]. They 
are an essential part of the ECM and so are part of the most 
abundant tissue in the human body.

Among the significant global burden of musculoskeletal 
disorders, tendinopathy is an important contributor, with a 
high prevalence in both the generally sedentary population 
and athletic individuals [11]. Common sites of tendinopathy 
include the patellar tendon, Achilles tendon, rotator cuff ten-
dons around the shoulder (in particular, the supraspinatus 
tendon), and the flexor and extensor tendons around the 
elbow. This chapter is mainly focused on patellar tendinopa-
thy (PT) in line with the authors’ expertise. PT or “jumper’s 
knee” is a common and often chronic overuse injury of the 
patellar tendon [12]. Athletes performing repetitive jumping 
and landing activities, such as basketball and volleyball play-
ers, are most commonly affected. Prevalence rates of 45% 
for elite volleyball players and 32% for elite basketball play-
ers have been reported [13]. PT is also seen in soccer players 
and athletes performing track-and-field activities [14, 15]. 
Athletes with PT experience pain at the inferior patellar pole, 
where the patellar tendon attaches to patellar bone [16]. Pain 
is related to highly demanding loads, such as high jumps or 
explosive cutting maneuvers [17]. Typically, pain is worse 
during warm-up of the knee extensor muscles but eases with 
activity. Pain forces most athletes with PT to diminish their 
participation in training and performance. It even leads to 
stopping sports participation in more than half the athletes 
[18]. It has also been shown that 58% of patients with PT 
encounter problems with participation in physically demand-
ing work [19]. The concerns, frustrations, and impact on 
quality of life and daily functioning in individuals with ten-
dinopathy have been well-described [20]. The cornerstone in 
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the treatment of tendinopathy is exercise therapy, of which 
progressive tendon-loading exercises are the best available 
conservative therapy for PT [21].

 Imaging of Tendons

Tendinopathy is a clinical diagnosis, characterized by 
pain localized to the tendon attachment or mid-portion 
and load- related pain that increases with demand [22]. In 
clinical practice, the role of imaging in tendinopathy is to 
assist in differential diagnosis as a complementary exam-
ination and to confirm the presence of characteristic find-
ings that support the clinical diagnosis [23]. These 
findings are often initially assessed with ultrasound as an 
easily accessible and relatively cheap imaging tool and 
include the observation of tendon thickening with 
hypoechoic areas and/or increased Doppler flow [24, 25]. 
Tendon abnormalities visualized using ultrasound in 
asymptomatic tendons are predictive of future tendinopa-
thy, with an increased relative risk varying from four for 
PT to seven for Achilles tendinopathy [26]. However, dif-
ferences in response to therapeutic exercises in tendinop-
athy are not explained by changes in tendon structure 
[27]. The role of magnetic resonance imaging (MRI) is 
often to rule out mimickers of tendinopathy, such as 
chondral changes in the patellofemoral joint [28]. When 
the healing response to overuse injury is impeded by 
recurring microtrauma, the tissue alterations in tendinop-
athy are considered to be degenerative and are associated 
with compromised function [4].

MRI of tendons is often challenging because of the 
rapid decay of the free induction decay signal from water 
in the tendons, due to strong spin–spin interactions [29]. 
Because tendon consists of a high fraction of collagen, 
which mainly has short (1–10  ms) and ultrashort 
(0.1–1 ms) transverse relaxation times, signals from ten-
don are poorly detected using clinically available 

sequences that employ long echo times (TEs) [30]. 
Therefore, a significant amount of information regarding 
these ultrashort- and short-T2 components is lost using 
conventional sequences, hampering their use for tissue 
quantification. Figure 36.1 shows a sagittal magnetic res-
onance (MR) image of the knee in an athlete with 
PT. Axial UTE images of the knee at TEs of 0.032 ms and 
0.97 ms are depicted in Fig. 36.2.

Characteristic findings in PT on MRI are thickening of 
the proximal patellar tendon and increased signal intensity at 
its attachment to the inferior patellar border. The increased 
signal intensity reflects degenerative change with increased 
tissue-free water components.

*

Fig. 36.1 A sagittal 3D proton density (PD)-weighted fat-saturated 
(FS) fast spin echo (FSE) image of the knee of an athlete with PT. A 
high signal (red arrow) is seen in the proximal tendon and its attachment 
to the inferior pole of the patella (white asterisk) (TE = 30 ms, repetition 
time (TR) = 1200 ms)
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Fig. 36.2 Axial UTE images at TE = 0.032 ms (left) and TE = 0.97 ms 
(right) at a constant TR of 83.4 ms, illustrating the fast free induction 
decay of aligned collagen in the patellar tendon (blue arrows). The 

remaining high signal that is observed in the dorsal aspect of the patel-
lar tendon reflects degenerative change with an increased tissue water 
content (red arrows)

 Quantitative MRI in Tendinopathy

UTE sequences have been developed to encode signals from 
tissues with extremely rapid signal decays such as tendons 
[31]. UTE sequences enable quantitative analysis of tendons 
(T2

* mapping) and have the potential to detect structural 
abnormalities earlier than conventional morphological 
sequences [32].

T2
*s can be calculated using a mono-exponential decay 

model. However, the structural complexity of the ECM and 
the interaction of water protons with glycoproteins (proteo-
glycans and glycosaminoglycans) result in different compo-
nents with different T2

*s within tendon [33]. Because of this, 
the transverse signal decay is more complex than that 
described by a mono-exponential model. Multi- exponential 
models may provide additional information regarding the 
decay of these different components, either using a single 
echo train or by combining two or more interleaved multi-
echo scans. The biexponential model is able to provide T2

*s 
of two different water fractions, namely, bound and free 
water. The bound fraction is regarded as water protons that 
are influenced by the macromolecules in the tendon, such as 
collagen and proteoglycans. Biexponential analysis of T2

*s 
has been successfully employed to sample both short- and 

long-T2
* components in biological tissues [34]. UTE-MRI 

has been implemented mostly for tendons, such as the patel-
lar tendon [35] and Achilles tendon [32], but also for rotator 
cuff tendons [36], bone [37], articular cartilage [38], menisci 
[39] and intervertebral disks [40]. Using bicomponent analy-
ses on UTE-acquired transverse relaxometry data, signifi-
cantly higher T2

*s have been found in patients with 
tendinopathy (patellar, Achilles, and rotator cuff) than in 
healthy subjects [32, 35, 36].

 An Example of UTE-MRI Implementation 
in a Clinical Trial of Patellar Tendinopathy

UTE-MRI has been sparsely applied as an outcome measure 
in clinical trials, but one example is the JUMPER study, 
which was a randomized controlled clinical trial comparing 
the effect of progressive tendon-loading exercises to eccen-
tric exercise therapy in 76 athletes with PT (ClinicalTrials.
gov ID: NCT02938143) [21]. In the trial, a 3D UTE-MRI 
technique was longitudinally implemented to assess the 
association between T2

* changes and clinical outcomes. MRI 
was performed at baseline, after 12 weeks, and after 24 weeks 
of follow-up in athletes performing exercise therapy for PT.

36 MRI of Tendinopathy Using Ultrashort TE (UTE) Sequences

http://clinicaltrials.gov
http://clinicaltrials.gov


454

 Image Acquisition

Imaging was performed using a 3.0 T system (Discovery 
MR750, GE Healthcare) with a 16-channel flexible coil 
(NeoCoil, Pewaukee). A 3D gradient echo-based multi-
echo UTE-T2 mapping sequence described as 3D-UTE-
Cones (GE Healthcare) was used. This utilized a k-space 
sampling scheme with a center-out, twisted, 3D cone tra-
jectory that allowed a minimal nominal TE of 0.03  ms 
[41]. With the relatively long examination time that was 
needed for typical UTE-MRI acquisitions to provide 
large volumetric coverage, it was important to ensure a 
stable and comfortable position of the anatomy of inter-
est. In this study, the knee was positioned in 30° flexion, 
using a cylindrical tube and foam padding [42]. A total of 
16 echoes (0.032, 0.49, 0.97, 2.92, 4.87, 6.82, 8.77, 
10.72, 12.67, 14.62, 16.57, 18.52, 20.47, 22.42, 24.37, 
and 26.32  ms) were acquired using 4 multi- echo 
sequences with a constant repetition time of 83.4  ms 
(Fig. 36.3). The axial 3D UTE Cones sequence parame-
ters were acquisition time  =  13:15  min per multi-echo 
sequence, field of view (FOV)  =  15  cm, matrix 
size = 252 × 252, voxel size = 0.6 × 0.6 × 1.5 mm3, num-
ber of slices = 60, number of excitations (NEX) = 1, read-
out bandwidth = 125 kHz, and flip angle = 17°. Echoes 
were scanned in interleaved order using four fat-saturated 
(FS) multi-echo acquisitions with a total scan time of 
53 min [42]. Because the patellar tendon is adjacent to fat 
in the knee (Hoffa’s infrapatellar fat pad), fat signal sup-
pression was used to reduce the long-T2 signals from fat 
and minimize chemical shift artifacts that can contami-
nate T2

* quantification. To increase scan efficiency, up to 
two UTE k-space spokes were acquired per fat saturation 
pulse. Fat saturation pulses could alter the available lon-
gitudinal magnetization prior to UTE excitation, particu-
larly for short-T2 tissues [43]. Therefore, the bandwidth 
of the fat saturation pulse was decreased from 633 to 
333 Hz in order to minimize the effects of fat saturation 
on measured short-T2

* values.

 Image Preparation

For the purpose of robust and efficient image analysis, 
image registration was performed to allow spatial one-to-
one mapping of voxels across the three longitudinal UTE 
acquisitions at baseline, 12 weeks, and 24 weeks. After 
initial rigid registration of the entire knee volume (with 
correction for rotation and translation between multi-
echo acquisitions and different examinations), a group-
wise nonlinear refinement registration was performed 
[44, 45].

 Image Analysis

As mentioned above, T2
*s can be calculated from UTE-MRI 

using mono-exponential or biexponential decay models. In 
this trial, the T2

* relaxometry data from the three visits were 
fitted to registered UTE images using both mono-exponen-
tial and biexponential models. Evaluation of longitudinal 
change in T2

* was performed using a method that allowed 
separate analysis of changes in different regions of the patel-
lar tendon. This method was designed to overcome the high 
spatial anisotropy of T2

* in tendinopathy [42]. The fraction of 
short-T2

* components, a parameter resulting from biexpo-
nential fitting, was used to define three subregions. The first 
subregion was identified by selecting voxels with mostly 
short T2

*s (60–100% short-T2
* components) and was consid-

ered to represent normal aligned collagen. The second subre-
gion was identified by selecting the voxels with mostly long 
T2

*s (0–30% short-T2
* components) and was believed to rep-

resent degenerate tissue. The last subregion (30–60% short-
T2

* components) was the interface that separated the two 
subregions mentioned above. Voxels were automatically 
selected, based on thresholding the percentage of short-T2

* 
components within a manual region of interest covering the 
outer margins of the proximal patellar tendon on ten con-
secutive slices. In the three subregions identified with bi-
exponential fitting, the longitudinal change in T2

* was 
calculated using mono-exponential fitting.

 Results

Figure 36.4 illustrates an example of this image analysis 
method in one patient of the JUMPER study. Among all ath-
letes, a significant decrease in T2

* was found in the voxels 
that represented the degenerated tissue in the patellar tendon, 
from 14 ± 3 ms at baseline to 13 ± 4 ms at 24 weeks (adjusted 
mean difference (95% confidence interval (95% CI):= 1 ms 
(1–2))). The T2

* decrease in the tissue compartment that cor-
responded with degenerate tissue was significantly associ-
ated with an improvement in the severity of symptoms as 
measured with the Victorian institute of sports assessment 
for patellar tendons (VISA-P) score, a validated clinical out-
come score in PT [46] (main effect, −1.2 (95% CI: −2.0 to 
−0.4)). There was no association with clinical outcome in 
the other tissue compartments.

 Limitations

There are, unfortunately, several limitations of T2
* mapping 

using UTE-MRI. The orientational dependence of transverse 
relaxation times in tendons is potentially the most important 
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Fig. 36.3 Axial 3D UTE Cones images of the knee with different TEs 
in a patient with PT, showing a rounded area of increased signal inten-
sity located posteriorly within the normally aligned collagen of the 

proximal patellar tendon (red arrow). The abnormality is barely appar-
ent at TE = 0.032 ms but becomes obvious at longer TEs

limitation of quantitative T2
* mapping and is also difficult to 

mitigate in clinical studies. In addition to altering the water 
proton fractions, anisotropy of T2

* also directly affects T2
* 

measurements [47]. The collagen fiber orientation of tendons 
with respect to the static magnetic field and the restriction of 

translational motion of the water molecules lead to a variety 
of intramolecular dipolar interactions of protons in collagen-
rich tissues that are surrounded by water molecules. This 
mainly affects transverse relaxation times (T2 and T2

*), lead-
ing to orientation dependence of T2

* values in tendon. Due to 
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Fig. 36.4 Illustration of T2
* analysis in PT using 3D UTE-MRI. (a) For 

image analysis, a mask that covered the outer margins of the patellar 
tendon was manually drawn on ten consecutive slices. (b) A biexponen-
tial fitting map, displaying the percentage of short-T2

* components on a 
scale from dark blue (0% short components) to red (100% short-T2

* 
components). (c) A mono-exponential fitting map, on a scale from dark 
blue (short T2

*) to red (long T2
*). (d) Voxels selected based on a thresh-

old of 60–100% short-T2
* components (representing aligned collagen), 

T2
* = 3 ms. (e) Voxels selected based on a threshold of 0–30% short-T2

* 
components (representing the degenerate tissue), T2

* = 14 ms. (f) Voxels 
selected based on a threshold of 30–60% short-T2

* components (repre-
senting the interface between panels (d) and (e), T2

* = 7.5 ms)

anisotropy, T2
* is considerably shortened with fibers parallel 

to B0 as a result of additional dephasing of spins. The longest 
T2s are found where the dipolar interactions are the lowest, 
which is at the “magic” angle of approximately 55° [48]. For 
free water, relaxation is comparable to the relaxation of a pro-
tein solution. A recent study has demonstrated the relation-
ship between T2

* decay, T2
* anisotropy, and tendon 

heterogeneity and that a difference of only 10° (from 30° to 
40° knee flexion) of tendon fibers can change T2

* by about 
100% [48]. This study showed that the difference that was 
observed in comparing healthy and degenerate Achilles ten-
dons (3.35 ms vs. 6.65 ms, respectively) [32] could be the 
result of a change in fiber-to- field angle of only 10°. This seri-
ously complicates interpretation of the results. In tendons 
with a more complex course, such as the supraspinatus ten-
don at the shoulder joint, this effect can easily lead to misin-
terpretation of serial measurements due to different 
positioning of the tendon in the scanner. Second, there may be 

large spatial variability in T2
*s within tendons due to the het-

erogeneous structure of the tissue; however, analysis in most 
studies is based on the assumption that tendons are homoge-
neous. In the JUMPER study, a method was proposed to over-
come these problems with T2

* anisotropy [42]. Third, the 
assumption that only two fractions can describe all fractions 
of water proton relaxation in collagen, as in the biexponential 
model, is most likely not correct. However, sampling of more 
than two fractions as suggested by nonlocalized spectroscopy 
MR [49] is highly challenging due to the introduction of fit-
ting errors and the unrealistically high signal-to-noise ratio 
(SNR) required to characterize the different fractions [34]. 
The reliability of biexponential fitting parameters is relatively 
poor when compared to a mono-exponential model, making 
them less attractive for clinical follow-up studies. Finally, the 
time- consuming acquisition protocols and post-processing 
that are presently involved in UTE-MRI preclude its large-
scale application in routine clinical practice.
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 Future Perspectives

Although it has been shown that T2
* mapping of the tendons 

with UTE-MRI has the potential to detect degenerative 
changes and possibly even subtle changes in T2

* over time, 
the limitations of the technique, many of which cannot be 
easily overcome, likely mitigate against application of the 
technique in routine clinical practice. However, the tech-
nique currently has the potential to investigate microstruc-
tural tissue properties in a noninvasive manner in clinical 
research and therefore can contribute to deeper understand-
ing of the structural changes that occur in healthy tendons 
due to aging, tendon overload in athletes, and response to 
therapy in tendinopathy.
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37Hemophilic Arthropathy

Soo Hyun Shin, Annette von Drygalski, Sam Sedaghat, 
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 Introduction

Hemophilia is an X-linked bleeding disorder characterized 
by deficiencies in clotting factors VIII or IX [1]. Patients 
with hemophilia suffer from frequent spontaneous joint 
bleeds, leading to debilitating hemophilic arthropathy (HA) 
[2–8]. Prophylaxis with clotting factor replacement has been 
used to prevent joint bleeding. However, the cost of this is 
$250k–$500k per year per patient, which makes hemophilia 
one of the most costly chronic diseases to treat on a per-
patient basis in the United States [8–11]. Asymptomatic and 
silent bleeds as well as unnoticed microhemorrhages gener-
ate hemosiderin deposits that are the primary cause of joint 
degeneration in HA [2–7]. Sensitive and reliable measures to 
assess individual response to therapy and the general effi-
cacy of treatment are of critical importance. Noninvasive 
imaging of hemosiderin and the subsequent damage it causes 
to cartilage and subchondral bone could be invaluable for 

optimizing costly treatment plans and monitoring disease 
progression [8, 12].

Physical examination, even by an experienced observer, 
has only limited reliability in assessing HA [13]. Radiography 
only shows late osseous changes and is insensitive to soft 
tissue abnormalities such as synovitis and cartilage degen-
eration [14–17]. Computed tomography (CT) is sensitive to 
bony changes but cannot evaluate synovitis or cartilage 
degeneration [17]. Ultrasound has the advantages of low 
cost, short examination duration, and high reliability for 
detecting synovitis but suffers from limited acoustic win-
dows and penetration, which preclude complete evaluation 
of inner joint structures, as well as poor sensitivity to hemo-
siderin [18–29].

Magnetic resonance imaging (MRI) is the only validated 
gold standard available for precise evaluation of joints [25–
40]. Although it provides excellent soft tissue contrast and 
high sensitivity to both iron deposition and structural changes 
in cartilage, it still has significant limitations, including 
imprecise, semiquantitative evaluation of hemosiderin depo-
sition and the inability to detect early iron deposition and 
degeneration in both cartilage and subchondral bone.

This chapter reviews the promise and feasibility of ultra-
short echo time (UTE) imaging techniques to provide quan-
titative assessment of hemosiderin in HA.

 Current MRI Techniques in HA

Existing clinical MRI techniques fail to quantify intra- 
articular hemosiderin deposits resulting from recurrent joint 
bleeds, which are the hallmark of hemophilia [4–7]. Iron 
from red blood cells catalyzes radical hydroxyl production 
that triggers a cascade of degradative enzymes and cyto-
kines (e.g., interleukin-1 (IL-1) and tumor necrosis factor-α 
(TNF- α)) produced by macrophages and leads to oxygen 
metabolite generation by chondrocytes and inhibition of 
proteoglycan (PG) synthesis [41]. Cartilage damage may 
be directly induced by blood that subsequently causes an 
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inflammatory response over and above that caused by hemo-
siderin itself. Since joint bleeds can be asymptomatic and 
go unnoticed, it is critical to monitor hemosiderin levels and 
distribution after joint bleeds [4–7]. However, clinical MRI 
tends to overestimate hemosiderin levels and underestimate 
synovial hypertrophy due to the “blooming artifact” asso-
ciated with high iron concentrations [26–29]. Furthermore, 
none of the current MRI techniques can quantitatively map 
hemosiderin levels, which may be extremely helpful in guid-
ing treatment.

Conventional clinical MRI fails to detect the initial man-
ifestation of cartilage degeneration resulting from repeated 
episodes of intra-articular bleeding [25–29]. Monitoring 
early cartilage degeneration is the focus of current research. 
However, clinical MRI can only detect structural changes, 
which are seen during the irreversible late stage of the dis-
ease. Early changes in HA involve iron deposition and 
associated inhibition of PG synthesis and collagen degrada-
tion [4–7]. T2

* has been shown to be sensitive to iron depo-
sition in cartilage [42]. T1ρ is sensitive to PG depletion 
[43–49], whereas T2 is sensitive to collagen degradation 
[50, 51]. The principal confounding factor in T2

*, T2, and 
T1ρ measures is the magic angle effect [52–58], which may 
result in spurious several-fold increases in the values of 
these tissue properties. These far exceed changes produced 
by disease (e.g., ~10–30% in osteoarthritis (OA)) [59] and 
make interpretation of elevated T1ρs and T2

*/T2s difficult or 
impossible. Furthermore, since a single joint bleed can 
have devastating effects on all joint components [6], tech-
niques are needed to evaluate changes not only in articular 
cartilage but in other joint tissues as well, such as the osteo-
chondral junction (OCJ), menisci, ligaments, and tendons. 
These tissues have short T2s and are “invisible” when 
imaged with conventional clinical MRI sequences [60, 61], 
which is a significant limitation because joint degeneration 
is a “whole-organ” disease involving all the primary joint 
tissues.

The candidate sites for changes that precede cartilage 
degradation are invisible with conventional MRI. Recurrent 
bleeds lead to bony changes that are clinically characterized 
by cyst formation, subchondral sclerosis, osteophyte forma-
tion, epiphyseal enlargement, and osteoporosis (OP) [12, 
62]. Subchondral bone cysts are a prominent feature of 
HA.  Some recent studies have found that the OCJ, rather 
than the more superficial uncalcified cartilage, is the site of 
the initial changes that lead to cartilage degradation [63–79]. 
In adults without OA, the OCJ becomes quiescent, but, in 

adults with OA, the OCJ becomes reactive and calcifies adja-
cent unmineralized cartilage. This can lead to relative thin-
ning of uncalcified cartilage and a concomitant increase in 
the force gradient across cartilage, resulting in further dam-
age [65]. To better understand its involvement in iron-
induced cartilage degeneration, it is essential to develop non-
invasive imaging techniques to evaluate the OCJ. However, 
current conventional MRI techniques cannot image the OCJ 
due to its ultrashort T2

*.

 Potential of UTE-MRI in HA

UTE techniques may provide comprehensive evaluation of 
blood-induced joint damage and so improve the diagnosis 
and treatment monitoring of HA.

For morphological imaging of HA, UTE imaging is 
expected to be more robust to susceptibility artifacts (i.e., 
blooming artifacts) caused by highly concentrated hemosid-
erin than conventional MRI techniques. Figure  37.1 shows 
three-dimensional (3D) UTE and gradient echo (GRE) imag-
ing of the hemophiliac knee of a 48-year-old patient. UTE 
imaging shows dramatically reduced blooming artifacts in 
the synovium compared with GRE imaging and is expected 
to provide a more accurate measure of the synovial volume. 
Moreover, UTE sequences can directly detect signals from 
OCJ. The adiabatic inversion pulse provides robust sup-
pression of signals from the adjacent layers of cartilage, fat, 
and muscle, enabling high contrast inversion recovery UTE 
(IR-UTE) imaging of the OCJ [80]. This is likely to be impor-
tant in elucidating the role of the OCJ in different stages of 
cartilage degeneration and in understanding the evolution of 
HA induced by recurrent bleeding. UTE- MRI sequences can 
directly detect signals from hemosiderin-laden synovium, 
OCJ, deep cartilage, menisci, ligaments, tendons, and bone. 
The IR-UTE sequence provides high contrast imaging of the 
OCJ and hemosiderin- laden synovium. Bony changes can be 
directly visualized with excellent contrast.

UTE-based techniques also offer robust volumetric map-
ping of T1, T2

*, susceptibility, PG, and collagen in all primary 
joint tissues. Quantitative UTE imaging techniques are 
expected to assess hemosiderin deposition and early carti-
lage destruction, including PG depletion, collagen degrada-
tion, bony erosions, and cysts using a single modality. 
UTE-based T2

* and quantitative susceptibility mapping 
(QSM) have recently shown feasibility for detecting hemo-
siderin in hemophilic joints.
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a b

Fig. 37.1 A blooming artifact in (a) three-dimensional (3D) UTE (echo time (TE)  =  0.032  ms) and (b) 3D gradient echo (GRE) imaging 
(TE = 4.4 ms). UTE imaging shows dramatically decreased blooming artifacts (yellow arrows)

 UTE-T2
* Mapping in HA

von Drygalski et al. investigated the feasibility of UTE-based 
T2

* mapping in cartilage from the knee joints of patients with 
hemophilia A and hemophilia B [42]. In this study, 23 adult 
hemophilic patients were recruited and underwent 3D UTE 
imaging as well as clinical T1- and T2-weighted MRI in their 
elbows (n = 7), ankles (n = 7), and knees (n = 9). With 3D UTE 
imaging for T2

* mapping, four images were obtained at TEs 
ranging from 0 to 9 ms using a 3 T clinical magnetic resonance 
(MR) scanner. In this study, most target joints in the elbow 
showed a near-complete loss of cartilage and OCJ and were 
therefore excluded from the quantitative analysis of cartilage. 
The knees and ankles were included in the analysis (n = 16). 
Figure 37.2 shows two examples from two hemophilic patients 

(Fig. 37.2a: severe hemophilia A, Fig. 37.2b: mild hemophilia 
A). The T2

* of patellar cartilage was measured as 3 ms in the 
patient with severe hemophilia, whereas that in the patient 
with mild hemophilia was measured as 12.1 ms. Due to the 
accumulation of iron, T2

* was much shorter with severe hemo-
philia. In all patients, the mean T2

* in the knee and ankle joint 
cartilages was 9.2  ms (range 3.0–14.6  ms), as shown in 
Fig. 37.3a. Figure 37.3b shows the scatter plot between the 
hemophilia joint health scores (HJHSs, with 0 being the best 
and 20 being the worst) and UTE-based T2

*s in all patients, 
and Spearman’s rank correlation, which exhibited a strong 
negative correlation (rs) of −0.81 with P < 0.001. The conven-
tional MRI International Prophylaxis Study Group (IPSG) 
score only showed a moderate negative correlation with the 
HJHSs (rs = −0.52, P = 0.037) (Fig. 37.3c).
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Fig. 37.2 T2
* decay in the patellar cartilage from two hemophilic 

patients ((a) severe hemophilia and (b) mild hemophilia). The signal 
shows rapid decay in the patient with severe hemophilia, where the esti-
mated T2

* was 3.0 ms due to iron deposition in cartilage. In comparison, 

cartilage signal from the patient with mild hemophilia showed a much 
longer T2

* of 12.1 ms. (Adapted with permission from von Drygalski 
et al. [42])
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International Prophylaxis 
Study Group (IPSG) score. 
(Adapted with permission 
from von Drygalski et al. 
[42])

 UTE Quantitative Susceptibility Mapping 
(UTE-QSM) in HA

QSM is utilized to quantify iron levels based on its paramag-
netic susceptibility [81–84]. This may provide a more reli-
able assessment of hemosiderin than conventional 
susceptibility-weighted imaging (SWI). However, clinical 
MRI sequences cannot image critically important regions of 
highly concentrated hemosiderin due to the marked shorten-
ing of T2

* that occurs with increased iron content. As an alter-
native, UTE sequences with TEs ~100 times shorter than 
clinical TEs have been investigated to detect signals directly 
from short-T2 tissues, including hemosiderin-enriched 
synovium [85–88].

Jang et  al. have demonstrated the feasibility of UTE- 
based QSM (UTE-QSM) to evaluate susceptibilities of 
highly concentrated iron and so accurately map hemosiderin 
distribution and content in hemophilic joints [85]. In their 
study, a 3D UTE sequence with a Cones trajectory was uti-
lized to obtain multiple images at six different TEs, includ-
ing short and long TEs (0.032, 0.2, 0.4, 2.8, 3.6, and 4.4 ms), 
and capture signals from both short-T2

* tissues (e.g., hemo-
siderin, tendon, ligament, and meniscus) and long-T2 tissues 
(muscle, cartilage, and fat). Phase and magnitude images 
were processed with a QSM algorithm based on morphol-
ogy-enabled dipole inversion (MEDI) [89]. One major issue 
is that the off-resonant fat signal complicates the estimation 

of tissue susceptibility in UTE- QSM. To address this issue, a 
fat signal model was used, which takes into account chemi-
cal shift of fat in the total B0 field map estimation, similar to 
m-point Dixon or iterative decomposition of water and fat 
with echo asymmetry and least squares estimation (IDEAL) 
[90]. The total field map produced in this way was processed 
with a projection onto a dipole field (PDF) algorithm to 
remove the background field map and thus achieve a local 
tissue field map. Then, a tissue susceptibility map was 
obtained using the MEDI algorithm.

Figure 37.4 shows in  vivo UTE-QSM results in three 
patients with HA. In the conventional T1- and T2-weighted 
fast spin echo (FSE) imaging, hemosiderin deposition is 
shown as a dropout of signal but not depicted with anatomi-
cal detail. UTE-QSM provides more precise detection of 
hemosiderin. Patient A with more severe HA (HJHS 12) 
shows a higher level of hemosiderin deposition in the joint 
than patient C with milder HA (HJHS 4). Figure 37.5 shows 
the susceptibility map from patient A obtained using UTE-
QSM (left) and the corresponding histological images with 
Perls’ Prussian blue iron staining (right) from the tissue har-
vested after total knee arthroplasty performed following the 
MRI examination. The measured susceptibility with UTE-
QSM is 4.5 ± 1.8 ppm for tissue A and 2.7 ± 1.1 ppm for 
tissue B, which agrees with histological observations show-
ing higher iron concentration in tissue A compared with tis-
sue B.
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Fig. 37.4 In vivo UTE-QSM in three patients with HA. Accumulated 
hemosiderin appears as low signal on the clinical MR images (T1w-fast 
spin echo (FSE) and T2w-FSE). These images do not provide specific 
information about tissues with low signals (e.g., tendon, meniscus, and 
bone). UTE-QSM yields a volumetric susceptibility map, which is 

more specific to paramagnetic hemosiderin. The estimated susceptibil-
ity values were 4.9 ± 2.5 ppm (parts per million), 2.4 ± 1.6 ppm, and 
2.3 ± 1.9 ppm in the regions indicated by white arrows in patients A, B, 
and C, respectively. (Adapted with permission from Jang et al. [85])
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Fig. 37.5 Osteochondral tissues from a 28-year-old patient with HA 
(HJHS  =  12). UTE-QSM (left) shows high susceptibility in regions 
with accumulated hemosiderin in synovium and the OCJ. This patient 
underwent total knee arthroplasty (TKA) after MRI, and the joint tis-
sues were harvested. The histological images (right) are from osteo-
chondral tissues taken after the TKA stained with Perls’ Prussian blue 

and red hematoxylin counterstain. On histology, tissue A shows higher 
iron content. The bars represent 200 μm in the full-field images and 
50 μm in the insets. The corresponding susceptibility from UTE-QSM 
was 4.5 ± 1.8 ppm for tissue A and 2.7 ± 1.1 ppm for tissue B, which 
agrees with the histological observations. (Adapted with permission 
from Jang et al. [85])

 Conclusions

UTE imaging is a promising technique for assessing HA 
because it captures signals from short-T2 tissues such as 
hemosiderin, tendon, ligament, meniscus, and bone, and 

this may provide more reliable diagnostic information 
about the major tissues in the joint than conventional 
MRI. UTE-T2

* and UTE-QSM have shown their efficacy in 
quantifying hemosiderin. Although UTE-QSM is more 
technically demanding, it can provide more accurate quan-
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tification than UTE-T2
*, which is more susceptible to the 

magic angle effect. Moreover, UTE-T2
* cannot discriminate 

paramagnetic compounds from diamagnetic compounds 
(e.g., iron from calcium) and is a less specific biomarker 
than UTE- QSM.  However, UTE-QSM is still at an early 
stage of development and needs further improvement, for 
example, to reduce streak artifacts. A complete study with 
a panel of quantitative UTE techniques, including IR-UTE, 
UTE-magnetization transfer (UTE-MT), UTE-T1, and 
UTE-T1ρ, as well as UTE-QSM and UTE-T2

*, in a larger 
cohort of hemophilic patients and healthy controls, would 
elucidate the potential clinical benefit of the UTE tech-
niques in HA.
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38Rotator Cuff Injury
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 Introduction

Shoulder pain is an exceedingly common musculoskeletal 
problem with reported annual incidences as high as 14.7 per 
1000 patients and a lifetime prevalence of 70% [1, 2]. Rotator 
cuff pathology is the most common cause of shoulder pain, 
with studies finding that rotator cuff tendon disease is the 
cause of 70% of primary care shoulder pain visits [3, 4]. This 
chapter focuses on rotator cuff anatomy, rotator cuff tendi-
nopathy, imaging pitfalls in assessing rotator cuff tendinopa-
thy, recent magnetic resonance imaging (MRI) advances for 
evaluating this disease entity, and potential future investiga-
tions of the role of quantitative MRI in assessing additional 
rotator cuff disease.

 Anatomy

The rotator cuff is composed of four muscles and their 
respective tendons. These muscles include supraspinatus, 
infraspinatus, teres minor, and subscapularis. The supraspi-
natus, infraspinatus, and teres minor muscles originate from 
the posterior surface of the scapula and insert on the greater 
tuberosity of the humerus with supraspinatus inserting most 
superiorly, followed by infraspinatus and then teres minor. 

The subscapularis muscle originates from the anterior sur-
face of the scapula and inserts on the lesser tuberosity of the 
humerus. The subscapularis fibers continue and join the 
transverse ligament of the humerus, which passes from the 
lesser tuberosity to the greater tuberosity. This ligament 
houses the long head of the biceps tendon in the bicipital 
groove.

 Rotator Cuff Tendinopathy

Rotator cuff disease may be due to various factors, including 
inflammation, degeneration, trauma, or impingement, and 
MRI is the gold standard for evaluating most rotator cuff dis-
eases. This chapter will focus on rotator cuff tendinopathy, as 
this is an important condition that is difficult to evaluate. 
Ultrashort echo time (UTE) MRI techniques have been suc-
cessfully applied in the study of this disease entity. Rotator 
cuff tendinopathy or tendinosis can be classified as tendon 
degeneration and inflammation believed to be due to factors 
including traumatic insult, overload, and impingement by the 
surrounding structures, the most common of which is sub-
acromial impingement on the supraspinatus tendon. Rotator 
cuff tendinopathy is a significant source of pain and has an 
incidence of 0.3–0.5% and an annual prevalence of 0.5–7.4% 
[5]. Many patients with rotator cuff tendinopathy state that 
their symptoms cause less restful sleep, difficulty with work 
and life activities, and loss of baseline abilities [6].

 MRI Challenges

MRI is the gold standard for imaging many shoulder derange-
ments, including rotator cuff tendinopathy [7, 8]. The appear-
ance of rotator cuff tendinosis on MRI is a typically increased 
signal within the tendon on fluid-sensitive sequences (e.g., 
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T2-weighted fat-suppressed sequences), which is not as 
intense as fluid, and a diffuse increased signal on low-to-
intermediate echo time (TE) sequences. Additional findings 
include tendon thickening, or fraying, where the tendon mar-
gins are indistinct, but there is no gap within the tendon 
fibers as is seen in tears. In contrast, healthy rotator cuff ten-
dons should appear dark on all conventional sequences.

The clinical appearance of rotator cuff tendinopathy has 
been shown to be somewhat unreliable, as studies have found 
increased T2 signal or increased diffuse signal on intermedi-
ate TE sequences in up to 89% of supraspinatus tendons in 
young, asymptomatic volunteers. This may represent a nor-
mal tendon with signal increase due to artifacts or a patho-
logical tendon such as degeneration [9].

The challenges in evaluating rotator cuff tendinopathy 
are due to multiple factors. Tendons have many organized 
collagen fibrils, which, in turn, result in short T2s. The best 
studied tendon is the Achilles tendon, whose T2 values are 
as short as 1–2 ms [10]. The resultant low signal on conven-
tional MRI sequences, which typically use TEs of several 
milliseconds or longer, may pose challenges in the evalua-
tion of rotator cuff tendinopathy. Conventional MRI dem-
onstrates a low sensitivity of 13–50% for rotator cuff 

tendinopathy compared with surgical findings with exceed-
ingly poor interobserver reliability [11]. A low signal also 
creates challenges when making quantitative MRI mea-
surements. One solution to this problem is to shorten the 
pulse sequence TE so that more signal is detected [10]. 
Another challenge is that the anisotropic nature of tendons 
causes remarkably large changes in MRI signal intensity, or 
T2 values, with differences in orientation (Fig. 38.1). This is 
known as the “magic angle effect” and is due to unaveraged 
dipolar interactions of proton nuclear spins [12]. As tissue 
fiber orientation approaches approximately 54.78° relative 
to the main magnetic field, signal intensity is at its greatest, 
and this may be falsely interpreted as rotator cuff tendi-
nopathy. Unlike the Achilles tendon, which has a more con-
stant orientation in clinical imaging, the rotator cuff tendon 
orientation is varied and always passes through the magic 
angle. In histologically normal rotator cuff tendons, up to a 
sixfold change in signal intensity has been reported at 3 T 
purely due to different orientations of the shoulder [13]. In 
the following section, we will discuss MRI methods that 
help maximize signals while minimizing confounding 
magic angle effects when evaluating rotator cuff 
tendinopathy.
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a b

c d

Fig. 38.1 MR images and anatomic section with Masson trichrome 
staining of the shoulder in a male 53-year-old cadaver. (a and b) 
Coronal 3D gradient echo images with the specimen oriented at 90° 
relative to the main magnetic field, corresponding to the placement of 
central tendon of supraspinatus parallel to the external magnetic field 
(B0) (yellow arrow, a) and with a rotator cable oriented along the main 
magnetic field (B0 courses in and out of the plane of the image) (yellow 

circle, b) show infraspinatus (thin arrows) and rotator cable (thick 
arrows) contributions to the rotator cuff, which are best shown in panel 
(b). (c and d) The infraspinatus (thin arrows) and rotator cable (thick 
arrows) are confirmed on anatomic section (c) and photomicrograph 
using Masson trichrome staining (d). (Adapted with permission from 
Chang et al. [13])

 Recent MRI Advances

Ultrashort TE (UTE) MRI sequences have been used to better 
capture the signal from short-T2 tissues like the rotator cuff 
tendons. Furthermore, UTE-magnetization transfer (UTE-MT) 
techniques have been shown to provide magic angle-indepen-

dent biomarkers of tissue properties in cadaveric Achilles ten-
dons with analysis including biomarkers such as the 
macromolecular fraction (MMF) [14, 15]. This Achilles ten-
don study paved the way for subsequent research focusing on 
the rotator cuff, with confirmation of the finding of magic 
angle-independent biomarkers of tissue properties (Fig. 38.2).
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Fig. 38.2 A supraspinatus tendon from an 87-year-old. (a) The tendon 
as viewed from the bursal side, cut from the myotendinous junction to 
the footprint. Spin echo images with T2 curves at (b) 0° and (c) 55° 
demonstrate marked signal intensity change and a 129% increase in T2 

between the two orientations. UTE-Cones-MT images with two-pool 
modeling curves in (d) 0° and (e) 55° demonstrate a stable high signal 
and a 3% difference in the macromolecular fraction between the two 
orientations. (Adapted with permission from Zhu et al. [17])

MMF can be a surrogate measure for collagen. Guo et al. 
removed collagen from cadaveric supraspinatus tendons 
using enzymes (collagenase) and found that MMF, adiabatic 
T2ρ, and T2* were useful in determining the extent of degen-
eration. MMF strongly correlated with collagen loss 
(r  = −0.81; 95% confidence interval (95% CI): −0.90 to 
−0.66), whereas adiabatic T2ρ (r = 0.66; 95% CI: 0.42–0.81) 
and T2* (r = 0.58; 95% CI: 0.31–0.76) moderately correlated 
with collagen loss [16]. Studies have confirmed that MFF 
values obtained with the 3D-UTE-Cones-MT technique 
decreased, whereas T2 values increased in histologically 
proven severe tendinopathic tendons when compared to 
mildly tendinopathic samples (Figs.  38.3 and 38.4). When 
these histological samples were analyzed in different orien-
tations to the magnetic field, the results were statistically sig-
nificant for differences in both T2 values and MMF values 

when compared with the mild and severely diseased tendons. 
However, at 55° relative to the magnetic field, the T2 values 
failed to show a difference between the groups, whereas the 
MFF values continued to be significantly different [17]. 
These findings further support the notion that MMF mea-
surements obtained using UTE-MRI sequences are particu-
larly useful for tendons due to their relative insensitivity to 
magic angle effects.

Additional investigation has been conducted in  vivo. 
Ashir et al. utilized the UTE-MT technique on symptomatic 
rotator cuff tendinopathy patients and control groups [18]. 
Symptomatic rotator cuff tendons showed significantly lower 
MMF values and higher T2 values when compared to control 
patients. This study found that MMF values were superior to 
T2 values when specifically assessing the lateral portion of 
the rotator cuff tendon, which is the portion that courses 
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Fig. 38.3 Infraspinatus tendon region of interest (ROI) with severe 
tendinosis. (a) A sample spin echo image and T2 pixel maps at 55° and 
90° demonstrate little variability in signal and T2 values between orien-
tations, indicative of little anisotropy. For the ROI shown, the T2 values 
ranged from 31.25 to 34.80 ms, with an 11% change between the two 
orientations. (b) A sample UTE-Cones-MT image with macromolecu-
lar fraction pixel maps at 55° and 90° shows stable values at the two 
orientations. For the ROI shown, the macromolecular fractions ranged 
from 10.08 to 11.74%, representing a 16% change between orienta-
tions. (c) A hematoxylin and eosin (H&E)-stained slide demonstrates a 
Bonar score of 7 (abnormal cells with a score of 2, disrupted collagen 
with a score of 2, and high vascularity with a score of 3). (Adapted with 
permission from Zhu et al. [17])
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Fig. 38.4 Infraspinatus tendon ROI with mild tendinosis. (a) A sample 
spin echo image and T2 pixel maps at 55° and 90° demonstrate 
tremendous variability in T2 values between orientations. For the ROI 
shown, the T2 values ranged from 17.09 to 68.19 ms, representing a 
299% change between the two orientations. (b) A sample UTE- 
Cones- MT image with macromolecular fraction pixel maps at 55° and 
90°, which show stable values between orientations. For the ROI 
shown, the macromolecular fractions ranged from 14.16 to 15.08%, 
representing a 6% change between orientations. (c) A H&E-stained 
slide demonstrates a total Bonar score of 1 (normal cells and collagen 
with scores of 0 and mildly abnormal vascularity with a score of 1). 
(Adapted with permission from Zhu et al. [17])

closest to the magic angle and is frequently involved in rota-
tor cuff tendinosis (Fig. 38.5). In addition, this study found 
that in patients with unilateral shoulder pain, the symptom-
atic and asymptomatic shoulders showed decreased MMF 
and increased T2 values when compared to control shoulders 
in asymptomatic individuals. Thus, the contralateral shoul-
der may show asymptomatic tendinopathy, and this can be 

assessed with quantitative UTE-MRI [18]. Involvement of 
the contralateral shoulder in tendinopathy may be expected 
as studies have shown that patients with rotator cuff tears 
have been found to have high rates of tears in the contralat-
eral shoulder [19].

These studies demonstrate the potential use of quantita-
tive UTE-MRI in analyzing rotator cuff tendinopathy in the 
clinical setting. With these techniques, there is no need for 
additional hardware for scanners. However, further investi-
gation is required to validate biomarkers, evaluate larger 
sample sizes, and shorten the time required to run these 
sequences to facilitate throughput and decrease costs.
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Fig. 38.5 Coronal oblique UTE-Cones-MT images with pixel maps 
from two-pool MT modeling for the superior rotator cuff tendon and 
fitting curves. (a) A pixel map overlay from a 31-year-old control 
subject demonstrates the ROI used for tendon analysis, from which six 
segments were delineated. (b) The fitting curve from the entire ROI, 
including all six segments in this slice, shows an excellent fit with a 

mean MMF of 17.83%. (c) A pixel map overlay from a 29-year-old 
symptomatic patient demonstrates areas of visibly lower MMF values 
compared with panel (a) (white arrows). (d) The fitting curve from the 
entire ROI, including all six segments on this slice, shows an excellent 
fit with a mean MMF of 14.10%. (Adapted with permission from Ashir 
et al. [18])

 Future Studies

The utility of quantitative MRI and UTE techniques needs to 
be further investigated both in terms of evaluating rotator 
cuff tendinopathy and other rotator cuff diseases. One poten-
tial use for these techniques is the evaluation of the rotator 
cuff tendon status prior to, and following, surgical repair. For 
example, following a full-thickness rotator cuff tear, the pre-
operative status of the torn tendon stump is of particular 
interest. Quantitative MRI may be a noninvasive means of 

evaluating the tendon stump and providing prognostic infor-
mation to the clinician prior to surgery. In the case that there 
is significant fibrotic change in the stump, the surgical team 
may choose to carry out a resection of the tendon. To our 
knowledge, there is little work currently published investi-
gating these techniques, although there have been some stud-
ies looking at UTE-T2* values in patients following 
arthroscopic repair, in which decreased T2 values seemed to 
correlate with healing, and 12 months after repair were 
shown to be comparable to T2* values in controls [20]. A 
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similar study looking at quantitative T2 mapping of rotator 
cuff tendons following arthroscopic repair found decreased 
T2 values with increased healing and improved clinical out-
come over time during a 1-year follow-up period [21].

An additional area of interest where quantitative MRI 
may be useful is in the assessment of the rotator cuff mus-
cles. In various disease processes, a muscle may atrophy 
and/or show compositional changes with increased fat and 
fibrosis. UTE-MRI may be particularly helpful in cases of 
pronounced fibrosis, where the tissue displays shortened T2 
characteristics and therefore may show an increased signal-
to-noise ratio with shorter TE sequences. Although a few 
studies have quantified the fat content of the rotator cuff 
muscles using Dixon-based fat quantification or chemical 
shift-based fat quantification, to our knowledge, there are no 
studies looking at rotator cuff muscle fibrosis and degenera-
tion using quantitative UTE-MRI [22, 23]. Evaluation of 
muscle fibrosis is an application where UTE-MRI may prove 
useful.
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 Introduction

The temporomandibular joint (TMJ) is an anatomically and 
biomechanically complex structure that plays a crucial role 
in jaw movements related to mastication and speech [1]. 
Temporomandibular disorders (TMDs) are common and 
affect up to one-third of all adults at some stage in their life 
[2]. The symptoms include clickings, limitation of oral aper-
ture, and pain, which increase at more advanced ages [3]. 
TMD symptoms have a higher incidence in females, with 
female- to- male ratios ranging between 2:1 to 8:1 [4–6]. 
TMDs are generally categorized into those of muscular ori-
gin (myogenic) and those that primarily involve the joint 
(arthrogenous) (Fig. 39.1). In the latter, intra-articular com-
ponents can undergo structural and functional failure, lead-
ing to internal derangement. Internal derangement denotes a 
mechanical fault in the joint with damage to articular tissues 
and biomechanical failure [7].

Disc displacement has been established as the most 
common cause of internal derangement [8]. The natural 
progression of TMJ internal derangement is believed to 
involve deformity and degeneration of the disc that may be 

followed by perforation [9]. The structural breakdown of 
the intra-articular tissues, such as disc and articular carti-
lage, induces a low-grade joint inflammation, which can 
ultimately lead to the development of osseous changes [3]. 
These have been reported to be significantly more common 
in the condyle than in the temporal bone [10]. The classic 
findings of articular surface remodeling, subchondral scle-
rosis, and osteophytosis are the harbingers of osteoarthritis 
(OA).

TMJ disorders are quite challenging from a clinical per-
spective, with various abnormalities presenting similar signs 
and symptoms. In 1992, a panel of TMD experts published 
the “Research Diagnostic Criteria for Temporomandibular 
Disorders” (RDC/TMD), which was validated and updated 
in 2014 and renamed the “Diagnostic Criteria for TMD” 
(DC/TMD). The DC/TMD included magnetic resonance 
imaging (MRI) as the gold standard for the definitive diagno-
sis of the displaced TMJ disc [11, 12]. Studies have shown 
that physical examination alone can be inaccurate in deter-
mining the status of the joint and that the accuracy of the 
clinical diagnosis varies between 43% and 83% using MRI 
as the gold standard [13].

 TMJ Anatomy

The TMJ is a unique articulation in several aspects. Its con-
dylar and temporal bone components are maintained in 
apposition by muscles, ligaments, and the joint capsule. 
The osseous articulating surfaces of the joint are covered 
by fibrocartilage rather than hyaline cartilage, presumably 
related to the forces to which they are subjected [14, 15]. 
The fibrocartilaginous disc of the TMJ is considered the 
most critical anatomic structure of the joint and is situated 
between the mandibular condyle and the temporal bone. 
Figure  39.2 demonstrates a normal articular disc viewed 
from above, with its capsular attachment seen posteriorly 
and the intimate relationship with the lateral pterygoid 
muscle shown anteriorly. Figure  39.3 shows the TMJ’s 
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Fig. 39.1 A flowchart of 
temporomandibular disorders 
(TMDs). “TMD” is an 
umbrella term used to 
describe clinical problems 
involving the masticatory 
musculature, the 
temporomandibular joint, or 
both

Fig. 39.2 TMJ dissection with a wide joint opening. It should be noted 
that the articular disc can be viewed from above (arrowheads), which has 
a slightly oblique anteroposterior orientation. The disc has a thin interme-
diate zone (IZ) and thick anterior and posterior bands (AB and PB, 
respectively). The disc capsular attachment is seen posteriorly, and the 
intimate relationship with the lateral pterygoid muscle is seen anteriorly

main components in a lateral view diagram with a compan-
ion magnetic resonance (MR) image, both in the sagittal 
plane.

The articular disc has a biconcave appearance in the sagit-
tal plane with a thin intermediate zone and thick anterior and 
posterior bands [6]. It is firmly attached to the head of the 
condyle medially and laterally where it blends with the cap-
sule [16]. As a result, the disc divides the joint into large 
superior and small inferior compartments [14]. Rotational 
movements of the condyle occur in the lower joint compart-
ment in the first few millimeters of jaw opening, whereas 
condylar gliding with translation occurs in the upper joint 
compartment as jaw opening continues [16]. A synovial 
membrane lines each of the two joint spaces, except along 
the articulating surfaces [6].

The prominent posterior fibrous attachments (bilaminar 
retrodiscal zone) consist of two distinct laminae. The supe-
rior lamina is composed of a loose fibroelastic tissue, whereas 
the inferior lamina consists of a more taut fibrous connective 
tissue [17]. The superior lamina attaches to the postglenoid 
process and prevents disc slippage during wide opening of 
the mouth. The inferior lamina curves downward onto the 
posterior surface of the mandibular neck, where it fuses with 
the posterior capsule to prevent excessive rotation of the disc 
over the condyle [17]. There are small neurovascular struc-
tures between both laminae, and these are wrapped in loose 
elastic fibers. The anterior fibrous attachment of the disc 
attaches to the temporal bone and anterior surface of the con-
dyle (Figs. 39.2 and 39.3).

The TMJ disc has structural characteristics in common 
with the meniscus of the knee, including its overall composi-
tion as well as its distribution of collagen I and II, glycosami-

noglycans, and water [18]. Unlike the knee meniscus, 
however, the TMJ disc has a significant proportion of elastic 
fibers that varies with age and structural alteration within the 
disc [19, 20]. This distinct structural composition is relevant 
to understanding the TMJ disc imaging features assessed 
with ultrashort echo time (UTE) techniques as demonstrated 
later in this chapter.

The muscles of mastication are an extremely common 
source of TMD pain. They mainly consist of the masseter, 
medial and lateral pterygoid, and temporalis muscles [21]. 
These muscles are innervated by the mandibular division of 
the trigeminal nerve.

A. Mohana-Borges et al.
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a

b

Fig. 39.3 (a) A diagram of a lateral view of the sagittal plane demon-
strating the main components of the TMJ. (b) Companion MR image in 
a cadaveric specimen obtained with a proton density (PD)-weighted 
sequence (echo time (TE) = 29 ms, repetition time (TR) = 3353 ms, and 
acquisition matrix  =  320  ×  256). AB anterior band; IZ intermediate 
zone; PB posterior band

Fig. 39.4 A diagram of normal disc position with the mouth closed. 
The posterior band normally lies immediately above the condyle near 
the 12 o’clock position, with a variation of ±10°. Some authors consider 
anterior disc displacement of up to 30° normal as this provides better 
correlation of disc displacement with clinical symptoms in TMD

 TMJ MRI

Due to its excellent soft tissue contrast and multiplanar imag-
ing capabilities, MRI has revolutionized the understanding 
of TMJ pain and dysfunction. Before the advent of MRI, 
TMJ diagnosis was largely a syndromic exercise. With MRI, 
the radiologist has a window to assess the structures of the 
TMJ and provide specific anatomic diagnoses.

The basic MR evaluation of the TMJ is primarily 
focused on the disc, including characterizing its morphol-
ogy, position with an open and a closed mouth, and, to a 
lesser degree, its intrinsic signal intensity (Figs. 39.4 and 
39.5). With regard to disc morphology and position, stan-
dard clinical MR sequences at 1.5 T appear to be effective 
in accurate characterization [22–24]. This has been debated 
in a study questioning the level of evidence in the past lit-
erature (from 1988 to 2005) on the efficacy of MRI in the 
diagnosis of disc position and configuration, among other 
things [25]. The authors emphasized the need for high-
quality studies of the diagnostic efficacy of MR in TMD 
evaluation. Similarly, debate exists about the significance 
of the signal intensity of the TMJ disc. Some authors con-
sider variation in signal intensity of the TMJ disc similar to 

that of the knee meniscus and others to that of the interver-
tebral disc. For instance, it has been reported that the nor-
mal TMJ disc has low signal intensity throughout and that 
as the TMJ disc degenerates it becomes high signal inten-
sity in the same way as the knee meniscus does [26, 27]. 
Other reports describe the normal TMJ disc as intermedi-
ate-to-high signal intensity on T1- weighted MR images 
with a decreased signal as it degenerates, similar to the 
intervertebral disc [28]. Most recently, the posterior band 
of the TMJ disc has been addressed [29]. In the setting of 
tissue degeneration, an increase in signal intensity within 
the posterior band was demonstrated on proton density 
(PD)-weighted fat- suppressed and T1-weighted sequences 
[29].

For some time, little novel MRI has been reported for 
TMJ evaluation on the technical side. Exploration of diffu-
sion-weighted MRI parameters has been proposed in the lit-
erature for the characterization of the stages of inflammation 
[31]. Although MRI provided the initial steps toward nonin-
vasive evaluation of the structural components of the TMJ, 
its tissue characterization has not been specific. The fibrocar-
tilaginous nature of the articular surfaces and disc suggests 
that these tissues have a relatively short T2, making them 
incompletely detectable with standard clinical sequences, 
and their T2s unable to be accurately quantified with standard 
T2 measurement techniques.

UTE pulse sequences with nominal TEs less than 0.1 ms 
allow signals from short- and ultrashort-T2 tissues to be 
detected and allow quantitative assessment of tissues with 
predominantly short-T2 tissue components in the clinical set-
ting. UTE sequences provide high-resolution morphological 
imaging of the TMJ condylar articular surface and disc, 
which typically appear as a low signal with conventional gra-

39 Ultrashort Echo Time Magnetic Resonance Imaging of the Temporomandibular Joint (TMJ)
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a b

Fig. 39.5 Conventional MRI with (a) closed and (b) open mouth posi-
tions with a PD-weighted sequence (TR = 2500 ms, TE = 41 ms) in the 
sagittal plane. This case illustrates (a) anterior disc displacement (b) 
without reduction with the opening of the mouth (white arrows). The 

abnormal disc morphology in both positions should be noted. The 
dislocated disc interferes with smooth joint movement and causes 
biomechanical failure

dient echo and spin echo sequences. UTE sequences also 
allow quantification of T1, T2, T2

*, T1ρ, magnetization trans-
fer, and diffusion in the TMJ disc and other joint tissues. 
These biomarkers can potentially be used for systematic 
structural and functional assessment of TMDs. A summary 
of UTE strategies for TMJ imaging to be described in this 
chapter is shown as a flowchart in Fig. 39.6.

 Morphological UTE Imaging

Both two-dimensional (2D) and three-dimensional (3D) 
UTE sequences have been developed for high-resolution 
imaging of the TMJ [32–35]. The 2D UTE sequence employs 
an initial slice-selective radiofrequency (RF) half excitation, 
which is followed by radial imaging of the k-space from the 
center out [36, 37]. This is followed by a second half excita-
tion with the slice-selective gradient polarity reversed and 
repeated radial mapping. The two sets of data are added to 
give a single line of k-space, and the process is repeated 
through 360° in 256 or 512 steps. The data are mapped onto 
a Cartesian grid (e.g., 512 x 512) and reconstructed by 
inverse 2D Fourier transformation (FT) to produce a gradient 

echo-like image. Alternatively, 3D imaging can be performed 
with a nonselective (hard) excitation pulse followed by a 3D 
radial acquisition [38].

Figure 39.7 shows a representative 2D UTE imaging of a 
cadaveric TMJ joint with a nominal TE of 8 μs. A chemical 
shift-based saturation pulse was used to reduce the signal 
from bone marrow fat. Conventional clinical T1- and 
PD-weighted fast spin echo (FSE) sequences were also 
applied to this sample. On visual inspection, the disc tissue 
appeared predominantly low in signal intensity on the T1- 
and PD-weighted sequences (Fig. 39.7b, c). On the UTE-MR 
image (Fig.  39.7a), the tissue had a high signal (bright 
appearance), allowing it to be distinguished from the sur-
rounding tissues and providing morphological 
characterization.

Higher contrast can be achieved for the TMJ disc using 
dual-echo UTE spin echo (UTE-SE) sequences, where the 
first UTE free induction decay (FID) data acquisition detects 
signals from both short- and long-T2 tissues, whereas the 
second SE data acquisition only detects signals from long-T2 
tissues. TMJ imaging is subjected to strong susceptibility 
artifacts from the adjacent mastoids and air–tissue interface, 
leading to much reduced T2

*s for the condylar fibrocartilage 

A. Mohana-Borges et al.
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Fig. 39.6 A flowchart of UTE strategies for TMJ imaging. DESS double echo steady state; MT magnetization transfer; S+ free induction decay- 
like signal; S− echo-like signal; TE echo time; TR repetition time

a b c

Fig. 39.7 (a) UTE, (b) T1-weighted, and (c) PD-weighted fat- 
suppressed MR images of the TMJ in a cadaveric specimen show the 
high signal in the TMJ disc (straight arrows) situated between the 
condylar eminence (star), condylar fossa (circle), and mandibular 
condyle (rectangle) on the UTE-MR image. The fibrocartilaginous 
articular surfaces (curved arrows) of the condyle (rectangle) and 

condylar fossa (circle) are also characterized by linear high signal 
intensity. The UTE-MR sequence facilitates the identification of these 
short-T2 tissues by acquiring signals from them. They are not apparent 
on the two standard clinical sequences (b, c). (Adapted with permission 
from Sanal et al.[35])

and other tissues surrounding the TMJ disc. SE sequences 
can greatly minimize susceptibility artifact, leading to much 
improved depiction of the short-T2

* (using UTE-SE) and 
long-T2 tissues surrounding the TMJ disc. The TMJ disc is 
well depicted using a UTE-FID data acquisition but shows a 
low signal on the second SE image. Subtraction of the sec-

ond SE image from the first UTE-FID image provides high 
contrast imaging of the TMJ disc, as shown in Fig. 39.8c.

Zero TE (ZTE) sequences have similarities to the UTE 
group of sequences, but, unlike conventional UTE, the 
readout gradients are enabled prior to the RF pulse excita-
tion [38, 39]. The ZTE acquisition method uses a short 
rectangular hard pulse excitation and a small flip angle 
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482

with gradual reorientation of the gradients in three direc-
tions [40]. Similar to UTE acquisitions, k-space is filled 
with a 3D radial center-out method and then transformed 
by gridding and inverse FT [40]. There is a data gap at the 
center of k-space, and this is compensated for using an 
oversampled acquisition and mathematical reconstruction 
[41]. ZTE has several applications, including, but not lim-
ited to, detection of ultrashort-T2 components of cortical 
bone and dentine, morphometric bone analysis, and silent 
MR operation [42, 43]. Computed tomography (CT)-like 
ZTE images of bone are an alternative to CT. This avoids 
ionizing radiation, especially when serial studies are 
needed. Substantial agreement has been found between 
ZTE and cone-beam CT in the evaluation of osseous 
changes in the TMJ [44].

 Quantitative UTE Imaging

 UTE-T2
* Imaging

The TMJ disc has structural similarities to the meniscus of 
the knee joint, with collagen fibers accounting for approxi-
mately 80% of its dry weight [18–20]. This highly organized 
fiber structure leads to strong dipole–dipole interactions and, 
subsequently, a short T2

* [32–35, 45]. As a result, the disc 
typically shows little or no signal when imaged with clinical 
MRI sequences [30, 46]. The T2

* value for the TMJ disc can 
be reliably measured with UTE-type sequences, where the 
TMJ disc and surrounding joint tissues can be depicted with 
high spatial resolution and high signal. Figure  39.7 shows 
2D UTE imaging of a cadaveric human TMJ sample using a 
constant TR of 400 ms and a series of TEs of 0.1, 0.5, 1.0, 
1.5, 2, 4, 8, 15, and 25 ms. UTE images taken at multiple TEs 

were analyzed by the exponential fitting of signal intensity to 
S(TE) = S0·exp.(−TE/T2

*). Regions of interest (ROIs) were 
drawn in the TMJ disc (curved arrow in Fig. 39.9a) and con-
dylar fibrocartilage (straight arrow in Fig.  39.9a), respec-
tively. Excellent mono- exponential fitting was achieved, 
demonstrating short-T2

* values of 6.97  ±  0.12  ms for the 
TMJ disc and 3.21  ±  0.16  ms for condylar fibrocartilage 
(Fig.  39.9). The condylar fibrocartilage has an extremely 
short T2

*, likely to be affected by strong susceptibility differ-
ences at the osteochondral interface.

 UTE-T1 Imaging

Conventional T1 quantification techniques are often based on 
variable repetition time or variable flip angle techniques 
using gradient echo or fast spin echo data acquisition. These 
sequences have relatively long TEs of several milliseconds 
or longer, which are of the order of the T2

* of the TMJ disc. 
The limited detectable signal from the TMJ disc precludes 
accurate T1 measurement. Furthermore, it is important to 
consider the duration of the RF excitation, saturation, and 
inversion pulses, which may not be negligible for short-T2 
tissues, leading to considerable transverse relaxation during 
the application of the RF pulses. It is easier to saturate than 
to invert the longitudinal magnetizations of short-T2 tissues. 
UTE-based saturation recovery techniques with progres-
sively increasing saturation recovery times (TSRs) have been 
proposed for T1 quantification of short-T2 tissues [47]. 
Figure  39.10 shows 2D UTE-TSR imaging of a cadaveric 
human TMJ sample. A series of UTE images were acquired 
with a constant TE of 12 μs and a series of TSRs of 10, 50, 
100, 200, 400, 800, 1600, and 3200 ms. Mono-exponential 
signal recovery curve fitting was used to measure T1 values 

a b c

Fig. 39.8 Dual-echo UTE-SE imaging of the TMJ disc. The first UTE- 
FID acquisition shows high signal from TMJ tissues, including the con-
dylar fibrocartilage and tissues surrounding the TMJ disc (a). The 
second SE data acquisition shows high signals from the condylar 

fibrocartilage and tissues surrounding the TMJ disc due to their longer 
T2s but lower signal from the TMJ disc due to its short T2 (b). Subtraction 
of the second SE image from the first UTE-FID image provides high 
contrast for the TMJ disc (c)

A. Mohana-Borges et al.
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Fig. 39.9 2D UTE images acquired with a TR of 400 ms and a series 
of TEs of 0.1 (a), 0.5 (b), 1 (c), 2 (d), 4 (e), 8 (f), 15 (g), and 25 ms (h) 
as well as mono-exponential T2

* fitting (i), which demonstrates short-T2
* 

values of 6.97 ± 0.12 ms for the TMJ disc (curved arrow in panel a) and 
3.21 ± 0.16 ms for condylar fibrocartilage (straight arrow in panel a), 
respectively

for the condylar fibrocartilage and the TMJ disc. As expected, 
the TMJ disc has a relatively short T1 of 658 ± 34 ms, whereas 
the condylar fibrocartilage has a longer T1 of 927 ± 86 ms 
(Fig. 39.10).

 UTE-T1ρ Imaging

The spin–lattice relaxation in the rotating frame (T1ρ) has 
emerged as an important noninvasive method for detecting 
biochemical changes that may precede morphological degen-
eration in musculoskeletal tissues [48]. T1ρ imaging tech-
niques based on conventional MR sequences have limited 
value for evaluation of short-T2 tissues, which show little or 
low signal when the TEs are of the order of, or even longer 
than, the T2

* values. UTE-based T1ρ (UTE-T1ρ) imaging has 
been developed to measure T1ρ of short-T2 tissues [49, 50]. 
However, T1ρ imaging is sensitive to the magic angle effect, 
whereby the T1ρ values may be greatly increased when the 
direction of collagen fibers is reoriented from parallel to B0 
to near 54° to B0 [51, 52]. More recently, UTE adiabatic T1ρ 
(UTE-AdiabT1ρ) sequences have been developed for robust 
T1ρ mapping of both short- and long-T2 tissues on clinical 
scanners [53, 54]. The UTE-AdiabT1ρ sequence is much less 
sensitive to the magic angle effect [55] and can distinguish 
mild cartilage degeneration from normal cartilage, with 
higher UTE-Cones-AdiabT1ρ values seen in the more degen-
erate cartilage [56].

The UTE-AdiabT1ρ sequence has also been employed to 
evaluate normal and degenerate cadaveric TMJs, as shown in 
Fig.  39.11. Unlike the articular cartilage, UTE-AdiabT1ρ 
demonstrates a substantially lower value of 31.3 ± 7.1 ms in 
the degenerate TMJ disc compared to 40.3 ± 12.3 ms in nor-
mal disc, possibly representing higher proteoglycan in the 
degenerate tissue. T1ρ values are inversely related to proteo-
glycan content in the tissue, as evidenced by Safranin O 

evaluation, which shows a disorganized fibrillar pattern and 
increased Safranin O staining in the degenerate TMJ disc 
compared to the normal TMJ disc. Similarly, progressive 
increase in the proteoglycan levels was observed in the inter-
vertebral disc in the early stages of the annulus fibrosus 
degeneration before an eventual decrease in the severely 
degenerate tissues [57]. Increased proteoglycan in the TMJ 
disc has been described as a pathological and adaptive 
response to mechanical loading [58].

 UTE-MT Imaging

Magnetization transfer or MT imaging has been used to indi-
rectly assess macromolecules with restricted motion and 
extremely short T2s [59]. In this technique, a saturation pulse 
is placed at a frequency offset from the narrow line of free 
water to saturate macromolecular protons that exchange with 
water protons, leading to a reduced detectable signal in free 
water. The MT effect is typically evaluated using the magne-
tization transfer ratio (MTR), which is calculated as the per-
centage change in signal with and without a saturation pulse. 
MTR is only semiquantitative and has limitations such as 
hardware dependence and variability with the scan protocol 
[60].

MT modeling is employed to provide more reliable quan-
titative information. The most widely used two-pool quanti-
tative MT model assumes a free pool composed of water 
protons and a semisolid pool consisting of collagen protons 
[61]. A series of images acquired with different MT RF pow-
ers and frequency offsets are subjected to two-pool modeling 
to generate macromolecular proton fractions (MMFs), 
exchange rates, and relaxation times. However, clinical MT 
sequences based on conventional data acquisitions cannot be 
used to evaluate short-T2 tissues due to the lack of detectable 
signals. UTE-based MT (UTE-MT) sequences can directly 
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Fig. 39.10 UTE-TSR images and T1 fitting for the TMJ disc (curved 
arrow) and condylar fibrocartilage (arrow) using the saturation recovery 
technique with a series of saturation recovery times (TSRs) of 10 (a), 50 
(b), 100 (c), 200 (d), 400 (e), 800 (f), 1600 (g), and 3200 ms (h), as well 

as mono-exponential recovery curve fitting (i), which shows fitted T1 
values of 658 ± 34 ms for the disc and 927 ± 86 ms for the condylar 
fibrocartilage

detect signals from water components in short-T2 tissues and 
can be used to indirectly probe MMF in cortical bone, 
menisci, ligaments, tendons, cartilage, the rotator cuff, and 
many other musculoskeletal tissues [62–69]. Most impor-
tantly, the UTE-MT modeling-derived MMF is insensitive to 
the magic angle effect [64] and is highly correlated with 
 tissue biomechanical properties and degeneration [65–67]. 
UTE-MT-derived MMF also shows a strong correlation with 
degeneration, with decreased MMF for cartilage and knee 
meniscus in mild and advanced osteoarthritis compared to 
healthy subjects [68, 69].

UTE-MT modeling has also been used to evaluate normal 
and degenerate cadaveric TMJs. Figure 39.12 shows MMF 
mapping of the normal versus degenerate TMJ disc with the 
quantitative UTE-MT technique, with a mean MMF of 
11.2  ±  1.8% for the normal disc and 9.8  ±  2.6% for the 
degenerate disc. Percentage MMF was calculated using MT 
modeling from data with MT pulse flip angles of 500° and 
1500° and frequency offsets of 2, 5, 10, 20, and 50 kHz. The 
signal of all tissue components in the disc can be detected 
and quantified with this sequence. The ability of the 3D 
UTE-MT sequence to interrogate macromolecular protons 
with detailed analysis of free pool protons and semisolid 
pool protons provides a more robust evaluation of tissue 
structure and change with disease state than conventional T2 
and T2

* measurements.

 UTE-DESS Imaging

Double echo steady-state MRI or DESS-MRI has been pro-
posed for fast, high-resolution, diffusion-weighted imaging 

of musculoskeletal tissues such as articular cartilage [70]. 
More recently, UTE-based DESS (UTE- DESS) imaging has 
been specifically introduced for short-T2 tissues, such as the 
deep articular cartilage, menisci, ligaments, and tendons [71, 
72]. In this technique, free induction decay-like signal (S+) 
and echo-like signal (S−) are acquired with a pair of balanced 
readout and read-in gradients separated by a trapezoidal 
spoiling gradient. Figure 39.13 shows 3D UTE-DESS imag-
ing of a cadaveric human TMJ sample. The first S+ image is 
capable of visualizing the TMJ disc and condylar fibrocarti-
lage, whereas the S− image shows little signal from the TMJ 
disc due to its fast signal decay. Subtraction of the S− image 
from the S+ image provides high contrast imaging of the TMJ 
disc in the echo subtraction image (Fig. 39.13d).

The S+ and S− signals include the contribution from the 
current RF excitation and the stimulated echoes from the 
preceding RF excitations [70]. Compared to S+ images, S− 
images have more T2 and diffusion weighting. These are 
modulated by the repetition time, the flip angle, and the gra-
dient moment of the spoiling gradient. Higher diffusion 
weighting is achieved using a longer TR, a lower flip angle, 
and a higher gradient moment. The signal model used for 
DESS can be directly applied to UTE-DESS imaging [70, 
72]. Four parameters, including proton density, T1, T2, and 
apparent diffusion coefficient (ADC), can be estimated by 
fitting the signal intensity of both S+ and S− using this signal 
model. The quantitative 3D UTE-DESS sequence can be 
applied to normal and degenerate cadaveric TMJ, to produce 
T2 and ADC maps, as shown in Fig. 39.14. A higher mean T2 
value of 17.14 ± 3.2 ms was observed in the degenerate TMJ 
disc, whereas a lower mean T2 value of 15.84 ± 5.27 ms was 
observed in the normal disc. The same trend is observed in 
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c d

Fig. 39.11 Sagittal 3D UTE-AdiabT1ρ mapping in the normal (a) and 
degenerate (b) TMJ demonstrates a measurable quantitative decrease in 
T1ρ in the degenerate TMJ disc compared to the normal disc. 
Corresponding Safranin O staining in the normal (c) and degenerate (d) 

TMJ discs. Safranin O staining confirms increased proteoglycan content 
(d) in the degenerate TMJ disc compared to the normal disc. These 
findings can represent early stages of disc degeneration

a

b

15

0 (%)

Fig. 39.12 MMF mapping of the 
normal (a) and degenerate (b) TMJ 
discs using 3D UTE-MT imaging in the 
sagittal plane and two-pool signal 
modeling, with a mean MMF of 
11.2 ± 1.8% for the normal disc and 
9.8 ± 2.6% for the degenerate disc
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c d

Fig. 39.13 3D UTE-DESS imaging of a cadaveric human TMJ sample 
shows high signal for all joint tissues in the S+ image (a), low signal in 
the TMJ disc in the S− image (b), good contrast for the TMJ disc in the 

subtraction image (c), and much improved contrast for the TMJ disc 
(arrowheads) and articular fibrocartilage (arrow) in the echo subtraction 
image (d)
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c d

Fig. 39.14 Sagittal 3D UTE-DESS imaging of normal (a, b) and degenerate (c, d) cadaveric human TMJ discs. Both the T2 (a, c) and ADC (b, 
d) values are increased in the degenerate TMJ disc

ADC values, with a higher ADC of 1.25 ± 0.17 μm2/ms for 
the degenerate TMJ disc and a lower ADC of 1.10 ± 0.29 μm2/
ms for the normal disc. The added advantage of the 3D UTE- 
DESS map is its high spatial resolution (0.6 mm in-plane), 
which is not possible with conventional echo planar imaging 
(EPI)-based diffusion imaging.

 Conclusions

UTE is a relatively novel MRI technique for the assessment 
of TMJ. In vitro studies with cadaveric joints have demon-
strated that it is feasible and allows direct imaging of TMJ 
structures. UTE provides not only high spatial resolution but 
also quantitative compositional information on the articular 
disc, mandibular condyle, and surrounding soft tissues. 
Morphological imaging can be obtained with both 2D and 
3D sequences and dual-echo UTE sequences, which provide 
a wide range of disc information, from “bright disc” to 
“black disc.” ZTE has emerged as an alternative to serial CT 
studies aimed at the evaluation of bone morphology, with 
potential applications in cases of OA and rheumatic diseases, 
particularly when affecting young individuals.

In the field of quantitative imaging, UTE has been used to 
access non-visible early damage by assessing changes in the 
macromolecules of collagen, proteoglycan, and water con-
tent associated with tissue degeneration. T2

*, T1, T1ρ, and MT 
UTE sequences have proven their worth in the assessment of 
TMJ disc and articular fibrocartilage. While the T2

* of the 
TMJ disc can be reliably measured using UTE imaging with 
variable TEs, T1 can be quantified with saturation recovery 
UTE imaging with variable TSRs. The 3D UTE- AdiabT1ρ 
sequence provides magic angle-insensitive T1ρ mapping, and 

UTE-MT modeling allows orientation- independent MMF 
mapping of the TMJ disc and surrounding long-T2 tissues. 
More recently, the UTE-DESS sequence has allowed T2 and 
ADC mapping of the TMJ disc, muscle, and other soft tis-
sues with high spatial resolution compared to conventional 
EPI-based MRI for diffusion.

The future direction of UTE in TMJ is toward the trans-
lation of the knowledge presented in this chapter to clini-
cal applications. One fundamental step is the promotion 
of studies dedicated to TMDs in which structures with 
short-T2 components play a role in the pathogenesis, such 
as in myofascial pain syndromes, osteoarthritis related to 
disc displacement, peripheral nerve diseases, and inflam-
matory enthesopathies. In addition, technical improve-
ments are needed to allow dynamic imaging of the TMJ 
and masticatory musculature with UTE, opening a whole 
new window for the visualization of the biomechanics of 
mastication. The UTE and ZTE groups of sequences will 
probably provide more systematic and comprehensive 
evaluation of the TMJ disorders than conventional 
sequences, and this is likely to lead to better diagnosis and 
patient care of TMDs.
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40Ultrashort Echo Time Magnetic 
Resonance Imaging of Myelin 
in Multiple Sclerosis

Jiang Du, Yajun Ma, Chun Zeng, Sam Sedaghat, 
Hyungseok Jang, and Graeme M. Bydder

 Introduction

Multiple sclerosis (MS) is a disabling demyelinating disease 
of the central nervous system (CNS) and is the most common 
cause of neurological disability in young adults [1]. Magnetic 
resonance imaging (MRI) has been formally included in the 
diagnosis of MS since 2001 [2]. Conventional MRI tech-
niques, including T1- and T2-weighted structural imaging 
[3–5], gadolinium enhancement [6], diffusion-weighted 
imaging (DWI) [7], diffusion tensor imaging (DTI) [8], and 
magnetization transfer (MT) [9], have all been employed to 
detect tissue abnormalities in patients with MS. T1-weighted 
imaging often shows MS lesions as isointense, but lesions 
can be hypointense in the presence of a chronic tissue injury 
or severe inflammatory edema [3]. T2-weighted imaging usu-

ally shows lesions as hyperintense [5]. Gadolinium- enhanced 
imaging highlights active lesions [6]. DTI provides informa-
tion on the microstructure of nerve fibers [8], and the MT 
ratio (MTR) can provide an indirect marker of myelin disor-
der in regions of the white matter (WM) [10].

However, conventional MRI correlates only modestly 
with disability as assessed by the Expanded Disability Status 
Scale (EDSS) [11–16]. For example, a T2 lesion load is mod-
estly correlated with disability (R2 = 0.04–0.25) in several 
cross-sectional studies [11–14]. Gadolinium- enhancing 
lesions show moderate correlation with the EDSS in the first 
6 months with poor prediction of changes in disability in the 
following 1–2 years [15]. According to a recent large-scale 
multicenter study, EDSS has been poorly correlated with 
normalized brain volume (R2  =  0.03), cross-sectional area 
(R2 = 0.07), MTR of the whole-brain tissue (R2 = 0.03), and 
MTR of the gray matter (GM) (R2 = 0.03) with no significant 
correlation with other magnetic resonance (MR) metrics 
[16]. GM atrophy shows slightly increased correlation with 
the EDSS (R2  =  0.13–0.26) and the Multiple Sclerosis 
Functional Composite (MSFC) measure (R2 = 0.24) [17, 18].

Conventional MRI sequences lack specificity in evalua-
tion of the heterogeneous pathological substrates of MS dis-
ease and cannot accurately estimate damage in areas of the 
brain outside of focal lesions [19]. Most conventional MRI 
techniques have difficulty distinguishing the cardinal patho-
logical substrates of MS, namely, demyelination, remyelin-
ation, inflammation, edema, axonal loss, and gliosis [20–22], 
which largely explains their poor performance in assessing 
disability. Myelin integrity plays a key role in the normal 
function of the nervous system [23–31], but conventional 
MRI sequences cannot accurately evaluate myelin changes 
in the brain, leading to underestimation of its role in MS.

Myelin is an insulating layer consisting of lipids and pro-
teins that wrap around axons. It increases the axon’s mem-
brane electrical resistance and decreases the membrane 
capacitance, facilitating fast propagation of action potentials 
along nerve axons. More specifically, myelin can increase 
action potential transmission speed by ~100-fold and 
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decrease refractory time by ~30-fold, which together increase 
brain “connectivity” or the information-processing capacity 
of the brain by ~3000-fold [23–25]. The neuron signal trans-
mission speed is directly related to the thickness of the 
myelin wrapping and the neuronal myelin content. 
Generation of oligodendrocytes and myelin is required for 
learning complex motor skills [26–28], and myelin is indis-
pensable for the development and maintenance of elaborate 
cognitive functions. On the other hand, myelin impairment 
disrupts axonal transport, integrity, and plasticity, leading to 
massive reductions in neuronal signal transduction [29–31]. 
Demyelination of axons removes saltatory conduction, phys-
ical protection, and metabolic support, resulting in a variety 
of neurodegenerative pathologies, including MS [1]. It is of 
critical importance to develop clinically feasible methods to 
quantitatively evaluate myelin and to accurately capture the 
demyelination and remyelination process for personalized 
treatment in MS.

Direct assessment of the integrity of myelin in the white 
matter (WM) and gray matter (GM) of the brain may be 
important for more accurate diagnosis and assessment of 
prognosis in MS [32–36]. However, the nonaqueous protons 
in myelin have ultrashort T2s (less than 1  ms) [33–36]. 
Conventional MRI sequences with echo times (TEs) of sev-
eral milliseconds or longer cannot directly detect useful sig-
nals from myelin protons, precluding quantitative assessment 
of myelin properties such as its T1 and T2* as well as phase 
information and proton density (PD) [37]. Two-dimensional 
(2D) and three- dimensional (3D) ultrashort TE (UTE) 
sequences with minimum nominal TEs of 8–50 μs, which are 
100~1000 times shorter than the TEs of conventional clinical 
sequences, allow direct detection of signals from myelin pro-
tons using clinical MRI scanners [35–41]. A series of data 
acquisition strategies and contrast mechanisms as well as 
quantitative imaging techniques have been developed for 
ex vivo and in vivo imaging of myelin. Applications of these 
in MS have been investigated in preliminary studies.

 UTE Imaging of Myelin: Phantom Studies

Direct MRI of nonaqueous myelin protons has proven to be 
technically challenging. Several groups have investigated 
the MR properties of myelin. Broad-line proton spectro-

scopic studies have shown that myelin is in a liquid–crystal-
line state [42]. Multicomponent analysis of spin echo or free 
induction decay (FID) of WM samples has shown a broad 
range of short-T2/T2* values for myelin protons (e.g., ~50 μs 
[43], 7.5–101 μs [44], 50–1000 μs [33], 150–250 μs [45], 
etc.). Nuclear magnetic resonance (NMR) spectrometric 
studies have found a wide distribution of T2* values ranging 
from 8 μs to 26 ms in the spinal cord [34]. These studies 
indicate that myelin can be directly imaged with UTE 
sequences using high-performance NMR spectrometers. 
However, myelin imaging using whole-body scanners is 
more challenging due to their much lower radiofrequency 
(RF) power and weaker gradient systems. The excitation 
efficiency is lower on clinical scanners than on spectrome-
ters, as myelin magnetization may experience significant 
transverse relaxation during the excitation process on 
whole-body scanners. Significant signal loss is also expected 
during the spatial encoding due to the relatively weak gradi-
ent system and long data acquisition time on clinical 
scanners.

The capability of UTE-MRI for direct imaging of myelin 
has been demonstrated through a series of phantom studies 
on a clinical 3T scanner [36]. Figure 40.1 shows UTE imag-
ing of a purified lyophilized bovine myelin extract powder 
(type 1 bovine brain lipid extract, Sigma-Aldrich B1502, St. 
Louis, MO, USA), which is an organophilic extract of pre-
dominantly myelin-related brain lipids. Clinical gradient 
echo and spin echo sequences cannot detect any signal from 
lyophilized bovine myelin powder. In comparison, UTE 
sequences provide high signals from the myelin phantoms, 
with excellent single-component exponential curve fitting 
demonstrating a short T2* of 152 ± 4 μs. This ultrashort-T2* 
value explains why nonaqueous myelin protons are “invisi-
ble” with conventional MRI sequences. UTE sequences also 
show a high signal for the lyophilized bovine myelin pow-
ders suspended in 99.9% denatured water (D2O) (Sigma-
Aldrich) to form a paste-like phantom, which is again 
“invisible” with conventional clinical MRI sequences [36]. 
The myelin–D2O paste phantom shows a short T2* of 
242 ± 13 μs, which is slightly longer than the T2

* of myelin 
powder likely due to the greater susceptibility of myelin in 
powder form.

Although bovine myelin powders are organophilic 
extracts of predominantly myelin-related brain lipids, they 
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Fig. 40.1 UTE imaging of myelin powder with TEs of 8 μs (a), 0.2 (b), 0.4 (c), 0.6 (d), 0.8 (e), and 1.2 ms (f) demonstrates a T2
* of 152 ± 4 μs 

(g). Myelin lipid–D2O paste shows a T2
* of 242 ± 13 μs (h). (Reproduced with permission from Sheth et al. [36])

might not have myelin’s typical physiological bilayer struc-
ture. To demonstrate the capability of UTE sequences for 
direct imaging of structured myelin protons, myelin with its 
membrane architecture preserved was isolated from porcine 
WM by mechanical homogenization [40]. Myelin vesicles 
obtained in this way were further purified using discontinu-
ous sucrose gradient ultracentrifugation [46]. The myelin 
vesicles were thoroughly washed out to get rid of residual 
sucrose and then resuspended twice in deuterated tris-Cl buf-
fer to remove residual H2O. Finally, the intact myelin vesi-
cles were subjected to conventional and UTE imaging on a 
clinical 3 T scanner in the forms of lyophilized powders and 
D2O paste. The phantoms were “invisible” with conventional 
sequences but showed a high signal with UTE imaging, 
which demonstrated an ultrashort T2

* of 225 ± 7 μs and a 
short T1 of 367 ± 4 ms for the myelin vesicles [40], as shown 
in Fig. 40.2.

The capability of quantitative UTE imaging for determin-
ing myelin PD was demonstrated on a series of myelin phan-
toms consisting of lyophilized myelin lipid powders 
resuspended in D2O at concentrations of 6%, 9%, 12%, 18%, 
and 24% [41]. The diluted myelin pastes were put into differ-
ent syringes along with a D2O-only control (0% myelin) 
prior to imaging. Figure 40.3 shows the normalized UTE sig-
nal intensity after correction for coil sensitivity, with a highly 
linear increase in signal with myelin concentration 
(R2 = 0.99). This high linearity is similar to the result obtained 
using a 9.4-T spectrometer with a UTE or zero echo time 
(ZTE) sequence, where the MR signal amplitudes were lin-
early correlated with myelin concentration with an R2 of 
0.98–0.99 [34, 47]. The results demonstrate the detectability 
of nonaqueous myelin protons not only with high-perfor-
mance spectrometers but also with clinical whole-body scan-
ners and their potential for in vivo myelin imaging.

40 Ultrashort Echo Time Magnetic Resonance Imaging of Myelin in Multiple Sclerosis



494

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

TE (ms)

N
or

m
al

iz
ed

 3
D

-U
T

E
 S

ig
na

l S
ig

na
l

3D UTE Variable TE

T2* = 159 ± 4 µs
3D UTE Variable TR

T1 = 367 ± 4 ms

4500

4000

3500

3000

2500

2000

1500

1000

500
0 50 100 150 200

TR (ms)

In
te

ns
ity

 (
a.

u.
)

a b cc d e

f g h i j

k l

Fig. 40.2 UTE imaging of intact myelin vesicles with a constant rep-
etition time (TR) of 100 ms but varying TEs of 0.03 ms (a), 0.1 ms (b), 
0.2 ms (c), 0.4 ms (d), and 0.8 ms (e) and a constant TE of 0.03 ms but 
varying TRs of 10 ms (f), (20 ms (g), 30 ms (h), 50 ms (i), and 200 ms 
(j) as well as single-component exponential signal decay fitting, which 

shows a T2*of 225 ± 7 μs (k), and single-component exponential signal 
recovery fitting, which shows a T1 of 367 ± 4 ms (l). The central black 
hole is hard plastic (“invisible” in UTE imaging). (Reproduced with 
permission from Ma et al. [40])
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bFig. 40.3 (a) UTE imaging 
of myelin–D2O phantoms 
with myelin concentrations 
ranging from 0 to 24% 
weight/volume (W/V). (b) A 
high linear correlation was 
observed between UTE signal 
intensity and myelin 
concentration (R2 = 0.99; 
P < 0.0001), demonstrating 
that the UTE sequence can 
directly image and quantify 
myelin using a clinical 
whole-body 3 T scanner. 
(Reproduced with permission 
from Ma et al. [41])
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 UTE Imaging of Myelin: Contrast 
Mechanisms

The phantom studies described above demonstrate that the 
basic UTE sequence can detect signals directly from the non-
aqueous myelin protons. However, myelin only represents a 
small fraction of the total UTE signal from the brain, with 
the dominant signal coming from the long-T2 white matter 
(WML) and the long-T2 gray matter (GML) [45]. It is essen-
tial to suppress the long-T2 water signals (i.e., intra/extracel-
lular water, myelin water, and cerebrospinal fluid (CSF)) to 
generate high-contrast images of myelin. A series of contrast 
mechanisms have been developed to effectively suppress sig-
nals from long-T2 water components while leaving ultra-
short-T2 myelin components to be detected. Details of these 
contrast mechanisms are described below.

 Long-T2-Saturated UTE

In this approach, a long-duration, low-amplitude 90° pulse is 
used to flip the long-T2 magnetization into the transverse 
plane, where it is eventually spoiled by a large crusher gradi-
ent [48, 49]. The short-T2 magnetization experiences signifi-
cant transverse relaxation during the long saturation process, 
leading to it having largely unchanged longitudinal magneti-
zation, which is subsequently detected after RF excitation by 
UTE data acquisition (Fig.  40.4a) [49]. Long- T2- saturated 
UTE imaging has been applied to short- and ultrashort-T2 
components in the musculoskeletal system (e.g., the Achilles 
tendon and menisci) and the brain (e.g., myelin) [48]. In 
long-T2-saturated UTE imaging, a key parameter is the time 
bandwidth product of the saturation pulse. Rectangular 
pulses, single-band pulses, and dual-band pulses have all 

1

0.8

0.6

0.4

0.2

0

M

Mxy

Mz

10–1 100 101 102
t/T2

a

b c d

Fig. 40.4 Simulation of 
longitudinal (Mz) and 
transverse (Mxy) 
magnetizations as a function 
of τ/T2, where τ is the 
duration of a simple 
rectangular 90° saturation 
pulse (a) and selected UTE 
MR images of the brain in a 
healthy volunteer without 
long-T2 suppression (b), with 
a 16-ms rectangular 
suppression pulse (c) and with 
a single-band suppression 
pulse (duration = 40 ms, 
time–bandwidth 
product = 2.4) (d). Short- and 
ultrashort-T2 myelin 
components in the WM and 
the falx cerebri (long, thin 
arrows in panels c and d) are 
highlighted only after the 
application of the long-T2 
suppression pulses. More 
robust long-T2 signal 
suppression is achieved with 
the single-band pulse (d) than 
with the rectangular pulse, 
which produces variable 
long-T2 signal suppression 
across the slice (shorter, wider 
arrows) (c). (Reproduced with 
permission from Larson et al. 
[48] and Sussman et al. [49])
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been systematically investigated to study the relationship 
between long-T2 suppression efficiency and spectral profile 
sharpness. Figure 40.4b–d shows UTE imaging of the brain 
in a healthy volunteer both with and without long-T2 satura-
tion. The regular UTE sequence is T1- weighted and shows a 
high signal from all tissue components with relatively short 
T1s (CSF has a long T1 and its signal is low). The ultrashort-
T2 components in the WM are only specifically highlighted 
after the application of long-T2 saturation pulses. This ultra-
short-T2 component is lost in patients with MS [48]. A major 
limitation of the long-T2 saturation pulse is its sensitivity to 
off-resonance effects, which can lead to incomplete long-T2 
signal suppression. Another limitation is its sensitivity to 
short-T1 contamination. The short-T2 contrast may be 
degraded due to fast signal recovery during the saturation 
recovery period from tissues with long T2s but short T1s such 
as fat. The long-T2 saturation technique is also sensitive to B1 
inhomogeneity, which may lead to significant residual long-
T2 signals, which compromise short- and ultrashort-T2 
contrast.

 Off-Resonance Saturated UTE

In this approach, a high-power saturation pulse is placed a 
few kilohertz (kHz) away from the water peak, followed by 
regular UTE data acquisition [50]. The nonaqueous myelin 
protons with ultrashort T2s have much broader spectral 
absorption line shapes than long-T2 water components in the 
brain and are therefore more sensitive to effects from appro-
priately placed off-resonance irradiation. The saturation 
pulse can preferentially saturate signals from myelin and 
leave long-T2 water signals largely unaffected. Signals from 
the various water components can be effectively suppressed 
by subtraction of UTE images with and without off-reso-
nance irradiation, thereby creating high contrast imaging of 
myelin [50]. Off-resonance saturation can also create high 
phase contrast for myelin. Myelin contributes minimally to 
phase contrast in conventional clinical MRI due to the lack 
of detectable signals. There is little phase contrast between 
the GM and WM in regular UTE imaging. However, 
 off- resonance saturated UTE imaging can provide high 
phase contrast in the brain even at a nominal TE of 106 μs 
[50]. Figure 40.5 shows off-resonance saturated UTE imag-
ing, which provides reversed phase contrast between the GM 
and WM when compared to conventional MRI [50]. Both 
magnitude and phase UTE images of the saturated compo-
nents were calculated using complex subtraction, where the 
saturated signal component of combined GM and CSF has a 
positive phase shift, whereas that of the WM primarily shows 

a negative phase shift [50]. CSF has a similar positive phase 
shift with both UTE and conventional gradient echo phase 
images, but WM shows the opposite shift. As a result, off-
resonance saturated UTE phase images can potentially 
improve the characterization of tissue microstructure in the 
brain by indirectly accessing myelin, thus providing a new 
way of demonstrating phase contrast in the brain [50].

 Inversion Recovery UTE (IR-UTE)

In this approach (Fig. 40.6), a long-duration adiabatic inver-
sion pulse (Silver-Hoult, ~8 ms in duration) is used to invert 
the longitudinal magnetizations of long-T2 components in 
the white matter (WML) and the gray matter (GML) [32]. 
Nonaqueous myelin protons have ultrashort T2 or T2*s, and, 
therefore, their longitudinal magnetizations are largely satu-
rated by the adiabatic inversion pulse due to fast transverse 
relaxation during the long inversion process [51]. Signals 
from myelin are selectively detected when UTE data acquisi-
tions start at the inversion time (TI) necessary for the inverted 
longitudinal magnetization of WML to reach its null point. 
There are some residual signals from the GML due to its lon-
ger T1. These are detected by a dual-echo initial UTE FID 
and later gradient echo data acquisitions. As the myelin sig-
nal quickly decays to near zero, the second echo only 
acquires signals from the non-nulled GML. Subtraction of 
the second echo image from the first one selectively detects 
signals from myelin in the WM [37]. Details of this contrast 
mechanism are shown in Fig. 40.6a, b. Myelin has an ultra-
short T2 of sub-milliseconds, which is far shorter than the 
duration of the adiabatic inversion pulse. Its longitudinal 
magnetization is largely saturated by the long adiabatic 
inversion pulse and, subsequently, recovers relatively quickly 
because of its short T1 [52]. As a result, at the null point, the 
WM signal mainly comes from myelin. In the GM, the signal 
changes are more complicated. On the UTE FID image, in 
the GM, the positive longitudinal magnetization from myelin 
and the negative longitudinal magnetization from the GML 
produce a net reduction in the magnitude of the transverse 
magnetization. At the second echo (e.g., TE  ~  2  ms), the 
myelin signal in the GM decays to zero, whereas the signal 
from the GML largely remains unchanged due to its much 
longer T2*. Therefore, the detected magnitude signal of the 
GM is greater at the second echo than at the FID. As a result, 
the GM has a higher magnitude signal at the second echo 
than at the FID (Fig. 40.6b). Subtraction of the second echo 
from the FID generates a positive signal for myelin in the 
WM but a negative signal for myelin in the GM, thus creat-
ing high myelin contrast between the two tissues (Fig. 40.6e).
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Fig. 40.5 The off-resonance 
saturated UTE sequence. This 
employs two consecutive 
180° adiabatic RF pulses for 
off-resonance saturation, a 
minimum-phase RF pulse for 
signal excitation, and 3D 
radial sampling with multiple 
spokes acquired after each 
saturation pulse for improved 
acquisition efficiency (a). 
Selected magnitude (b) and 
phase (c) UTE images of the 
saturated signal components 
obtained with a TE of 106 μs 
and a saturation frequency of 
−1.2 kHz. The UTE phase 
images demonstrate negative 
phase shifts in the WM and 
positive phase shifts in CSF 
(c). (Reproduced with 
permission from Wei et al. 
[50])

Double Echo Sliding Inversion Recovery UTE 
(DESIRE-UTE)

In this approach (Fig. 40.7a), a train of 3D dual-echo UTE 
spokes (e.g., a total number of Nsp) are acquired after a sin-
gle adiabatic IR preparation [40]. There are four key com-
ponents in DESIRE-UTE imaging. First, a sufficient 
number of continuous image spokes (e.g., 71) are sequen-
tially acquired to cover a wide range of TIs, including all 
potential null points for long-T1 and long-T2 tissues or tis-
sue components, such as WML and GML; second, random 
gradient encoding is used so that any number of spokes can 
cover the 3D k-space as uniformly as possible; third, dual-
echo UTE data are acquired for each spoke; and fourth, an 
advanced sliding window image reconstruction technique 
together with parallel imaging and/or compressed sensing 
(CS) is used to reduce undersampling artifacts. To find TInull 

accurately, a series of images with different TIs are gener-
ated. Acquisition spokes are grouped together by a window 
with a fixed size of Nw, and these Nw spokes are in the win-
dow that is subsequently used to generate a single image 
(Fig. 40.7a). The window starts sliding from the very first 
Nw spokes with the shortest TI and then slides one spoke 
each time to generate a new image with a slightly longer 
effective TI. The total number (N) of groups or images is 
equal to Nsp − Nw + 1. This sliding window technique gener-
ates a series of images with different T1-dependent con-
trasts with the goal of using these individual images to 
determine the best nulling TI for WML and GML. The TInull 
can be found when the signal in the WM reaches a mini-
mum, or the noise level in the second echo image, where 
the long-T2 components are nulled and the myelin signal 
decays to zero. The optimal nulling point can be achieved 
for each pixel, and voxel-based subtraction of the second 
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Fig. 40.6 The contrast mechanism in IR-UTE imaging of myelin in 
the white matter (WMmyelin) (a), where UTE data acquisition starts at a 
TI set to null signals from the long-T2 white matter (WML), with a 
negative longitudinal magnetization from the long-T2 gray matter 
(GML) due to its longer T1. The myelin magnetization is largely 
saturated by the adiabatic inversion pulse due to its ultrashort T2 (T2 < < 
1 ms). At the null point, the GM signal includes the positive myelin 
(GMMyelin) and the negative GML. At the second echo, the myelin signal 
decays to near zero with little change in the GML. Subtraction of the 

magnitude second echo from the magnitude first one produces high 
positive contrast for WMmyelin but negative contrast for the GM (b). 
IR-UTE imaging of the brain in a healthy volunteer with TEs of 8 μs (c) 
and 2.2 ms (d) as well as the echo subtraction image with a positive 
myelin signal (short thick arrows) in the WM and a negative myelin 
signal in the GM (long thick arrows) (e). Rubber (long thin arrow) and 
pads (arrow heads) have short T2s and are readily seen with the UTE 
images (c and e) but are invisible on the second echo image (d)

echo image from the first one provides myelin imaging with 
optimal suppression of WML and GML. Different subjects 
may have different TInulls due to the T1 variations among 
volunteers and patients. Even different regions within the 
same brain may have significant T1 variations. T1 variation 
across the different brain regions or due to aging or patho-
logical changes is a major challenge in single IR-UTE 
imaging where the optimal nulling point cannot be achieved 
for all brain regions, leading to significant long-T2 signal 
contamination. The DESIRE-UTE sequence addresses this 
challenge and minimizes water signal contamination, thus 
providing more accurate myelin mapping across the whole 
brain [40]. DESIRE-UTE imaging of the brain of a healthy 
volunteer is shown in Fig. 40.7a–d. The normalized signal 
intensity curves for a region of interest (ROI) drawn in a 
WM region (yellow circle) for both the first echo image and 
the second echo image, respectively, are also displayed 
(Fig.  40.7e). The TInull for WML can be accurately deter-

mined by choosing the signal nulling point for the second 
echo (Nimg = 26 in this case), as indicated by the arrow. The 
dual- echo images and the corresponding subtraction images 
close to the WML nulling point are also displayed. A Nimg of 
26 provides the highest myelin contrast with the most com-
plete water suppression. For shorter TIs (i.e., Nimg < 26), a 
lower myelin signal is observed because of the cancelation 
of positive magnetization from myelin and negative magne-
tization from WML. For longer TIs (i.e., Nimg > 26), a higher 
myelin signal is observed because of the residual positive 
magnetization from WML, which adds to that of myelin, 
leading to a higher signal level. DESIRE-UTE detected 
myelin loss in MS lesions ex  vivo and in  vivo that have 
been shown with clinical T1- and T2-weighted sequences, 
respectively [40]. Histological validation of quantitative 
myelin loss and clinical evaluation of the 3D DESIRE-UTE 
technique for volumetric myelin mapping remain to be 
investigated.
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Fig. 40.7 The DESIRE-UTE 
contrast mechanism (a), in 
which a single adiabatic 
inversion pulse is followed by 
a train of 3D dual-echo UTE 
spokes (N). A sliding window 
reconstruction technique is 
used to generate a series of 
images with gradually 
increasing TIs. Spokes within 
a window size are used to 
generate a single image. The 
window starts at the 
beginning and slides forward 
one spoke each time to 
generate a new image. The 
spokes are randomly ordered 
for data sampling to ensure 
that each group of spokes is 
uniformly distributed in the 
k-space. Selected 3D 
DESIRE-UTE images of the 
brain of a healthy volunteer 
for the first echo (Echo1) (b), 
the second echo (Echo2) (c), 
the echo subtraction images 
(d), and the signal intensity 
curves as a function of the 
reconstructed DESIRE-UTE 
image numbers 
(corresponding to different 
TIs) for an ROI in the WM for 
the first echo (red curve) and 
the second echo (green curve) 
(e). Selective myelin images 
are achieved when the second 
echo signal reaches the 
minimum (complete nulling 
of long-T2 signal 
components). (Reproduced 
with permission from Ma 
et al. [40])

 Short TR Adiabatic Inversion Recovery UTE 
(STAIR-UTE)

In this approach (Fig.  40.8a), a short TR and a high flip 
angle are used together with 3D IR-UTE imaging [38]. It is 
similar to regular IR-UTE imaging, but the TR is kept as 
short as possible and the flip angle is kept as high as possible 
within limits imposed by the specific absorption rate (SAR) 

allowed for clinical imaging. The use of an extremely short 
TR and TI combination maximizes the suppression of sig-
nals from long-T2 tissues with T1s greater than a threshold 
[38]. This is extremely important as the brain WM and GM 
have various water components, including intra/extracellu-
lar water (T2  ~  40–130  ms, T1  ~  800–1800  ms), myelin-
bound water (or myelin water, T2 ~ 10–20 ms, T1 ~ 200 ms), 
and CSF (T2 > 200 ms, T1 > 3000 ms), all of which have 
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Fig. 40.8 The 3D STAIR-UTE sequence uses a short TR (e.g., 
TR  ~  150  ms or shorter) and a short TI (e.g., ~64  ms) to suppress 
long-T2 signals (a). Its efficacy is demonstrated by STAIR-UTE 
imaging of the brain in a 29-year-old volunteer with TEs of 0.032 (b), 

0.1 (c), 0.3 (d), and 2.2 ms (e) as well as by exponential fitting of the 
STAIR-UTE signal for the WM, which shows a T2* of 0.22 ± 0.01 ms 
(f), consistent with effective long-T2 signal suppression. (Reproduced 
with permission from Ma et al. [38])

higher proton densities than myelin [53–56]. The various 
water components in the normal-appearing white matter 
(NAWM), normal- appearing gray matter (NAGM), and 
lesions have an even wider range of T1s due to pathology, 
which make it difficult to null all water signals using a sin-
gle inversion pulse when regular IR-UTE imaging is used. 
By shortening the TR, the nulling points for different T1s 
approach each other, making it possible to suppress all water 
components above a certain minimum T1. Numerical simu-
lation shows that efficient water signal suppression can be 
achieved with TRs shorter than 150 ms [38]. The highest flip 
angle allowed by SAR requirements should be used in 
STAIR-UTE imaging as myelin has a shorter T1 than water 
components, and T1 weighting increases myelin contrast 
[52]. Multiple spokes can be acquired after each adiabatic 
inversion pulse to speed up data acquisition. This provides 
fast volumetric imaging of myelin across the whole brain. 
Figure 40.8b–f shows selected 3D STAIR-UTE images of 
the brain in a 29-year-old female volunteer at different TEs 
[38]. Long-T2 water signals from the WM, GM, and CSF are 
all efficiently suppressed, leaving ultrashort-T2* signals 
from the skull and nonaqueous myelin protons to be 
detected. The excellent single-component exponential fit-
ting of the STAIR-UTE signal decay shows an ultrashort 
T2* of 0.22 ± 0.01 ms, which is extremely close to the T2*s 
of lyophilized myelin powder and intact myelin vesicles, 
suggesting that myelin is being selectively imaged [38].

 Hybrid Filling Zero Echo Time (HYFI-ZTE)

In this approach (Fig.  40.9a), ZTE with multiple radial 
readouts at full and lowered gradient strengths and single- 
point imaging (SPI) strategies are combined to efficiently 
sample 3D k-space with a minimized timing delay [44]. 

Maximal short-T2 sensitivity is achieved by performing RF 
excitation only after ramping up the readout gradient. The 
central k-space data missed during the RF dead-time are 
filled with the hybrid filling (HYFI) strategy, which uses a 
combination of multiple radial readouts at a lowered gradi-
ent strength and SPI. Figure 40.9b, c further illustrates the 
time of acquisition for different k-space radii. The extremely 
central k-space data are acquired with SPI after a Δt or TE 
of 15 μs. Later acquisition is allowed within a certain dura-
tion tacq during the radial HYFI parts. The ZTE data are 
collected during an acquisition range Tk at full gradient 
strength G. The HYFI strategy improves the scan efficiency 
in ZTE imaging with large dead-time gaps for direct imag-
ing of myelin. Two HYFI datasets can be acquired with TEs 
of 15 μs and 460 μs, respectively. Subtraction of the two 
sets of data provides excellent long-T2 signal suppression 
and creates high contrast for myelin. Figure 40.9d shows 
in vivo myelin images of a healthy volunteer, in which high 
contrast imaging of myelin is achieved by subtracting the 
HYFI-ZTE images with a TE of 460 μs from those with a 
TE of 15 μs. Short-T2 blurring is minimized using a high-
performance gradient insert with an extremely high slew 
rate of 600 mT/m/ms and a maximum gradient amplitude 
of 200 mT/m [44]. A challenge in HYFI-ZTE imaging of 
myelin lies in potential signal contamination from short-T2 
water components (e.g., myelin water, which has a rela-
tively short T2* and T1). Myelin water may experience sig-
nificant signal decay during the longer TE, leading to signal 
contamination in the subtraction images. The HYFI-ZTE 
sequence may also be sensitive to B1 inhomogeneity, lead-
ing to spatially dependent myelin water signal contamina-
tion. More myelin water contamination is expected in 
regions with stronger B1s and thus higher HYFI-ZTE signal 
intensity. Long-T2 suppression schemes, especially adia-
batic IR preparation such as DESIRE or STAIR, can be 
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Fig. 40.9 The HYFI-ZTE sequence. This employs a short RF pulse for 
signal excitation after the readout gradient of amplitude up to 200 mT/m 
to minimize short-T2 decay (a). Additional data for the central k-space 
locations missed during the RF dead-time between excitation and 
acquisition are efficiently collected with a combination of multiple 
radial acquisitions at lower gradient strength and SPI (b), where the 
time of acquisition t of the data is plotted as a function of the k-space 
radius k. Radial center-out encoding is performed, and data are acquired 
at the earliest time possible after the RF dead-time Δt. Data missed dur-
ing Δt (yellow-shaded range, dashed lines) lead to a gap in the central 
k-space, which is filled with multiple sets of ZTE readouts of decreas-
ing gradient amplitudes followed by SPI readouts at the very center. 
The acquisition duration tacq of HYFI (gray-shaded region) is chosen 
based on a compromise between scan efficiency and the maximum 
decay acceptable for a targeted short T2. The sampling duration Tk is an 

indicator of the resolution loss expected for a given T2. A diagram of the 
k-space acquisition pattern is illustrated in panel (c), where colors indi-
cate the different parts of the acquisition described in panel (b). In vivo 
imaging of ultrashort-T2 tissue components in the human brain using 
the hybrid filling (HYFI) technique with TEs of 15  μs and 460  μs, 
respectively, and the subtraction images are shown in panel (d). The 
images acquired with a TE of 15 μs and a short acquisition range of 
29 μs show little GM–WM contrast. A longer TE of 460 μs leads to a 
visibly reduced signal in the WM.  Subtraction of the two datasets 
largely removes the long-T2 signal and shows predominantly ultrashort-
T2 components (presumably myelin) with clear contrast between the 
GM and WM. Other short-T2 signals visible in the images are from the 
skull, skin, and earmuffs. (Reproduced with permission from Weiger 
et al. [44])

combined with HYFI- ZTE for more robust suppression of 
long-T2 signals and so potentially reduce water signal 
contamination.

 Inversion Recovery Interleaved Hybrid 
Encoding (IR-IHE)

In this approach (Fig. 40.10a–c), dual-echo hybrid encoding 
datasets are acquired following a long adiabatic pulse prepa-
ration [57]. In hybrid encoding, readout gradients are applied 
before the RF coil dead-time to optimize the encoding time. 
The missing k-space due to the dead-time (blind time during 
RF transmit/receive switching) is filled by utilizing the SPI 
strategy. Zero gradient excitation-based hybrid encoding is 
employed to allow slab selection to reduce aliasing/streaking 
artifacts, utilizing a Shinnar–Le Roux pulse (pulse 
width = 1132 μs, bandwidth = 16 kHz) with minimum phase, 
isodelay, and variable-rate selective excitation (VERSE) spe-
cially designed for UTE imaging [58]. Due to the long scan 
time associated with 3D UTE imaging of myelin with effi-
cient long-T2 signal suppression, it is essential to acquire 

multiple spokes after each inversion pulse preparation for 
time-efficient data acquisition. However, there is a trade-off 
in this approach as the myelin image contrast is degraded due 
to spokes acquired at suboptimal TIs for WM signal suppres-
sion. A strategy of interleaving SPI encodings between radial 
frequency encodings is employed to address this issue. In 
conventional hybrid encoding techniques such as pointwise 
encoding time reduction with radial acquisition (PETRA) 
[59] and ramped hybrid encoding (RHE) [60], the radial fre-
quency encoding and the SPI encoding are performed sepa-
rately, one after the other. However, this approach is not 
suitable for multispoke IR imaging because the central 
k-space is encoded by SPI, which may significantly compro-
mise the myelin contrast due to using suboptimal TIs. The 
IR-IHE approach addresses this limitation by interleaving 
SPI encodings in the time slot near the optimal TI so that the 
data in the central region of the k-space are acquired with the 
best nulling TIs. As a result, the IR-IHE sequence provides 
more efficient suppression of the long-T2 water signals. 
Figure  40.10d shows a comparison between regular 
IR-prepared hybrid encoding (IR-HE) and IR-IHE imaging 
in a 30-year-old male volunteer [57]. The strategy of inter-
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Fig. 40.10 The IR-IHE sequence employs an adiabatic inversion pulse 
for long-T2 signal suppression, followed by interleaved multispoke 
sampling (a), with dual-echo hybrid encoding used for data sampling 
(b). The central k-space is sampled with the SPI strategy, and the outer 
k-space is sampled with radial frequency encoding (c). The SPI encod-
ing is interleaved near the optimal TI for more efficient suppression of 

signals from long-T2 WM. IR-HE and IR-IHE imaging of a 30-year-old 
healthy male volunteer with a first TE of 70 μs and a second TE of 
1.87 ms and echo subtraction that shows the efficacy of interleaving SPI 
encoding in reducing water contamination and imaging artifacts, 
thereby improving myelin contrast (d). (Reproduced with permission 
from Jang et al. [57])

leaving SPI in the IR-IHE dramatically improves the myelin 
contrast as can be seen in the zoomed-in view, with the con-
trast-to-noise ratio (CNR) between myelin and the surround-
ing tissues more than doubled. This improvement has been 
confirmed by computer simulation [57]. The IR-IHE 
sequence also provides high contrast imaging of myelin loss 
in patients with MS in lesions identified with clinical magne-
tization-prepared rapid gradient echo (MP-RAGE) and T2-
weighted fluid attenuated IR (T2-FLAIR) sequences [57].

 UTE Imaging of Myelin: Further Validation

 Animal Validation Study

Cuprizone treatment provides a frequently used toxicant- 
induced model of MS [61]. Cuprizone causes rapid demye-
lination and gliosis or rapid proliferation of glia subtypes 
when administered orally in mice. The cuprizone mouse 
model captures several aspects of MS pathology and bypasses 
the autoimmune component present in other preclinical 

models. In the model used in this study, male C57BL/6 mice 
at 6–9 weeks of age were fed a diet of chow mixed with 0.2% 
cuprizone over the course of 6 weeks. Acute demyelination 
was observed in the corpus callosum by the third week. 
Demyelination reached a maximum in the sixth week. When 
mice were returned to a normal diet, robust remyelination 
occurred in the corpus callosum, and this reached comple-
tion after ~4 weeks. The cuprizone mouse model has been 
widely used to study demyelination and remyelination in 
MS. In a preliminary study, six C57BL/6 mice, three treated 
with 0.2% cuprizone chow for 5 weeks and three controls, 
were scanned with conventional 2D T2- FSE and 3D IR-UTE 
sequences on a Bruker 7 T scanner. Advanced Normalization 
Tools (ANTs) were used to create a common template from 
the control brains [62]. The treated brains were registered to 
this common template. Figure 40.11a–c shows coronal 2D 
T2-FSE and 3D IR-UTE imaging of a control mouse. The 
cortical bone in the skull and myelin in the WM are depicted 
with a high signal and contrast on IR-UTE imaging but are 
“invisible” in conventional FSE imaging. Figure  40.11d–f 
shows the registered naïve littermates and 5-week cuprizone-
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Fig. 40.11 A C57BL/6 mouse imaged with T2-FSE (a), IR-UTE 
sequences at a TE of 0.020 ms (b) and 2 ms (windowed 10×) (c), where 
myelin (arrows) signals dropped to the noise level. The mean IR-UTE 
signal from untreated (d) and cuprizone-treated (e) mice. The IR-UTE 

images were registered to a common template (f). Coronal images at the 
level of splenium corpus callosum (d–f) show obvious myelin loss in 
treated mice as confirmed by Luxol fast blue (LFB) staining (results not 
shown)

treated mice, demonstrating obvious loss of myelin in treated 
mice, as confirmed by histology (results not shown). These 
results show that 3D IR-UTE sequences can directly image 
myelin and detect its loss in mice.

 Cadaveric Human Brain Validation Study

UTE imaging of myelin was further validated on a cadav-
eric human head (a 45-year-old male donor) obtained from 
a nonprofit whole-body donation company (United Tissue 
Network, Phoenix, AZ, USA). The head specimen was ini-
tially stored at −80 °C, thawed in water at 4 °C overnight, 
and then thawed for 18  hours in gently agitated water at 
room temperature before the MRI examination. The whole 
head was then scanned with conventional clinical magneti-
zation prepared rapid gradient echo (MP-RAGE) and T2-
FSE as well as 3D IR-UTE sequences. After MRI, the 
specimen was refrozen at −80 °C and then cut into 1.0-cm 
axial sections using a band saw (B16, Butcher Boy 

Machines, Selmer, TN, USA). ROIs were identified on 
review of the MR images, located on the gross slice of 
brain, and resected. Samples were fixed in zinc formalin 
(Anatech, Battle Creek, MI) for 1  week, paraffin-embed-
ded, and sectioned at 5- and 10-μm thicknesses. Slides 
were stained overnight in LFB at 60 °C and briefly counter-
stained with neutral red. Figure 40.12 shows comparisons 
of selected clinical and 3D IR-UTE images of this MS 
brain specimen [41]. The bright signals in 3D IR-UTE 
images have T2*s around ~0.20 ms, which is close to the 
T2* of myelin powder phantoms shown in Fig.  40.1 and 
intact myelin vesicles shown in Fig. 40.2, suggesting that 
the signal source is from nonaqueous myelin protons. MS 
lesions identified in the MP-RAGE and T2-FSE images 
show myelin signal loss in the corresponding regions on the 
IR-UTE images, with representative lesions subsequently 
confirmed by histology as demyelinated (Fig.  40.12b). 
Similar results have also been confirmed with 3D DESIRE-
UTE and STAIR-UTE imaging, showing that myelin can be 
selectively imaged ex vivo.

40 Ultrashort Echo Time Magnetic Resonance Imaging of Myelin in Multiple Sclerosis



504
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Fig. 40.12 A brain specimen from a 45-year-old male donor with con-
firmed MS was scanned using clinical T1-weighted MP-RAGE, T2- 
weighted FSE, and 3D IR-UTE sequences (a). The 3D IR-UTE 
sequence shows signal loss in the MS lesion (yellow arrows). Tissue 
blocks used for histology were chosen based on 3D MP-RAGE images, 
at sites where MS lesions and NAWM could be accurately located. 
Representative histological images of a sample MS lesion using LFB as 

a myelin stain, counterstained with neutral red, are shown in panel (b). 
The three histological images from top to bottom were obtained from 
locations indicated by the red arrowheads from top to bottom in the 
respective 3D IR-UTE images, corresponding to regions of the NAWM 
(top), lesion edge (middle), and within the lesion (bottom), with specific 
loss of myelin demonstrated in the MS lesion (b). (Reproduced with 
permission from Ma et al. [41])

 UTE Imaging of Myelin in Multiple Sclerosis

 Morphological UTE Imaging of Myelin 
in Multiple Sclerosis

MRI is of paramount importance for imaging in MS due to 
its high diagnostic performance in detecting lesions, moni-
toring disease progression, and evaluating treatment effects 
[19]. In the routine clinical setting, T2-weighted fluid attenu-
ated IR (T2-FLAIR), T2-weighted FSE, and T1- weighted 
MP-RAGE sequences are used for detecting focal WM 
lesions in MS [3–5]. MS mainly presents with multiple focal 
lesions with a low signal on T1-weighted MP-RAGE images 
and a high signal on T2-FLAIR and T2-weighted FSE images. 
Figure 40.13 shows representative clinical and 2D IR-UTE 
images of the brain from a 28-year-old female donor with 
confirmed MS. Areas of the NAWM show a high signal on 
the 2D IR-UTE subtracted images, and areas of presumed 
myelin loss show a low signal. Lesions seen on the 2D 
IR-UTE images correspond to hyperintense areas on conven-
tional T2-weighted FSE images or hypointense areas on 
MP-RAGE images. However, some lesions show more 
extensive changes on 2D IR-UTE images with abnormalities 
(partial demyelination) extending into the NAWM (e.g., 
thick arrow). These regions appear normal on MP-RAGE 
and T2-FSE images and could only be detected with the 
IR-UTE sequence.

Figure 40.14 shows clinical MP-RAGE and T2-FLAIR 
images as well as 3D IR-UTE images in two representative 
MS patients [41]. Myelin signal loss in MS lesions shows as 
a high signal in T2-FLAIR images but a low signal in 

MP-RAGE and 3D IR-UTE images. Compared to the 
MP-RAGE images, the 3D IR-UTE images show higher 
contrast and specificity for myelin, as all water components 
are well suppressed by the adiabatic inversion pulse.

More robust myelin imaging can be achieved with the 
DESIRE-UTE and STAIR-UTE sequences, where water 
components with varied T1s can be more efficiently sup-
pressed than with the single adiabatic IR-prepared UTE 
sequence. Figure 40.15 shows representative MP-RAGE, T2- 
FLAIR, and DESIRE-UTE images of a 45-year-old patient 
with MS [40]. The DESIRE-UTE sequence provides 
extremely high contrast for myelin with excellent water sup-
pression. Selective myelin imaging can be achieved even in 
regions with varying T1s due to pathology (e.g., edema and 
iron deposition). MS lesions outlined in yellow circles can be 
easily identified. The normalized DESIRE-UTE signal for 
the NAWM is about four times higher than that for MS 
lesions, which is consistent with myelin loss in the lesions. 
High contrast myelin imaging can also be achieved with the 
3D STAIR-UTE sequence, which provides robust volumetric 
myelin mapping across the whole brain.

 Quantitative UTE Imaging of Myelin in Multiple 
Sclerosis

The myelin signal intensity derived from IR-, DESIRE-, or 
STAIR-UTE imaging can be used as a biomarker for evalu-
ating MS lesions. In a study of 12 MS patients and 12 
healthy controls, UTE and T2-FLAIR signal measurements 
indicate excellent reproducibility with intraclass correlation 
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Fig. 40.13 An MS brain from a 28-year-old female donor was imaged 
with the 2D PD-FSE (a), 2D T2-FSE (b), 3D MP-RAGE (c), and 2D 
IR-UTE sequences (d). Lesions (thin arrows) are hypointense with 
MP-RAGE, hyperintense with FSE, and low signal with IR-UTE. Partial 

demyelination (thick arrow) is only seen with IR-UTE but not clinical 
FSE and MP-RAGE sequences. (Reproduced with permission from 
Sheth et al. [36])

MP-RAGE CUBE-FLAIR IR-UTE-Cones

a b c

d e f

Fig. 40.14 Clinical T1-weighted MR-RAGE (a, d), T2-weighted 
CUBE-FLAIR (b, e), and 3D IR-UTE (c, f) imaging of two representa-
tive MS patients, including a 62-year-old female (first row) and a 

62-year-old male (second row). The 3D IR-UTE sequence shows signal 
loss in the MS lesions identified with MP-RAGE and CUBE- FLAIR. 
(Reproduced with permission from Ma et al. [41])

coefficients of 0.965 and 0.947, respectively [41]. The sig-
nal intensity correlation between 3D IR-UTE and T2-FLAIR 
was excellent, with R2  =  0.597 (Fig.  40.16a). Both the 
IR-UTE and T2-FLAIR measurements show significant dif-

ferences in normal white matter (NWM) in healthy volun-
teers and in the NAWM in MS patients, and in MS lesions 
(p < 0.001). This demonstrates that both the 3D IR-UIE and 
clinical T2-FLAIR sequences can detect MS lesions accu-
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Fig. 40.16 Statistical analysis for quantitative signal intensity mea-
surements of the WM acquired with the 3D IR-UTE and clinical T2-
FLAIR sequences, respectively. The signal intensity of the IR-UTE 
image shows a good correlation (R2 = 0.597) with the signal intensity of 
the T2-FLAIR image (a). The measured IR-UTE signals show 
significant difference in the NWM of healthy volunteers and in the 

NAWM of MS patients (P < 0.001) (b), which is not observed in clinical 
T2-FLAIR measurements (P = 0.204) (c). The central mark in boxplots 
(b, c) indicates the median, and the bottom and top edges of the boxes 
indicate the 25th and 75th percentiles, respectively. The “+” symbol 
refers to outliers. (Reproduced with permission from Ma et al. [41])

a b c

Fig. 40.15 A 45-year-old MS patient imaged with the clinical 
MP-RAGE (a), T2-FLAIR (b), and 3D DESIRE-UTE (c) sequences. 
MS lesions outlined with ellipses on the MP-RAGE and T2-FLAIR 

images are shown as signal voids on DESIRE-UTE images, consistent 
with myelin loss. (Reproduced with permission from Ma et al.[40])

rately. The signal intensity showed no statistically signifi-
cant difference in T2-FLAIR images between the NWM of 
healthy volunteers and the NAWM of MS patients 
(p = 0.204) (Fig. 40.16c). In comparison, the 3D IR-UTE 
signal intensity showed a significant difference between the 
two groups (p  < 0.001) (Fig.  40.16b). These results show 
that the 3D IR-UTE sequence provides more useful infor-
mation in the early detection of demyelination in MS 
patients compared with the conventional clinical T2-FLAIR 
sequence.

More accurate myelin density maps can be generated by 
comparing the IR-, DESIRE-, or STAIR-UTE signal with 
that of a calibration phantom after correction for T1, T2

*, and 
coil sensitivity effects [35–41]. The phantom can be a piece 
of rubber eraser or water doped with D2O and MnCl2 so that 
its T2* is approximately that of myelin, minimizing errors 
due to signal loss during RF excitation and sampling. 
Figure  40.17 shows STAIR-UTE results in a 69-year-old 
female patient with MS. Clinical MP-RAGE and T2-FLAIR 
images are also shown for comparison [39]. Lesions detected 

with the two clinical sequences show signal loss on the 
STAIR-UTE first echo images as well as the magnitude and 
complex echo subtracted images (Fig. 40.17c–e). Both GM 
and MS lesions show higher contrast on the magnitude first 
echo images and the magnitude echo subtracted images 
compared with the complex echo subtracted images. 
Although complex echo subtraction showed the lowest 
image contrast, it is the most accurate method for ultrashort-
T2 quantification because of its minimal water contamina-
tion, as confirmed by numerical simulations [39].

Figure 40.18a–d shows 3D STAIR-UTE myelin PD maps 
in a healthy 28-year-old female volunteer. The NWM has a 
myelin PD of ~9  mol/L, whereas the normal gray matter 
(NGM) has a myelin PD of ~5 mol/L, largely consistent with 
the literature. Also shown are myelin PD maps in a 45-year- 
old female MS patient. Myelin loss in the lesions is obvious. 
However, there is also widespread myelin loss across the 
whole brain in the NAWM, suggesting that a systematic eval-
uation of MS should not solely focus on the focal lesions but 
also include the NAWM elsewhere in the brain.
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Fig. 40.17 Representative MP-RAGE (a), T2-FLAIR (b), and STAIR- 
UTE (c–e) images of a 69-year-old female patient with MS. MS lesions 
(yellow arrows) appeared hypointense on the MP-RAGE image and 
hyperintense on the T2-FLAIR image. The lesions also show signal loss 

on the magnitude images in the first echo images (c), magnitude echo 
subtracted images (d), and complex echo subtracted images (e) derived 
from the STAIR-UTE sequence. (Reproduced with permission from 
Ma et al. [39])
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Fig. 40.18 Selected myelin PD maps in the WM and GM are generated from 3D STAIR-UTE imaging of a 28-year-old female healthy volunteer 
(a–c) and a 45-year-old female MS patient (d–f). Reduced myelin density is observed in the brain of the MS patient

More recently, Ma et  al. have introduced a novel bio-
marker called ultrashort-T2 proton fraction (USPF) to calcu-
late myelin PD [39]. USPF is defined as the voxel-based 
ratio of the transverse magnetization of the ultrashort-T2 
component (presumably myelin) to the total transverse mag-
netization of the brain. The ultrashort-T2 signal intensity map 

and an image with both ultrashort-T2 components and water 
signals present (i.e., without long-T2 signal suppression) are 
produced to generate an USPF map. The ultrashort-T2 signal 
is derived from STAIR-UTE imaging where the detected sig-
nal is from myelin. The total image signal is derived from 
UTE imaging where the detected signal is from both myelin 
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Fig. 40.19 Statistical analysis for STAIR-UTE-based USPF measure-
ment. A lower mean USPF of 5.7  ±  0.7% is seen in lesions in MS 
patients compared with 8.9 ± 0.6% for the NWM in healthy volunteers 
(p < 0.0001). A mean USPF value of 5.9 ± 0.3% is seen in the NGM in 
healthy volunteers. The central mark in each boxplot indicates the 
median, whereas the bottom and top edges of each box indicate the 25th 
and 75th percentiles, respectively. (Reproduced with permission from 
Ma et al. [39])

and water components. In a representative normal brain (a 
21-year-old male volunteer), USPF values range from 3.1% 
for the GM to 11.5% for the WM, which are consistent with 
the reported values of ~10% for the WM [39]. In preliminary 
test–retest experiments (three repeated scans), the maximum 
USPF difference ratio in WM regions (i.e., the left and right 
centrum semiovale, subcortical WM and periventricular 
region, and the splenium and genu of the corpus callosum) 
was less than 2%, demonstrating excellent repeatability of 
this technique [39]. Figure 40.19 shows a lower mean USPF 
value of 5.7 ± 0.7% for the lesions in four MS patients (49–
69 years of age, all females) than that of 8.9 ± 0.6% for the 
NWM in four healthy volunteers (21–47 years of age, three 
males, one female) [39]. The normal gray matter (NGM) has 
a mean USPF value of 5.9 ± 0.3%. All the mean USPF dif-
ferences were statistically significant (p  <  0.0001). These 
results suggest that the STAIR-UTE-measured USPF is a 
useful biomarker for determining the ultrashort-T2 content in 
MS lesions. The clinical significance remains to be investi-
gated for MS diagnosis and treatment monitoring.

 Conclusions

Myelin integrity is of critical importance for the normal 
functioning of the nervous system. It is important to develop 
advanced MRI techniques to directly measure myelin con-
tent and its MR properties such as T1 and T2* relaxation 
times. UTE-based techniques can directly detect signals 
from nonaqueous myelin protons, as supported by the series 

of myelin phantom studies. Advanced long-T2 suppression 
techniques, especially the IR-based DESIRE-UTE and 
STAIR-UTE techniques, provide effective suppression of 
signals from various water components in the brain. This 
allows whole-brain myelin mapping, as evidenced by the 
animal and cadaveric human brain studies with histological 
confirmation. In vivo whole-brain myelin mapping is also 
feasible with the IR-UTE, DESIRE-UTE, and STAIR-UTE 
sequences. Measured myelin T2*s are close to those of 
myelin phantoms and intact myelin vesicles, further demon-
strating the signal source from nonaqueous myelin protons 
rather than water components. Reduced myelin signal and 
myelin density as well as USPF are observed in MS lesions, 
consistent with clinical findings. However, UTE-based mea-
surements are more specific to myelin than are conventional 
MRI measurements as the signal is directly received from 
myelin. Other UTE-type sequences, such as ZTE [47, 63], 
PETRA [59], RHE [57], sweep imaging with Fourier trans-
formation (SWIFT) [64], SPI, and HYFI [44], can also be 
used for direct imaging of myelin when appropriate contrast 
mechanisms are employed to suppress signals from water 
components.

There are no imaging biomarkers currently in clinical use 
that demonstrate high sensitivity or specificity for myelin or 
have strong correlations with the clinical features of MS 
[11–16, 65]. This highlights the importance and need to 
develop novel direct imaging techniques for myelin. 
Furthermore, remyelination therapy is one of the principal 
focuses of current treatments in MS [65–68]. There are more 
than 20 ongoing clinical trials of remyelination treatments, 
which have been detailed in a recent comprehensive review 
by Cunniffe et al. [67]. UTE-type direct imaging techniques 
can potentially provide more accurate evaluation of demye-
lination and remyelination as well as partial myelin loss and 
myelin regeneration and so provide more accurate diagnosis 
and treatment monitoring of MS. Finally, UTE- type imaging 
sequences may also play an important role in the diagnosis 
and management of not only MS but also other neurological 
diseases, including Alzheimer’s disease [69], Parkinson’s 
disease [70], traumatic brain injury [71], epilepsy [72], and 
Huntington’s disease [73].
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41Myelin Bilayer Imaging

Emily Louise Baadsvik and Markus Weiger

 Introduction

After the advent of magnetic resonance imaging (MRI) in 
the 1970s, the modality quickly gained momentum for the 
diagnostic workup and therapeutic monitoring of patients. 
By the early 1980s, it was clear that MRI offered significant 
advantages over computed tomography (CT) in detecting 
brain pathology due to its superior soft tissue contrast [1]. 
These advantages were particularly relevant in the evaluation 
of demyelinating disorders such as multiple sclerosis (MS), 
in which the insulating sheath surrounding axons is damaged 
or lost [2, 3]. By the end of the 1980s, MRI was the preferred 
imaging technique for the diagnosis of diseases of this type 
[4].

Initially, MRI techniques employing inversion recovery, 
spin echo, and gradient echo sequences were used to gener-
ate myelin-related contrast based on differences in the relax-
ation times T1 and T2 [5]. However, the resulting contrast was 
not specific for demyelination because other pathologies 
such as edema, infarction, and inflammation produced simi-
lar contrast [4]. This low specificity for myelin prompted 
exploration of alternative MRI techniques that would pro-
vide greater certainty in evaluating myelin integrity.

A critical obstacle to myelin-specific MRI was the 
extremely rapid T2 decay of magnetic resonance (MR) sig-
nals originating from the myelin lipid–protein bilayer itself. 
These signals could not be captured with the imaging sys-
tems available during the infancy of myelin MRI. To address 
this problem, techniques for accessing myelin content or 
intactness through myelin-related properties of water signals 
were developed, most notably relaxation-, magnetization 
transfer-, and diffusion-based methods [6].

In parallel to the progress of “indirect” myelin imaging 
techniques (i.e., those based on water signal measurements), 
the field of short-T2 imaging has advanced significantly [7], 

warranting reconsideration of the prospects for direct imag-
ing of myelin (i.e., myelin bilayer imaging). In this chapter, 
we introduce the various features of myelin bilayer imaging 
and summarize the current state of research in this field. 
Furthermore, we address the potential role of myelin bilayer 
imaging in clinical and research settings, albeit with reserva-
tions about drawing conclusions at this early stage in the 
development of the technique.

This chapter is divided into three parts: The first part (see 
section “Background and Fundamental Concepts”) provides 
a general overview of myelin and covers the main aspects of 
myelin MRI, including myelin bilayer signal behavior. It 
then delves into the fundamental concepts of short-T2 imag-
ing and associated hardware considerations and concludes 
with a discussion about the applicability of short-T2 imaging 
techniques to visualize the myelin bilayer. The second part 
(see section “Current State of Myelin Bilayer Imaging”) cov-
ers the current state of myelin bilayer imaging. The third part 
(see section “Future Directions”) presents an outlook on the 
future of myelin bilayer imaging and, in particular, how such 
methods could fit in with the existing arsenal of MRI 
techniques.

 Background and Fundamental Concepts

 Myelin

 Function and Overview
The nervous system consists of a network of neurons that 
communicate with each other by sending electrical impulses 
along connecting fibers known as axons. In vertebrates, 
axons are often surrounded by an insulating layer known as 
myelin, which increases the conduction velocity of the elec-
trical impulses and decreases energy expenditure. Myelin 
achieves these favorable properties by altering the electrical 
environment of the axon so that instead of the impulses trav-
eling along the fiber in a continuous manner, they jump 
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between unmyelinated focal points called the nodes of 
Ranvier (a mechanism known as saltatory conduction) [8].

The nervous system is split into two parts, the central ner-
vous system (CNS), comprising the brain and spinal cord, 
and the peripheral nervous system (PNS), comprising periph-
eral nerves, which constitute a relay between the CNS and 
the body. Both the CNS and the PNS contain myelin, but the 
myelination processes, chemical composition, and cell types 
vary between the two parts [9, 10]. In the present context, we 
limit our considerations to CNS myelin.

The CNS can be classified into white matter (WM) and 
gray matter (GM). GM mostly consists of neuronal cell 
bodies and contains only small amounts of myelin, 
whereas WM is rich in myelin (50% of dry weight), and 
this is responsible for its “white” macroanatomical 
appearance [9].

CNS myelin is a tightly compacted extension of the cell 
membrane of oligodendrocytes. The oligodendrocyte mem-
brane wraps concentrically around the axon, trapping layers 
of intra- and extracellular water between layers of the mem-
brane. Several proteins are involved in this process [11], and 
the end product is a myelin sheath consisting of trapped 
water pools collectively referred to as myelin water as well 
as a characteristic lipid–protein bilayer [6, 12]. A schematic 
of CNS myelin is provided in Fig. 41.1.

 Role in CNS Disorders
Damage to myelin (demyelination) and errors in the devel-
opment of myelin (dysmyelination) can disrupt the efficient 

transmission of electrical impulses between neurons [8]. 
Consequently, myelin disorders are frequently associated 
with clinical disability in affected individuals [13, 14].

One of the most prominent myelin disorders is MS, with 
more than 2.8 million cases reported worldwide in 2020 
[15]. Many people with MS suffer from progressive motor 
and cognitive impairment [14], and MS is a leading cause of 
nontraumatic disability in young adults [16]. The disease is 
characterized by multiple inflammatory and demyelinating 
foci in the CNS known as MS lesions or plaques. MS lesions 
occur most notably in WM, although there is increasing evi-
dence that GM is also commonly affected and that GM 
lesions play an important role in MS disease progression 
[17].

Other, much rarer neuroinflammatory demyelinating dis-
eases of the CNS include acute disseminated encephalomy-
elitis (ADEM), neuromyelitis optica (NMO) [18], viral or 
metabolic demyelinating encephalopathies [19], and inher-
ited disorders (adrenoleukodystrophies) [20]. Furthermore, 
de- or dysmyelination can be associated with common neu-
rological disorders such as Alzheimer’s disease [21], epi-
lepsy [22], and stroke [23], and atypical myelination may 
play a role in mental disorders such as autism [24] and 
schizophrenia [25].

 Composition
The myelin lipid–protein bilayer is distinct from most other 
cell membranes in that it contains an unusually large ratio 
of lipids to proteins: lipids constitute 70–85% of its dry 
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Fig. 41.1 Schematic of CNS myelin (not to scale). (a) GM and WM in 
a coronal view of the brain. (b) A magnified view of a neuron with a 
myelinated axon, including an oligodendrocyte (the myelin- forming 
cell). (c) A cross-sectional view of a myelinated axon segment. (d) A 

magnified view of the myelin sheath showing the lipid bilayer structure 
of the oligodendrocyte membrane and embedded myelin proteins. 
Myelin water compartments (extracellular (ex.) and intracellular (in.)) 
are also shown. Approximate spacings are given in angstroms (Å) [9]
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weight, with proteins making up the remaining 15–30% 
[9]. As for the overall tissue composition, WM consists of 
around 55% lipids and 40% proteins, whereas GM com-
prises around 33% lipids and 55% proteins (all values by 
dry weight). GM has a higher water content (82%) than 
WM (72%), and the myelin sheath has a relatively low 
water content (44%) [26].

Of the total lipid content, myelin contains roughly 
40–45% phospholipids, 30% galactolipids, and 25–30% 
cholesterol. There are no myelin-specific lipids, but the 
lipid most characteristic of myelin is cerebroside. Other 
major lipids include ethanolamine and choline phospho-
glycerides [26].

In contrast to lipids, nearly all myelin proteins are unique 
to myelin. The two most common myelin proteins are pro-
teolipid protein, which accounts for 50% of the total protein 
content, and myelin basic protein, which accounts for 
30–35% of the total protein content. Other myelin proteins 
include myelin-associated glycoprotein and myelin oligo-
dendrocyte glycoprotein [26].

 Myelin MRI

Due to the critical consequences of demyelination and its 
spatially localized manifestations, it is of great interest to 
attain noninvasive access to maps of myelin content, a task 
particularly suited to MRI.

MR users have the option of choosing which nuclei to 
probe as long as the nuclei have nonzero spin. 1H nuclei (i.e., 
protons) are by far the most common choice due to their 
abundance in biological tissues. In myelin MR, 31P nuclei are 
also of relevance due to the high phospholipid content of 
myelin [27, 28], and 13C nuclei have garnered some interest 
due to the central role of carbon in organic compounds [29]. 
However, only 1H methods will be considered here due to the 
scarce usage and general limitations of methods targeting 
other nuclei.

MR signals are produced by exciting spins using a 
radiofrequency (RF) pulse, and, because relaxation mecha-
nisms subsequently return the spins to their equilibrium 
state, the signals have a limited lifetime. In a simplified view, 
MR signals decay exponentially with time constant T2, and 
nuclei in more motionally restricted molecules yield signals 
with shorter T2s. Based on T2 values, 1H MR signals from 
myelin generally fit into two distinctive categories: signals of 
an aqueous origin (relatively weak motional restrictions, i.e., 
long T2) and signals of a nonaqueous origin (relatively strong 
motional restrictions, i.e., short T2).

The distinction between accessing signals of aqueous and 
nonaqueous origins defines the two main categories of 
myelin MRI techniques mentioned earlier, that is, “indirect” 
and “direct” methods, respectively. Indirect myelin imaging 

techniques are not the focus here, and only a brief overview 
of such methods is provided; readers are referred to the 
reviews by Laule et al. [6] and Piredda et al. [30] for details. 
Direct myelin imaging techniques, on the other hand, are the 
topic of this chapter, and this section introduces the MR sig-
nal properties of the myelin bilayer. In addition, the question 
of achievable myelin specificity of indirect and direct myelin 
imaging techniques is discussed.

 Indirect Myelin Imaging Techniques
Signals from protons in the myelin bilayer decay so rapidly 
that they are invisible with standard MRI techniques; instead, 
access to myelin content can be gained through observation 
of water signals. Several MRI contrast options are sensitive 
to myelin in some way, including relaxation, diffusion, sus-
ceptibility, and magnetization transfer.

A popular method for myelin quantification based on the 
detection of water signals is myelin water imaging [31]. Due 
to the tightly compacted structure of the myelin sheath, 
myelin water (i.e., the water trapped between layers of 
myelin bilayer) experiences much stronger motional restric-
tions than free intra- or extracellular water and therefore 
exhibits more rapid relaxation. By observing the signal evo-
lution over time, it is possible to separate the signal compo-
nents based on relaxation times and thus to separate myelin 
water signals from free water signals. Myelin water content, 
the parameter extracted from such experiments, quantifies 
myelin content under the assumption that the two are invari-
ably closely linked.

Another common technique is magnetization transfer 
imaging, in which exchange interactions between aqueous 
and nonaqueous protons modulate water signal intensity, an 
effect dependent on the amount of nonaqueous protons par-
taking in the interaction. In particular, the inhomogeneous 
magnetization transfer imaging method [32] is of interest for 
myelin quantification because the underlying physical model 
offers increased specificity to nonaqueous protons in the 
myelin sheath.

 Myelin Bilayer Signal Properties
Apart from their decay behavior, the signal components in 
MRI are characterized by their chemical shift, that is, their 
resonance frequency with respect to a reference frequency. 
Both properties depend on the immediate chemical environ-
ment of the given nuclei. Consequently, the 1H MR signal 
components of the myelin bilayer represent specific chemi-
cal groups that contain hydrogen nuclei, such as CH2 and 
CH3 groups, rather than entire lipids or proteins.

Myelin lipids yield four signal components [29], proper-
ties of which are provided in Table 41.1. Due to the specific 
configuration of the myelin sheath, its lipid components 
exhibit super-exponential decay (i.e., a super-Lorentzian 
lineshape), which corresponds to a spectrum of T2 values 
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 characterized by the minimum decay component T2,min [33, 
34]. Figure 41.2a–d illustrates the behavior of a single super- 
Lorentzian signal component.

By adding the T2 spectra of the four myelin components 
in Table  41.1 according to their relative contributions (see 
Fig.  41.2e–f), it becomes evident why myelin signals are 

invisible with standard MRI techniques: around 75% of the 
signals exhibit decay constants below 100 μs [35]. In con-
trast, myelin water signals (which are considered to decay 
rapidly compared to free water signals) exhibit T2 values of 
tens of milliseconds [36].

Because proteins comprise significantly less of the total 
myelin content and contain much more chemical heteroge-
neity than lipids [29, 37], myelin protein MR signal compo-
nents have not (to our knowledge) been characterized. That 
said, many of the same chemical groups are involved in both 
lipids and proteins and they experience similar motional 
restrictions; as such, the overall signal behavior of myelin 
proteins is not expected to differ significantly from that of 
myelin lipids.

 The Question of Myelin Specificity
Techniques that probe myelin content through measurements 
of water signals provide increased myelin specificity com-
pared to traditional MRI techniques, but their indirect nature 
inherently puts them at risk of specificity loss should the 
relation between the water-based measure and myelin 

Table 41.1 Signal components of myelin lipids, derived from nuclear 
magnetic resonance (NMR) experiments at 9.4T presented by Wilhelm 
et al. [29]

Component
Relative 
contribution

Decay 
constant 
(T2,min)

Chemical 
shift

General alkyl chain 
methylene protons 
(CH2)

74% 8.6 μs 1.5 ppm

Terminal methyl protons 
(CH3)

12% 30 μs 0.9 ppm

Choline methyl protons 
(CH3)

11% 108 μs 3.2 ppm

Cholesterol alkyl chain 
methylene protons 
(CH2)

2% 265 μs 1.3 ppm
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Fig. 41.2 Properties of the super-Lorentzian line shape (a–d) and T2 
behavior of the myelin bilayer as defined by combining the four super- 
Lorentzian lipid components provided in Table 41.1 (e–f). (a) Time- 
domain decay of a super-Lorentzian (SL) component with a T2,min of 
8 μs (solid line) compared to a Lorentzian (L) component with a T2 of 
8 μs (dashed line). (b) Frequency-domain lineshape of the components 
from panel (a). (c) T2 distribution of the super-Lorentzian component 
from panels (a) and (b). The distribution exhibits peaks at T2,min and 

2T2,min. (d) Cumulative T2 distribution obtained by integrating over the 
data in panel (c), showing the fraction of signals from the component 
that exhibit T2 below a given value. (e) The same as panel (c) but for 
myelin bilayer lipids. It should be noted that the fractions are not com-
parable between panels (c) and (e). (f) The same as panel (d) but for 
myelin bilayer lipids. (Panels (e) and (f) modified with permission from 
Weiger et al. [35])
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 content break down. It is also conceivable that the specificity 
of such techniques is intrinsically suboptimal compared to 
what could be achieved from direct measurement of myelin 
bilayer content.

In native tissue, the myelin bilayer signals are superim-
posed on signals from water protons and non-myelin non-
aqueous protons. There are ways of isolating the nonaqueous 
signals from the water signals [38, 39], but resolving indi-
vidual myelin signal components and separating them from 
potentially similar non-myelin nonaqueous signal compo-
nents is challenging. Ultimately, the success of nonaqueous 
signal component separation strategies will determine the 
achievable myelin specificity of myelin bilayer imaging 
methods.

 Short-T2 Imaging

In order to image rapidly decaying signals such as those 
stemming from the myelin bilayer, there are two funda-
mental requirements that must be met. The first and most 
obvious is that the signals must be captured during their 
lifetimes. Early signal capture translates to comparatively 
strong signals and, consequently, higher sensitivity to the 
signal source, which ideally is the tissue of interest. The 
second requirement is that the acquisition range (Tk), 
defined as the range in time after excitation over which 
the data are collected, must be sufficiently short in rela-
tion to the T2s of the signals. Capturing rapidly decaying 
signals without adequate encoding speed leads to image 
blurring, which can seriously degrade image resolution 
and counteract the benefit of capturing the signals in the 
first place.

In this section, we cover the concepts of signal capture, 
spatial encoding, and data acquisition in the context of short-
 T2 MRI. In essence, these topics concern the timing of the 
imaging sequence and associated hardware requirements. 
For a more extensive discussion of the concepts covered here 
and short-T2 imaging in general, we refer the reader to the 
review by Weiger and Pruessmann [7].

 Signal Capture

Sequence
In order to capture rapidly decaying signals, it is imperative 
that the imaging sequence allows the signal readout to start 
as soon as possible after signal generation. That is, data 
acquisition should follow RF excitation with minimal delay, 
targeting a minimal value for the echo time (TE).

This strict timing requirement has several implications. 
First, there is limited time to prepare magnetization between 
excitation and readout, and standard procedures like slice 

selection and phase encoding should therefore be avoided. 
Hence, short-T2 imaging sequences are usually three- 
dimensional (3D), and some of the contrast options available 
with standard MRI are not available with short-T2 
MRI. Second, each k-space point should be accessible in the 
shortest possible time, which is achieved with radial center-
out encoding geometry. Third, because the encoding gradient 
cannot ramp up instantaneously, the fastest way to reach a 
given k-space point is to ramp up the gradient before RF 
excitation and thereby traverse k-space at full speed.

Only a few basic sequence designs are capable of achiev-
ing sufficiently short TE to be considered short-T2 tech-
niques; the two most promising are known as ultrashort echo 
time (UTE) [40] and zero echo time (ZTE) [41]. Both designs 
use pure frequency encoding to acquire radial k-space 
spokes, but in UTE the gradient is ramped up after RF excita-
tion and begins simultaneously with data acquisition, 
whereas in ZTE the gradient is ramped up before RF excita-
tion so that it is fully operational over the entire acquisition 
range.

Another useful sequence is single-point imaging (SPI) 
[42], in which each k-space point is individually acquired 
using pure phase encoding. As with ZTE, the gradient is 
ramped up before RF excitation. The benefits of SPI are that 
each k-space point is acquired at the same time after excita-
tion (TE), making the sequence immune to T2 blurring 
effects, and that the radial directions can be chosen so that 
the data points are placed on a Cartesian grid. On the other 
hand, acquiring only one k-space point per excitation is inef-
ficient both in terms of the shortest possible scan time and 
signal-to-noise ratio (SNR), rendering SPI generally unsuit-
able for in vivo imaging.

Rudimentary ZTE, UTE, and SPI sequences are displayed 
in Fig. 41.3.

RF Dead-Time
Due to the finite duration of the RF pulse and hardware 
switching from transmit to receive operations, there is a 
dead-time between signal excitation and data acquisition. In 
UTE, this dead-time represents the minimum TE.  In ZTE, 
because the gradient is already operational during excitation, 
TE (defined as the time from the magnetic center of the exci-
tation pulse to the center of the k-space) is theoretically zero. 
However, due to the RF dead-time, it is not possible to begin 
data acquisition immediately and thus the dead-time trans-
lates to a data gap in the central k-space, which must be han-
dled appropriately (see later section).

The dead-time does not impact the SPI sequence because, 
with pure phase encoding, the minimum TE is given by the 
time at which the outermost k-space point (kmax) can be 
reached, which, in practice, is usually longer than the 
dead-time.
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Fig. 41.3 Sequence diagrams (top row) and k-space sampling patterns 
(bottom row) of the ZTE (a), UTE (b), and SPI (c) imaging sequences. 
In ZTE and UTE, the acquisition range Tk represents the time required 
to travel from k0 to kmax, where k0 is the center of k-space and kmax is the 
k-space radius. In ZTE, the RF dead-time leads to a data gap in central 
k-space that contributes to the acquisition range if the data points are 
recovered using algebraic reconstruction [43]. In UTE, the central 

k-space is acquired with a nonuniform radial density due to gradient 
ramping. In SPI, the gradient strength is altered at each repetition time 
(TR) to reach each k-space point at time TE. In ZTE and SPI, encoding 
gradients operate continuously but change direction at each TR, as 
illustrated by the rectangular gradients preceding and succeeding the 
gradient ramps. Abbreviations: AQ acquisition; G encoding gradient. 
(Modified with permission from Weiger and Pruessmann [7])

 Spatial Encoding and Data Acquisition
Signal decay during the acquisition range is equivalent to 
signal modulation by an exponential function whose width 
reflects the time constant of the decay. More rapid decay 
gives a narrower modulation function, which, in the fre-
quency domain, translates to a wider convolution kernel. As 
such, signal decay that is rapid with respect to the acquisition 
range results in image blurring and the degree of blurring 
increases with more rapid signal decay.

A demonstration of the importance of early signal capture 
and a short acquisition range for short-T2 imaging is pro-
vided in Fig. 41.4. As a rule of thumb, the acquisition range 
should be approximately equal to the T2 of the signals to 
achieve near-nominal image resolution while retaining the 
SNR benefits of longer acquisitions [44]. Acquisition ranges 
shorter than T2 avoid resolution degradation but compromise 
the SNR.

The acquisition range in frequency-encoded radial center- 
out encoding schemes is governed by the time required to 
traverse k-space radially from the center (k0) to kmax. Because 
the k-space radius is proportional to the integral of the gradi-
ent over time, the only way to reach kmax in a shorter time is 
to increase the gradient amplitude, that is, use a stronger 
gradient.

Because the gradient is ramped up after excitation in 
UTE, the integral of the gradient over a given time and given 
maximum gradient strength is necessarily smaller than with 
ZTE, in which the gradient is continuously operated at full 
strength. The acquisition range penalty for UTE compared to 
ZTE corresponds to half the duration of the gradient ramp. 
While a longer acquisition range theoretically offers SNR 
benefits, UTE spends the added time in central k-space, 
which is already densely oversampled due to the way the 
radial encoding scheme fulfills the Nyquist sampling crite-
rion at kmax.

In SPI, the gradient strength determines the minimum TE, 
but because each k-space point is individually acquired, the 
acquisition range is negligible.

 Hardware Considerations
In summary, the requirements for successful short-T2 imag-
ing are as follows:

 1. The RF dead-time and/or the TE, depending on the 
sequence, must be sufficiently short so that the targeted 
signals are captured with reasonable magnitude. There is 
no hard rule for when this condition is met, and it is up to 
the user to ensure that the targeted signals, based on their 
known characteristics such as decay behavior, can be cap-
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Fig. 41.4 Demonstration of the importance of early signal capture and 
rapid encoding/acquisition for short-T2 imaging. (a) A standard gradi-
ent echo protocol, with which the short-T2 (~400 μs) rubber phantoms 
are barely visible in the image. (b) A ZTE protocol with a weak gradi-
ent, for which the early signal capture (TE  =  0) allows the short-T2 
phantoms to be visualized. However, due to signal decay during readout 

(apodization), the short-T2 phantoms are blurred. (c) A ZTE protocol 
with a strong gradient, for which the rapid readout results in a sharp 
image. Abbreviations: AQ acquisition; G encoding gradient/gradient 
strength; Sig signal; Tk acquisition range. (Modified with permission 
from Weiger and Pruessmann [7])

tured with sufficient SNR using the available sequence 
and hardware.

 2. The acquisition range must be approximately equal to, or 
less than, the T2 of the signals to achieve near-nominal 
image resolution. In tissues such as myelin, in which sig-
nal decay is determined by a spectrum of T2 values, 
acceptable acquisition ranges can be empirically deter-
mined by observing the level of blurring in images (in 
which only the short-T2 components are included) or 
through simulations.

Details regarding the RF dead-time and strategies to mini-
mize this can be found in Chap. 5 (“ZTE-MRI”). Overall, the 
minimum RF dead-time can be reduced to just a few micro-
seconds depending on which technique is employed.

The constraint on the acquisition range entirely concerns 
gradient performance, which is covered in detail in this sec-
tion. There are certain additional considerations imposed by 
the particularities of short-T2 imaging that we also cover 
here.

The Gradient System
The magnetic field gradient is commonly characterized by 
its strength and slew rate. Currently, clinical gradient sys-
tems provide a maximum strength of up to 80 mT/m and a 
maximum slew rate of around 200 mT/m/ms.

Another important gradient specification is the duty cycle, 
for which 100% corresponds to continuous operation (it 
should be noted that MRI manufacturers may use different 
definitions). Running ZTE imaging sequences efficiently 
requires a full gradient duty cycle due to the way the gradient 
direction is switched from one TR to the next.

At 100% duty cycle, the maximum gradient strength of 
clinical systems is only around 30 mT/m. In contrast, current 
custom-built gradient systems can reach a strength of more 
than 200 mT/m at full duty cycle with a slew rate of 600 
mT/m/ms by choosing targeted anatomy (typically the head 
or an extremity) rather than whole-body coverage [45].

The use of a strong gradient is a requirement for short-T2 
imaging regardless of the sequence. The gradient achieves 
spatial encoding by spreading the precession frequencies of 
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the spins across the field of view (FOV); the stronger the 
gradient, the more the spin frequencies are spread out. The 
spread of frequencies across the FOV is equivalent to the 
image bandwidth (BW), such that use of a strong gradient 
corresponds to high-BW imaging.

The ZTE acquisition range is given by

 
T r Gk = ( )-2

1
D g  (41.1)

and the image BW is given by

 BW FOV= g G  (41.2)

where G denotes the gradient strength, g  is the gyromag-
netic ratio, and Δr is the spatial resolution. For an isotropic 
FOV of 260 mm, which would accommodate head imaging, 
and spatial resolution of 1.5  mm, a maximum gradient 
strength of 40 mT/m yields an acquisition range of almost 
200 μs and a BW of 0.44 MHz. With a gradient strength of 
200 mT/m, the acquisition range is reduced to under 40 μs 
and the BW is increased to 2.2 MHz.

For UTE, a finite gradient slew rate lengthens the acqui-
sition range compared to ZTE. Even with a slew rate of 600 
mT/m/ms to reach the maximum gradient strength of 200 
mT/m, the acquisition range in UTE is almost 170 μs longer 
than that in ZTE. That said, the acquisition range in UTE 
poses a different optimization problem than in ZTE because 
a stronger gradient does not simply speed up the encoding 
but also prolongs the gradient ramp. In fact, for a slew rate 
of 600 mT/m/ms, the minimum UTE acquisition range 
occurs for a gradient strength of roughly 100 mT/m. 
However, this optimal regime still yields an acquisition 
range of more than 160  μs. Even if a slew rate of 2500 
mT/m/ms could be reached, for which the optimal UTE gra-
dient strength approaches 200 mT/m, the acquisition range 
(80 μs) would still be twice that of ZTE for the same gradi-
ent strength.

Unwanted Signals
In addition to acquiring signals from the target tissue, short-
 T2 imaging systems capture signals from materials in the 
vicinity of the imaging volume. This includes general setup 
items such as ear plugs and cushions as well as the housing 
of the RF coil and materials in the scanner bore.

Any encoded signals must be included in the FOV to 
avoid aliasing, which (particularly for 3D volumes) can 
result in increased encoding efforts and unfavorable imaging 
conditions.

Depending on the setup and imaging sample, there may 
be signals that decay too rapidly to encode. In such cases, it 
is often preferable to exclude these signals to avoid image 
blurring. If the signal source is not removable (for example, 
by adapting or using alternative hardware), signals can be 
excluded by delaying data acquisition past the RF dead-time 

in order to allow the troublesome signals to decay away. 
Perhaps counterintuitively, it can even be necessary to 
exclude signals with particularly short T2s stemming from 
tissue. This solution is also applicable to coil ringdown and 
other transients in the acquisition chain.

The most effective hardware solution to remove unwanted 
signals and limit the FOV to the object under examination is 
to employ 1H-free RF coils. Currently, such coils are typi-
cally custom-built using materials such as glass and Teflon 
[46, 47].

Signals originating in the scanner bore can be excluded by 
passive shielding. Signals from cushions and similar items 
are generally not problematic because these items are avail-
able in many forms and can be chosen so that they fit inside 
the desired FOV.

RF Excitation BW
In ZTE and SPI, the gradient is already fully operational dur-
ing RF excitation; therefore, the excitation pulse BW must 
match the image BW in order to excite the whole object. 
Consequently, because short-T2 imaging implies a high 
image BW, high-BW RF pulses that are capable of reaching 
the desired flip angle are required. Options and consider-
ations for excitation pulses can be found in Chap. 5 
(“ZTE-MRI”).

 Handling the RF Dead-Time Gap
In most cases, the RF dead-time is effectively fixed in dura-
tion. In ZTE, in which the dead-time leads to a data gap in 
central k-space, the application of a strong gradient means 
that k-space is traversed faster, and, consequently, the dead-
time gap covers a larger k-space radius than it would with a 
weaker gradient.

In conventional ZTE, the data gap is handled by alge-
braic reconstruction, in which oversampling is used to 
recover the missing data points [43]. However, this 
approach breaks down for gap sizes spanning more than a 
few Nyquist dwells [41].

When the image BW for which algebraic reconstruction 
is feasible is exceeded, the missing data points can be 
obtained using additional acquisitions with reduced gradient 
strength. There are several strategies for sampling the central 
k-space in this manner, with the most notable employing SPI 
(techniques known as pointwise encoding time reduction 
with radial acquisition (PETRA) [48] and ramped hybrid 
encoding (RHE) [49]), radial acquisitions (a technique 
known as water- and fat-suppressed proton projection MRI 
(WASPI) [50]), or a combination of the two (a technique 
known as hybrid filling (HYFI) [51]). We will not cover 
these strategies in further detail, but an important point to 
note is that, although a large dead-time gap does not, in prin-
ciple, restrict imaging, the additional acquisitions required to 
fill the gap reduce the SNR efficiency, shift TE to finite val-
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ues (for PETRA, RHE, and HYFI), and can make images 
more susceptible to short-T2 artifacts (in particular, for 
WASPI) [52].

 Myelin Bilayer Imaging Prospects

Myelin bilayer imaging has the potential to offer improved 
myelin specificity compared to methods relying on the detec-
tion of water signals. To exploit this potential, even the most 
rapidly decaying signals stemming from the myelin bilayer 
must be captured and spatially encoded. In this section, we 
discuss the ability of the UTE, ZTE, and SPI sequence 
designs to achieve such ultrashort-T2 imaging.

UTE is a popular technique for myelin bilayer imaging. 
Although UTE can offer attractive TEs without the data gap 
inherent to ZTE, the gradient ramp (even with impressive 
slew rate specifications) prolongs the acquisition range 
beyond what is reasonable for spatial encoding of the bulk of 
myelin bilayer signals. Based on the presented calculations 
and previous simulations [35], UTE is most appropriate for 
imaging of tissues exhibiting T2s in the hundreds of micro-
seconds range. While this range includes the tail of the 
myelin bilayer T2 distribution (see Fig.  41.2e–f), there are 
several non-myelin sources of signals with similar character-
istics [35], rendering such measurements relatively unspe-
cific for myelin.

ZTE, on the other hand, utilizes immediate full encoding 
speed to minimize the acquisition duration. As such, this 
technique offers a framework compatible with in vivo imag-
ing of tissues exhibiting T2s down to the tens of microsec-
onds range [53], which includes the vast majority of myelin 
bilayer signals.

SPI also benefits from immediate full encoding speed, 
and the technique has the advantage of immunity to signal 
decay across the k-space. However, spatial resolution and TE 
are coupled through the available gradient strength, and SNR 
efficiency is low. Consequently, SPI is not advisable for 
in vivo myelin bilayer imaging but can be advantageous in 
ex vivo studies.

Even with ZTE or SPI approaches, imaging the myelin 
bilayer poses significant challenges and is only feasible with 
advanced gradient and RF hardware capable of performing 
high-BW imaging.

 Current State of Myelin Bilayer Imaging

MR experiments sensitive to myelin bilayer signals broadly 
fit into two categories, namely those assessing signal proper-
ties and those producing myelin images, be it quantitative 
maps or contrast-weighted images. Several studies analyzing 
myelin bilayer signals have been performed because they 

can be readily conducted using nuclear magnetic resonance 
(NMR) methods [29, 54–56], but imaging poses significant 
challenges.

So far, most studies imaging the myelin bilayer have been 
based on UTE approaches, which provide good SNR and 
data quality within moderate scan times [57–67]. The decay 
constants reported for multi-TE UTE investigations in the 
CNS consistently confirm the conclusion that UTE is pri-
marily sensitive to tissues exhibiting T2s in the hundreds of 
microseconds range, which only covers the tail of the myelin 
distribution shown in Fig.  41.2e–f. Consequently, it is 
believed that most of the signals captured in the reported 
UTE studies are not from myelin and that the myelin speci-
ficity in these studies is likely limited.

Initial studies utilizing ZTE approaches for myelin bilayer 
imaging have also been reported [55, 68, 69]; however, these 
studies used only moderate image BWs and, as such, their 
acquisition ranges were too long (hundreds of microseconds) 
to fully exploit the potential of ZTE.

In the interest of pursuing optimal myelin sensitivity and 
specificity, the focus of this part is on studies conducted 
using imaging techniques and hardware specifications that 
allow the capture and encoding of the ultrashort-T2 signals 
stemming from the myelin bilayer. For practical reasons, 
these studies employed SPI or ZTE approaches. The two 
techniques have been used to address distinct research ques-
tions, and, therefore, the experiments utilizing them are 
described in separate sections.

 SPI: Signal Analysis and Quantitative Mapping

Because certain signal components of the myelin bilayer can 
be said to be specific to myelin, such as the component rep-
resenting the CH2 protons on general alkyl chains (see 
Table 41.1), while others do not contribute significantly or 
distinctly enough to be distinguishable from non-myelin sig-
nals, signal component separation is an important factor in 
myelin specificity.

Imaging poses much stronger experimental restrictions than 
NMR spectroscopy and affects the ability of techniques to sepa-
rate different signal components. Multi-TE SPI experiments, 
which provide practically voxel-wise free induction decay 
(FID) measurements and thus conceptually represent spatially 
localized NMR experiments, offer unique insights into the 
translation between the underlying signal components and the 
signal components detectable in imaging experiments.

Nonaqueous signal analysis relies on some form of water 
signal removal; otherwise, the aqueous signals dominate and 
the nonaqueous signals become much harder to characterize 
and/or visualize. In ex vivo experiments, water signals can be 
eliminated by performing D2O exchange, in which the 1H 
nuclei of H2O are replaced with 2H, resulting in free water 
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signals with a different resonance frequency that are invisi-
ble with 1H MR.

All myelin bilayer SPI experiments have been performed 
ex vivo using the same dedicated short-T2 imaging system, 
and, in each experiment, the TE started at just over 30 μs. 
Samples from porcine [35], healthy human [70], and MS 
brains [71] have been studied.

In all the experiments, two nonaqueous (super- Lorentzian) 
signal components were identified, one in the 5–10 μs T2,min 
range and one in the 100–200 μs T2,min range. These compo-
nents are in agreement with the results reported in NMR 
studies [29, 55, 56]. Figure  41.5a contains an example of 
myelin bilayer signal analysis in which fitting a complex 
three-component signal model to multi-TE WM data from a 
D2O-exchanged sample enables characterization of the sig-
nal components.

The shorter nonaqueous signal component is considered 
to represent the general alkyl chain CH2 protons in the myelin 
bilayer, and, therefore, voxel-wise fitted amplitudes of this 
component effectively constitute a quantitative myelin map. 
Despite matching the smaller myelin lipid components pro-
vided in Table 41.1, the longer component is not considered 
to be myelin specific.

A crucial outcome of the ex vivo SPI experiments is that, 
after identifying the signal components in D2O-exchanged 
samples, taking these components as prior knowledge allows 
robust component mapping also in samples with native H2O 
content. Myelin maps are shown in Fig.  41.5b for both a 
D2O-exchanged sample and a non-exchanged sample.

An important distinction concerns the interpretation of 
signal components in GM compared to WM.  In WM, in 
which myelin is abundant, it is much easier to claim myelin 
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Fig. 41.5 Ex vivo myelin mapping results (porcine brain). (a) Analysis 
of WM signal behavior (averaged over a large region of interest) in a 
D2O-exchanged sample. Three signal components were identified: 
myelin (T2,min = 7.5 μs, chemical shift = 1.4 ppm), residual nonaqueous 
content (T2,min  =  101  μs, chemical shift  =  1.9  ppm), and water 

(T2  =  50  ms, chemical shift  =  4.7  ppm). (b) Amplitude maps of the 
myelin signal component in a D2O-exchanged sample (top row) and a 
non-exchanged sample (bottom row, labeled H2O), showing larger 
amplitudes in WM than in GM. (Modified with permission from Weiger 
et al.[35])
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specificity of (appropriate) signal components than in GM, 
in which the nonaqueous content is primarily non- myelin. 
The shortest nonaqueous component, which is assigned to 
myelin in the WM, can therefore not be considered myelin-
specific in GM without further inspection.

Myelin bilayer imaging in GM is a relatively unexplored 
topic, and its feasibility will have to be assessed separately from 
the WM case. That said, GM signals exhibit similar behavior to 
WM signals [70], and, as such, the signal components can be 
mapped using the same procedure for both tissue types.

 ZTE: Myelin-Weighted Imaging

The dedicated short-T2 imaging system used for the SPI 
experiments covered in the previous section has also been 
employed to obtain myelin-weighted ZTE-based images. 
Notably, the combination of ZTE approaches and advanced 
MR hardware has allowed in  vivo myelin bilayer imaging 
with an acquisition range below 30 μs [35].

In vivo, D2O exchange for background water removal is 
not feasible. Instead, an image in which background water 
signals are largely removed can be produced by acquiring an 
additional image at a comparatively long TE (thus contain-
ing predominantly long-T2 contributions) and subtracting it 
from the short-TE image. A limitation of this method is that 
some water signals (for example, from myelin water) may 
decay non-negligibly between the TEs of the two images and 
thus be inadequately removed in the subtraction procedure. 
Alternatively, inversion pulses can be used [55, 59], but they 
require accommodated sequence timing.

ZTE approaches have also been applied ex vivo to produce 
high-resolution anatomical reference images for use in con-
junction with SPI experiments [35, 70, 71]. In both the in vivo 
and ex vivo experiments, images heavily weighted for short-T2 
tissue components were presented (using dual- TE subtraction 
for in vivo and D2O exchange for ex vivo experiments). This 
contrast clearly differentiates WM and GM but is not fully 
specific to myelin, thus limiting quantitative interpretation.

In the in vivo experiment, a human head was imaged with 
a scan time of 46  minutes and an isotropic resolution of 
1.7 mm; the results are shown in Fig. 41.6. Spatial resolution 
in such experiments is limited by the available gradient 
strength, SNR, and total scan time; the last two limitations 
could be addressed by improved RF coil hardware or 
increased main magnetic field strength.

 Compromising Between Myelin Specificity 
and Technique Complexity

So far, the knowledge gained from multi-TE SPI experi-
ments has not been utilized to improve myelin specificity in 
ZTE approaches. There are several hurdles to overcome 
when moving from ex vivo to in vivo, even given an imaging 
system that can technically handle both.

In principle, it is feasible to acquire a multi-TE proto-
col in vivo, although the number of TEs would be limited 
by scan time considerations. To improve in  vivo myelin 
specificity compared to the simpler dual-TE subtraction 
approach, the ZTE-based multi-TE protocol would need 
to provide sufficient data points and data quality to extract 
the myelin- specific signal component seen in ex vivo SPI 
experiments. Even with such a protocol, the frequency-
encoded nature of ZTE introduces differences in the time 
after excitation at which each k-space point is sampled, 
and, as such, each reconstructed image does not accu-
rately represent a single TE, which may impact the fitting 
results.

The error introduced by assuming a fixed TE may prove 
negligible, but it could also prove necessary to account for 
the k-space time evolution; either way, this point must be 
addressed. Ultimately, errors accumulated across various 
aspects of the imaging protocol and reconstruction/analysis 
pipeline will determine the achievable myelin specificity, 
and optimal myelin bilayer imaging in vivo will likely be a 
compromise between the SPI multi-TE fitting and ZTE dual-
 TE subtraction approaches.
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TE = 15 µs TE = 460 µs Subtractiona b c

Fig. 41.6 In vivo myelin imaging results (human head). A long-TE 
image (b) is subtracted from a short-TE image (a), yielding an image 
depicting mainly short-T2 tissues (c). The short-TE image was acquired 

using the PETRA variant of ZTE, and the long-TE image was acquired 
using the HYFI variant of ZTE. (Modified with permission from Weiger 
et al.[35])

 Future Directions

Myelin bilayer imaging is still at an early stage in its devel-
opment. So far, research has focused on ex vivo studies, with 
in vivo application still contending with several barriers; it is 
therefore difficult to speculate on the “final” state of myelin 
bilayer imaging. That said, it is possible to identify the main 
challenges facing the widespread use of myelin bilayer 
imaging techniques and reflect on how these techniques fit 

into the broader picture of clinical assessment and medical 
research.

 Early Stages

Before pushing a technique toward widespread use and request-
ing support from manufacturers, the technique must be suffi-
ciently validated to conclude that it is worthy of serious pursuit. 
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For myelin bilayer imaging, this primarily concerns ensuring 
that the proposed approaches can visualize the myelin bilayer 
with improved accuracy and specificity. It might also entail 
identifying diseases or pathological mechanisms that particu-
larly benefit from increased myelin specificity, such as cases in 
which the connection between an indirect myelin measure and 
the underlying myelin content breaks down.

On a related note, myelin bilayer imaging should undergo 
thorough comparison with more established myelin MRI 
techniques such as myelin water imaging. In the interest of 
fairness, such a comparison would need to account for the 
discrepancy in the stage of development of the techniques; 
given time to mature, myelin bilayer imaging methods may 
well look different from today’s versions.

 Later Stages

The most pressing challenges of short-T2 MRI are technical. 
Standard RF and gradient hardware do not meet the strict tim-
ing requirements for short-T2 imaging, especially for the range 
of T2s present in the myelin bilayer. For myelin bilayer imag-
ing to be feasible at multiple sites and in wider studies, manu-
facturers would have to provide hardware such as 1H-free RF 
coils, strong encoding gradients, and fast, high- power trans-
mit–receive switches. The most realistic form of such a system 
is a dedicated head scanner, for which the primary downside 
would be the exclusion of spinal cord studies.

It would also be necessary to ensure that scan times are 
feasible for larger studies on volunteers and patients. Longer 
duration scans increase problems with subject motion and 
may require motion correction strategies. It is hard to say 
how long an in  vivo protocol for myelin bilayer imaging 
would be, but, with the inherent SNR penalty of high-BW 
imaging, it is expected that the limits of acceptable scan time 
will be pushed. As such, it is of interest to explore scan time 
reduction, for instance, through undersampling strategies for 
gap-filled variants of ZTE.

Another topic to consider is image reconstruction speed, 
which, depending on the complexity of the employed signal 
model, could become limiting. Clinical users expect images 
to be available almost immediately following image acquisi-
tion, but time delays could be acceptable depending on how 
the myelin maps would be used. In research studies, long 
reconstruction times are not unusual. At the current stage of 
myelin bilayer imaging, optimizing processing times is not a 
priority.

 Possible Uses

Ultimately, the utility of myelin bilayer imaging will depend 
on how well the obstacles to its implementation can be over-
come. If the necessary technical system specifications are 

available, then there is no reason why large scale studies can-
not be performed. If studies conclude that myelin bilayer 
imaging offers advantages over other available techniques, 
the benefits and challenges of the different methods can be 
weighed against each other to determine the optimal 
approach for a given application.

Due to the significant technical challenges and the time- 
consuming nature of myelin bilayer imaging techniques, it is 
not yet clear whether or not they will enter the realm of rou-
tine clinical imaging. It is also unclear how the availability of 
myelin maps will impact diagnostic practice because demy-
elination is a feature of many CNS disorders and is therefore 
not specific to any one disorder.

That said, it is plausible that myelin bilayer imaging could 
add significant value to the long term monitoring of patients 
with CNS disorders by providing accurate information about 
relative changes in myelin content. Such information could 
be used to evaluate disease progression, study the relation-
ship between clinical symptoms and local myelin content, 
and understand the mechanisms involved in demyelination 
and myelin repair. Myelin bilayer imaging could also be use-
ful in drug trials directed at demyelinating diseases, for 
which an accurate assessment of myelin content would be a 
valuable measure of therapeutic response.
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42Lung Imaging with UTE-MRI

Peder Larson

 Introduction

 Challenges and Opportunities for Magnetic 
Resonance Imaging (MRI) of the Lungs

Cross-sectional imaging of the lungs, or pulmonary imaging, 
has proven to be an incredibly valuable tool in a wide range 
of pulmonary diseases. The vast majority of lung imaging is 
performed with computed tomography (CT), as it is fast 
enough to freeze respiratory motion and provides high spa-
tial resolution to visualize the fine structure of the lungs (e.g., 
airways, blood vessels, and lung parenchyma).

MRI of the lungs is inherently challenging due to the 
presence of large local magnetic field gradients, relatively 
low proton density, and motion. The lungs consist of air-
ways, blood vessels, and parenchyma that includes micro-
scopic air sacs called alveoli. There is a relatively large 
difference in magnetic susceptibility between air and lung 
tissue, which leads to large gradients in the magnetic field 
within the lung. This, in turn, leads to relatively short trans-
verse relaxation times, T2 and T2*. T2* is particularly short 
(T2* = 0.8 ms at 3 T and 2.1 ms at 1.5 T [1]) because of the 
intravoxel dephasing caused by the large tissue gradients in 
the magnetic field. T2* lengthens significantly at lower field 
strengths (T2*  =  8–10  ms at 0.55T [2, 3]), an emerging 
opportunity discussed in this chapter. The proton density in 
lung parenchyma is also much lower than those of other soft 
tissues, as much of the parenchymal space is filled with air. 
Furthermore, the lungs are always moving, making motion a 
key challenge in performing lung MRI.

The benefits of performing MRI for lung imaging include 
no ionizing radiation, opportunities for multiple contrasts, 

and integration with other MRI scans. MRI requires no ion-
izing radiation compared to CT and positron emission 
tomography (PET)/single-photon emission computed 
tomography (SPECT), in which exposure increases the life-
time risk of cancer [4]. This makes MRI desirable in popula-
tions of patients, such as those in pediatrics and obstetrics, 
where radiation sensitivity is a particular issue. This is espe-
cially true when repeated lung imaging scans are required. 
MRI also offers the opportunity to obtain multiple tissue 
contrasts. The most common lung MRI techniques are struc-
tural T1-weighted scans but also emerging are functional 
contrasts such as ventilation and perfusion as well as other 
MRI contrast mechanisms, including T2-weighting and dif-
fusion weighting. Finally, lung MRI can be combined with 
other MRI scanning techniques, including cardiac MRI, 
abdominal MRI, whole-body MRI, and PET/MRI, for 
increasing examination efficiency by only requiring a single 
scan session and providing more comprehensive assessment 
that includes evaluation of the pulmonary system.

 Why Use UTE for MRI of the Lungs?

Ultrashort echo time (UTE) MRI has emerged as the leading 
approach for lung MRI due to two key advantages. First, and 
arguably the most significant advantage, is that it can effi-
ciently capture rapidly decaying short-T2* signals from lung 
tissue. The other advantage of UTE-MRI is motion manage-
ment. It is inherently less likely to produce motion artifacts, 
it includes information for motion tracking, and it is also 
extremely well suited to motion-compensated and motion-
corrected reconstructions. This advantage comes from using 
center-out k-space trajectories, where repeated measure-
ments of the center of k-space can be used both to monitor 
motion and to alleviate potential artifacts.
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 Methods for UTE Lung MRI

This section describes three-dimensional (3D) UTE pulse 
sequences; however, other pulse sequences, such as zero 
echo time (ZTE), two-dimensional (2D) UTE, and other gra-
dient echo sequences can be used as well.

 Pulse Sequences

One of the most successful UTE pulse sequences is shown in 
Fig. 42.1. It is a 3D sequence consisting of a slab-selective 
excitation and a center-out 3D k-space trajectory [5]. The 
slab selection reduces spatial encoding requirements and 
artifacts originating outside of the lungs. Because of its short 
refocusing gradient, it does not introduce any significant 
increase in TE. 2D UTE sequences are less common because 
they provide limited spatial coverage, and the half-pulse 
excitations they require are extremely sensitive to system 
delays and eddy currents.

 The k-Space Trajectory

A large group of 3D non-Cartesian k-space trajectories has been 
successfully used for UTE lung MRI, with their most important 
features being the repeated center of k-space sampling, the abil-
ity to undersample for accelerated scanning, and the ability to 
perform pseudorandom temporal ordering for retrospective 
motion correction (Fig. 42.2). 3D radial trajectories, also known 
as koosh ball trajectories or projection reconstruction, are the 
simplest trajectories. They also cover the smallest k-space area 
per repetition time (TR) and suffer from reduced signal-to-noise 
ratio (SNR) efficiency due to their high sampling density at the 
center of k-space, although this concern can be greatly allevi-
ated with variable density readouts [5]. 3D spiral trajectories 
such as twisted projections [6], cones [7], and FLORET (Fermat 

looped, orthogonally encoded trajectories) [8] cover greater 
areas of k-space per TR and can be flexibly designed for given 
readout durations and undersampling. The radial cones trajec-
tory has the advantage of providing excellent control of unders-
ampling [9]. Stack-of-stars and stack-of-spirals trajectories also 
provide efficient 3D coverage [10], but Cartesian encoding cre-
ates increased likelihood of motion artifacts in the stack 
dimension.

 Motion Management

Strategies for motion management can be approximately 
divided into prospective methods such as breath-holding or 
gating and retrospective methods that sort data based on 
some estimation of respiratory motion.

Breath-holding is effective and clinically common but 
must be completed in 10–20  seconds, which limits the 
achievable spatial resolution and coverage.

Free-breathing scanning with prospective gating aims to 
acquire data only during the quiescent phase of respiration and 
allows increased spatial resolution and coverage compared to 
breath-holding. It relies on real-time measurement of respira-
tory motion (e.g., bellows belt, navigators, pilot tone) to trig-
ger data acquisition. The main disadvantages are that it does 
not continuously acquire data, which reduces SNR efficiency 
and any irregular motion (e.g., bulk motion, coughing, shallow 
vs. deep breathing) may lead to additional artifacts.

Free breathing with retrospective gating uses continuous 
data acquisition and, upon completion, assigns data to bins for 
reconstruction. Using continuous acquisitions allows recon-
struction of multiple respiratory phases. Continuous acquisi-
tions can also improve SNR efficiency. In addition, retrospective 
motion estimations can be more accurate than prospective 
methods, particularly for irregular motion. It requires suffi-
ciently dispersed temporal ordering of the sampling (e.g., 
golden angle-type methods) for retrospective binning of data 
based on estimated respiratory motion. When a subset of the 
data is retrospectively binned based on the respiratory motion, it 
should be relatively evenly distributed in k-space.

The methods for estimation of motion include k-space 
center signal (also known as direct current or DC compo-
nent) navigators—here, the repeated center of k-space 
(k = 0) signal is used, typically with some signal processing, 
to estimate respiratory motion over time [13]; one-dimen-
sional (1D) navigators—these are most common in stack-
of-stars or stack-of-spirals, where applying 1D Fourier 
transform (FT) to data in the stack dimension provides a 1D 
image that can be processed to estimate respiratory motion 
[14, 15]; and image-based navigators—these methods use a 
larger area around the center of k-space to produce low-res-
olution dynamic images from which motion can be esti-
mated. This has a distinct advantage in depicting different 
motion patterns and bulk motion [16–18] (Fig. 42.3).

80µs 2.1ms

Gx/y

Gz

RF
DAQ (2x Oversampling)

Fig. 42.1 An example 3D UTE pulse sequence for lung MRI featuring 
slab excitation and a variable-density, arc length-optimized, out-and- back 
radial readout. (Reproduced with permission from Johnson et al. [5])
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Fig. 42.2 3D center-out k-space trajectories that have been the most successful for UTE lung MRI, including 3D radial or koosh ball sampling, 
3D cones [7], stack-of-spirals [11], and FLORET [12]. (Adapted with permission from Gurney et al. [7], Weng et al. [11], and Robison et al. [12])
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patient with mildly irregular breathing, whereas case 2 is a cystic 
fibrosis patient with highly irregular breathing. All motion management 

methods perform similarly in case 1, but the ability of image-based 
navigators to capture the more variable and complex motion in case 2 
leads to significant improvement in image quality as shown by the 
arrows. (Reproduced with permission from Jiang et al. [16])
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 Image Reconstruction

The 3D non-Cartesian k-space trajectories used for UTE- 
MRI require non-Cartesian image reconstruction methods. 
The most straightforward and fastest methods are gridding 
and the use of nonuniform fast FT (FFT), but the current 
state-of-the-art is based on iterative reconstructions that 
include capabilities for parallel imaging and compressed 
sensing acceleration. 3D non-Cartesian trajectories are well 
suited to these types of accelerations as they can be uni-
formly or pseudorandomly undersampled.

Advanced iterative image reconstructions can also 
improve the image quality, motion management, and the 
information provided by UTE lung MRI and are typically 
used with free breathing and retrospectively gated acquisi-
tions. One approach to improve image quality is to use 
motion-compensated reconstructions [19, 20]. These require 

data to be binned and images to be reconstructed for different 
respiratory states. These different images are then aligned 
using deformable image registration, allowing the data from 
all respiratory states to be combined into a single image. 
Using data from the entire scan time, these approaches are 
more SNR-efficient and thus can provide improved SNR and 
resolution.

Free-breathing data can also be reconstructed into multi-
ple respiratory states, creating motion-resolved images that 
improve motion management and also provide dynamic 
images of respiration that can be used to measure tissue 
motion and ventilation. The quality of motion-resolved 
reconstructions is improved by jointly reconstructing all 
respiratory state images. This can be performed with a spar-
sity or low-rank penalty across the state dimension in an 
iterative reconstruction [14]. These are often referred to as 
eXtra-Dimensional or XD reconstructions (Fig. 42.4).
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3D Radial UTE

Coil Sensitivity
Calibration

Self-navigator
Motion-Resolved
Reconstruction Registration and iMoCo

State 1
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Time
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Fig. 42.4 Illustration of advanced image reconstruction methods for 
UTE lung MRI and example results. The depicted technique is iterative 
motion compensation (iMoCo) reconstruction, which includes a motion 
state identification with self-navigation, a motion-resolved (XD) recon-
struction, and a motion-compensated reconstruction (a–c). Results in a 
10-week-old infant (d–f) show progressive improvements in image 

quality, where iMoCo efficiently takes advantage of all the acquired 
data. In this example, it should be noted that a dynamic image navigator 
identified a period of bulk motion that could be removed to further 
improve image quality. (Reproduced with permission from Zhu et al. 
[19])
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 Contrast Mechanisms with UTE-MRI

 T1-Weighting

3D UTE-MRI nominally provides T1-weighted contrast, as it 
uses short TRs and typically flip angles tuned to the optimal 
Ernst angle for lung parenchymal signal. This provides clear 
delineation of parenchyma, vessels, and airways within the 
lungs as well as well-defined borders between surrounding 
tissues and other organs.

 Non-contrast Ventilation

Ventilation refers to the circulation and exchange of gasses 
in the lungs and is a critical component of lung function. It 
can be assessed by measuring the change in lung tissue den-
sity or volume during respiration, and this forms the basis of 
non-contrast ventilation imaging (Fig. 42.5) [14, 21, 22].

With UTE-MRI, non-contrast ventilation can be mea-
sured from motion-resolved reconstructed images, where the 
respiratory states are aligned using deformable image regis-
tration. After alignment, the change in signal amplitude can 
be measured as the so-called “specific ventilation,” and 

regional changes in volume can be measured as the so-called 
“regional ventilation.”

 Oxygen-Enhanced Ventilation

Pure oxygen is paramagnetic, whereas most tissue is dia-
magnetic. Due to this magnetic susceptibility difference, 
breathing in 100% O2 results in a shortening of T1 in the lung 
parenchyma compared to breathing room air [23–25]. This 
change is easily observed with typical T1-weighted 3D UTE 
sequences. Ventilation can then be measured by comparing 
T1-weighted images or T1 values between breathing room air 
and 100% O2 (Fig. 42.6).

 New Frontiers

Recently, mid-/low-field (<1T) MRI scanners have been 
revisited for cost-efficiency benefits. Lower field strengths 
are advantageous for lung MRI because T2* is increased due 
to the reduced effect of magnetic susceptibility differences 
between air and lung tissue (e.g., T2* = 8–10 ms at 0.55T [2, 
3]). This allows longer readouts and more SNR-efficient 
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lung ventilation maps, 
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patterns in the cystic fibrosis 
(CF) subject on the right. In 
this work, similar results were 
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ventilation was calculated 
based on signal intensity 
changes or tissue volume 
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Fig. 42.6 Oxygen-enhanced ventilation imaging. (left) With UTE, 
theory predicts that the signal increase between room air and 100% O2 
is due to T1 shortening without sensitivity to signal loss due to T2* 
shortening effects. (middle) UTE datasets from breathing room air and 
100% O2 are subtracted to show the ventilation effect, which can be 
mapped onto the lung anatomy but oxygen enhancement in the aorta 

and ventricles (arrows) is also visible. (right) Examples of UTE oxygen- 
enhanced ventilation maps in healthy volunteers and 
lymphangioleiomyomatosis (LAM) patients acquired at 0.55T. 
(Reproduced with permission from Kruger et al. [23] and Bhattacharya 
et al. [26])

acquisitions that can offset some of the losses due to reduced 
polarization at lower magnetic fields [27]. It also opens up a 
greater range of contrasts and reduces the need for UTE 
pulse sequences.

Zero echo time (ZTE) pulse sequences have also been 
applied for lung MRI, as they can also efficiently capture 
rapidly decaying signals [28]. However, they have typically 
not performed as well as UTE-MRI. One reason is the lack 
of slab selection, which, in turn, requires encoding of much 
larger fields of view (FOVs) and also increased susceptibility 
to motion artifacts from abdominal organs. ZTE-MRI also 
has a more limited range of available flip angles than UTE, 
especially over larger FOVs [29]. This also limits the SNR 
efficiency of ZTE.

Ventilation and perfusion measurements in the lung have 
been achieved using fast 2D scanning, with techniques such 
as Fourier decomposition [30] and phase-resolved functional 
lung (PREFUL) imaging [31]. Ventilation is measured using 
the non-contrast ventilation strategies described above. 
Perfusion imaging is achieved by binning the images by car-
diac state and measuring changes in lung signal intensity. 
Using 2D scanning creates time-of-flight enhancement of 
inflowing spins and thus perfusion contrast. These approaches 
can be used with fast 2D gradient echo pulse sequences.

 Conclusions

MRI has advantages compared to CT for cross-sectional 
lung imaging, such as no ionizing radiation, a broader range 
of contrasts, and integration with MRI of other tissues. UTE 
has greatly advanced lung MRI because it provides increased 
SNR for the short-T2* lung parenchyma and is well suited to 
manage motion. Recent advances in lung MRI have included 

ventilation and perfusion mapping and the use of <1-T MRI 
scanners where T2* is much longer.

 Resources

We have gathered software resources for performing lung 
MRI in the following GitHub Organization: https://github.
com/PulmonaryMRI/, which largely includes image recon-
struction methods. All major MRI vendors now provide UTE 
and/or ZTE-MRI pulse sequences for lung MRI, primarily as 
works-in-progress packages, enabling more research in this 
area.
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43Quantification of Liver Iron Overload 
with UTE Imaging

Axel J. Krafft, Ralf B. Loeffler, and Claudia M. Hillenbrand

 Introduction

 Assessment of Hepatic Iron Overload

Accumulation of iron in the body, or systemic iron overload, 
results from a range of pathological conditions that disrupt 
systemic iron homeostasis [1]. These include anemias caused 
by iron deficiency or defective iron traffic, hereditary hemo-
chromatosis, chronic blood transfusions [2], inherited or 
acquired hemolytic anemias [1], and hematological malig-
nancies [3]. Mild iron overload may be secondary to chronic 
liver diseases such as hepatitis, alcoholic and nonalcoholic 
fatty liver disease [1, 4], and metabolic syndrome [5]. The 
body cannot naturally excrete iron and accumulates excess 
iron primarily in the liver but can also deposit iron in other 
organs such as the pancreas, spleen, kidneys, endocrine 
glands, and the heart. Iron is toxic, and, if left untreated, iron 
overload can lead to organ dysfunction and even death, pre-
dominantly from liver or heart failure [6, 7].

The concentration of iron in the liver is linearly correlated 
with total body iron (TBI) stores and is therefore considered 
to be a reliable marker of TBI [8, 9]. Historically, hepatic 
iron content (HIC) has been assessed by nontargeted percu-
taneous needle biopsy followed by atomic absorption spec-
trophotometry of the tissue sample [10, 11]. Grading the 
severity of iron overload is based on HIC. HIC values of up 
to 1.8 mg Fe/g dry weight are considered normal [12, 13]. 
Mild iron overload, without apparent adverse effects in some 
patient populations [14, 15], spans from 3.2 to 7 mg/g dry 

weight. HIC levels from 7 to 15  mg Fe/g are generally 
regarded as moderate iron overload and are associated with 
an increased risk of hepatic fibrosis and diabetes mellitus 
[16–20]. Patients with HIC >15 mg Fe/g are severely or mas-
sively iron-overloaded and have a greatly increased risk for 
developing liver fibrosis, cirrhosis, and hepatocellular carci-
noma as well as fatal cardiac disease, arrythmia, and myo-
cardial infarction [7, 21–24]. This massively iron- overloaded 
group, for whom end-organ damage must be prevented at all 
costs, underscores the pressing need for frequent, hence non-
invasive, and accurate HIC evaluation to monitor the efficacy 
and guide the intensity of essential iron extraction therapy.

In most patients at risk for iron overload, the treatment 
goal is to maintain normal or mildly overloaded/elevated 
HIC and to prevent iron from accumulating to critically high, 
organ-damaging levels. This is accomplished by regularly 
monitoring HIC early on and delivering a moderate regimen 
of phlebotomy or chelation therapy [25]. The lower range of 
HIC for optimal chelation therapy is between 1.8 and 3.2 mg 
Fe/g dry weight and the upper range is between 3.2 and 7 mg 
Fe/g [26].

 Emerging Role of Magnetic Resonance 
Imaging (MRI) in Noninvasive Iron 
Quantification

A liver biopsy comes with risks due to its invasiveness, is 
costly, suffers from a large sampling error [27], and is not 
suited for frequent repeat measurements that are necessary to 
guide chelation therapy. MRI is highly sensitive to iron 
deposition in tissues and has been emerging as a noninvasive 
alternative to liver biopsy over the past two decades. Iron 
accelerates T2 and T2

* signal decays in both spin echo and 
gradient echo (GRE) pulse sequences, leading to a loss of 
signal intensity in liver parenchyma that correlates with the 
concentration of iron in the organ (Fig. 43.1). T2 or T2

* can be 
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HIC: 4.2 mg Fe/g HIC: 21.3 mg Fe/g

20x 20x

a b

Fig. 43.1 Perls’ iron stain histology at 20-fold magnification of (a) 
mild and (b) high liver iron overload. Inserts represent conventional 
axial GRE images at an echo time (TE) of about 1 ms and indicate the 
relation between iron content and MR signal levels. The loss of signal 

in the liver parenchyma in panel (b) due to increased iron deposition 
that greatly accelerated T2

* decay compared to the mild iron overload 
case in panel (a) should be noted

determined by modeling the signal decay in liver paren-
chyma obtained at multiple echo times (TEs).

Alternatively, the liver-to-muscle signal intensity ratio 
(SIR) between several regions of interest (ROIs) in the liver 
and ROIs in paraspinal muscle in the same acquisition slice 
is calculated [28] in the SIR method for each TE and liver 
ROI at 2–5 TEs [29–31]. The paraspinal muscle serves as a 
reference tissue since its signal intensity is not affected by 
iron deposition, and the liver-to-muscle SIR is therefore a 
measure of the severity of hepatic iron load. The liver-to- 
muscle values obtained at the measured TEs have been cali-
brated against HIC by biopsy, and conversion algorithms 
have been developed [28–31] and freely shared [28].

It is, however, more common to report iron overload 
based on the rate of signal decay R2 = 1/T2 or R2

* = 1/T2
* 

because both R2 and R2
* increase with iron concentration.

 Limitations of Current Biopsy Calibrations 
and MR Methods

Biopsy-calibrated R2
*-HIC studies have reported an excel-

lent linear correlation between HIC and R2
* [31–35]. With 

increasing HIC levels >25 mg Fe/g, these studies show that 
reduced precision and R2

*-based HIC measurements eventu-
ally fail because of the inability to capture rapidly decaying 
signals with conventional GRE imaging techniques [32, 33, 

36, 37]. Published R2
*-HIC calibrations [31–35] are based on 

GRE sequences, which typically achieve minimum TEs of 
about 1 ms and become degraded when measuring T2

* times 
≤1 ms (corresponding to HIC levels ≥25 mg Fe/g at 1.5 T 
[32, 33, 35, 38, 39]).

As with R2
*-based HIC measurements, SIR-based HIC 

assessment methods use GRE sequences and employ TEs of 
4  ms and longer [29, 30]. Consequently, SIR-based HIC 
assessment also fails for high and severe HIC because the 
detectable signal eventually drops to the noise floor and ren-
ders SIR derivations inaccurate.

R2-based biopsy-calibrated HIC methods [12, 40, 41] rely 
on spin echoes for signal generation. Although not suscepti-
ble to the accelerated T2

* decay, the liver signal still dimin-
ishes relatively fast with T2 in severe iron overload. Taking 
further into account the nonlinear relationship between R2 
and HIC by biopsy [12], the precision of R2 relaxometry also 
greatly lessens at HIC levels ≥20 mg Fe/g [42]. The ability 
to reliably measure high and massive HIC levels via both R2

* 
and R2 relaxometry becomes even more problematic at 3 T 
because of the approximately twofold shortened relaxation 
processes [38, 39]. Therefore, ultrashort echo time (UTE) 
imaging sequences with their ability to achieve minimum 
TEs far below 1 ms have the potential to overcome the intrin-
sic limitations of conventional GRE and SE techniques and, 
in this way, extend the clinically useful range of R2

*-, R2- and 
SIR-based HIC measurements.
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 UTE Imaging for Iron Overload Assessment

 2D Vs. 3D UTE

UTE imaging for iron overload assessment can be accom-
plished via 2D or 3D approaches. Both strategies have intrin-
sic benefits and disadvantages. For example, 2D UTE 
imaging requires fewer encoding steps compared to 3D, 
which results in shorter scan times. Particularly when work-
ing with imaging protocols that employ a high number of 
echoes for R2

* relaxometry over a wide range of T2
*s, 3D 

UTE imaging may lead to excessively long scan times 
because of the need for longer repetition times (TRs) together 
with a larger number of encoding steps. Having the ability to 
use one imaging protocol to detect a wide range of T2

* values 
accurately and precisely is an important aspect of clinical 
applicability. Published R2

*-HIC calibrations have shown 
variability [35] partly because the underlying GRE imaging 
protocols used in different calibration studies exhibit slight 
variations (e.g., with minimum TE and echo spacing). 
Consequently, two imaging protocols that are tailored for 
low-mid and high-severe HIC ranges would need to be avail-
able and with two corresponding biopsy calibrations. This 
might be less useful in clinical practice in comparison to a 
single R2

*-HIC calibration, which covered the entire range 
from low to severe HICs.

In contrast to 3D UTE strategies, 2D approaches provide 
limited spatial coverage and require repeated acquisitions 
of multiple slices to cover the entire liver. As 2D UTE 
imaging makes use of half-pulse radiofrequency (RF) exci-
tations (see Chap. 3 in this volume) [43, 44], the pulse 
sequence implementation is less straightforward than with 
3D UTE imaging, which typically uses simple, nonselec-
tive RF pulses. In comparison to nonselective RF pulses, 
half-pulse excitation schemes are more sensitive to system 
imperfections [43] and require correction and compensa-
tion as outlined below. Lastly, 3D UTE imaging comes with 
a signal-to-noise ratio (SNR) benefit over 2D approaches 
but usually requires a compromise in spatial resolution and 
other sequence parameters to maintain clinically accept-
able scan times.

 2D UTE

The first study on UTE imaging for liver diseases (e.g., cir-
rhosis, hemochromatosis, fibrosis, and hepatocellular carci-
nomas) was published by Chappell et al. in 2003 [45] and 
showed the general feasibility and applicability of UTE- 
based R2

* measurements for iron overload assessment. In this 
study, half-pulse excitations (TEmin  =  0.08  ms) were used 
together with radial k-space sampling to acquire axial cross 

sections of the liver in about 8.5 min. However, the study had 
a broader clinical scope and did not focus on investigating 
UTE imaging in high and severe iron overload.

The first implementation of a 2D UTE sequence, specifi-
cally aimed at providing reliable hepatic R2

* quantification in 
patients with high or severe iron overload, was published by 
Krafft et al. in 2017. The sequence used half-pulse excita-
tions to acquire two radially sampled multi- echo data read-
outs with the second utilizing reversed slice- selective 
gradient polarity but otherwise identical scan parameters. 
The acquisitions were then combined in the complex domain 
to obtain the desired slice profile as described by John Pauly 
in 1989 [46]. Although half-pulse excitations yield proper 
slice selectivity in theory [43, 46], they are sensitive to sys-
tem imperfections, e.g., delays in gradient vs. RF timing, and 
eddy current effects, which impair the desired slice profile 
[47–52]. This can result in insufficient cancellation of out-
of-slice signal components, which adversely affects quanti-
tative R2

* measurements and degrades HIC assessment. 
Krafft et  al. integrated simple, readily available sequence 
modules to mitigate these unwanted effects [53]: specifi-
cally, the sequence used spatially selective, truncated sinc-
shaped saturation pulses to suppress out-of-slice signals 
similar to the principles presented by Josan et  al. [51] for 
improved half-pulse selectivity. In addition, chemically 
selective, truncated Gaussian saturation pulses were imple-
mented for fat suppression to reduce streaking artifacts that 
may emerge from high signal intensities at the periphery of 
the images [54] as seen with subcutaneous fat. These are 
especially noticeable when surface coils are used for signal 
reception. Finally, the proposed sequence achieved dense 
temporal sampling of rapid signal decay curves via interleav-
ing radially sampled multi-echo readout trains (5 multi-echo 
readout trains with 12 echoes each and respective ΔTE shifts 
of 0.25 ms, with TEmin = 0.1 ms). The sequence utilized the 
motion insensitivity of radial sampling [55] in a free-breath-
ing data collection of axial 2D slices of the liver lasting 
approximately 1:40 min. A schematic of the sequence con-
cept is illustrated in Fig. 43.2 together with a clinical exam-
ple in Fig.  43.3 comparing R2

* measurements based on 
conventional breath-holding GRE and free-breathing UTE 
acquisitions at 3 T in a patient with Diamond–Blackfan ane-
mia whose biopsy confirmed a high iron overload. A highly 
inhomogeneous distribution of T2

* values is seen with the 
GRE sequence, whereas the free- breathing UTE sequences 
yield a uniform T2

* distribution in the entire liver, which 
enables meaningful R2

* assessment. Further examples of the 
clinical applicability of the proposed free-breathing UTE 
sequence concept are provided in Fig. 43.4.

As mentioned above, radial data sampling makes the free- 
breathing multi-echo UTE sequence less sensitive to breath-
ing-related motion artifacts. Therefore, the sequence might 
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Fig. 43.2 A schematic 
timing diagram of the 2D 
UTE imaging concept 
described by Krafft et al. [53] 
for quantitative R2

* 
measurements in patients with 
iron overload. Spatial 
saturation bands (oriented 
parallel to the imaging slice) 
and fat suppression pulses are 
applied prior to each 
half-pulse RF excitation. 
Radially sampled (center-out 
trajectories, including ramp 
sampling) multi-TE readout 
trains are acquired in an 
interleaved manner to achieve 
dense temporal sampling for 
fast T2

* decays. (Reproduced 
with permission from Krafft 
et al. [53])
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Fig. 43.3 R2
* measurement based on (a) conventional breath-holding 

GRE versus (b) free-breathing UTE as described in Krafft et al. [53] for 
HIC assessment in a 17-year-old male patient with Diamond–Blackfan 
anemia (>>12 transfusions of packed red blood cells over lifetime) at 
3 T. Severe iron overload was confirmed in liver biopsy with HIC = 

29.7 mg Fe/g dry weight liver tissue. (c) The T2
* histogram displays a 

well-defined peak with the free-breathing UTE sequence in contrast to 
the breath-holding GRE sequence, which precludes a reliable R2

* 
measurement

also be suited for R2
* screening in patients with impaired 

ability to hold their breath (Fig.  43.5), e.g., children and 
sedated patients [56].

 3D UTE

3D UTE imaging for high HIC assessment was first 
described and studied in detail by Doyle et al. [57] where 
center-out, stack-of-stars radial sampling was used to col-
lect a set of seven single-echo datasets with varying TEs 
(TEmin = 0.19 ms). As with 2D UTE imaging, the center-out 
radial trajectory allows data collection very soon after RF 

excitation without the need for additional gradient encod-
ing and therefore allows a substantial reduction in TE com-
pared to conventional Cartesian 3D GRE imaging. The TEs 
of the 3D UTE sequence were selected with approximate 
log spacing to maximize the dynamic range for R2

* mea-
surements. Like other studies with 3D radial non-UTE [58] 
and UTE [59] imaging, the radial data sampling strategy 
with its robustness against respiratory motion artifacts per-
mits data collection in free breathing, in this case with a 
total scan time of 35 seconds [57]. This approach also facil-
itates clinical applicability. A clinical example comparing 
this 3T UTE sequence with GRE imaging is shown in 
Fig. 43.6.

A. J. Krafft et al.



539

0 0.5 1.0 1.5 2.0

T2*
[ms]

a b c d e

f g h i j

k l m n o

Fig. 43.4 In vivo results with (a–e) breath-holding GRE, (f–j) breath- 
holding UTE, and (k–o) free-breathing UTE sequences in five subjects 
diagnosed with sickle cell disease (N = 4) and Diamond–Blackfan ane-
mia (N = 1) and a lifetime cumulative number of packed red blood cell 
units ≥90 with biopsy-confirmed severe HIC (25.4–35.4 mg Fe/g dry 
weight liver tissue) at 3 Tesla. The colored overlays show pixel-wise T2

* 
fitting within the liver parenchyma after exclusion of unwanted struc-

tures such as the blood vessels. T2
* maps extracted from the GRE 

images (top row) appear extremely noisy and preclude reliable R2
* 

assessment. In contrast, T2
* maps measured with the 2D free-breathing 

UTE sequence [53] acquisitions (f–o) appear smooth within the entire 
liver parenchyma, enabling meaningful measurement of the mean 
hepatic R2

* values ranging from about 1500 to 3200 s−1. (Reproduced 
with permission from Krafft et al. [53])

3D UTE imaging has also been used in a recent study by 
Zhu et al. [60] to study short-T2

* signal components in the 
liver by incorporating a multicomponent reconstruction to 
extract multiple signal amplitudes and T2

*s. The sequence 
makes use of an approach previously proposed by Johnson 
et al. [61] for optimized 3D UTE imaging (Fig. 43.7). First, 
the sequence uses short, minimum-phase Shinnar–Le Roux 
(SLR) RF pulses [62], which provide both high bandwidth 
and a minimum imparted phase for imaging large excitation 
slabs. Second, variable-density readout gradients are used to 
compensate for the SNR loss [63, 64], which occurs as a 
result of nonuniform k-space density when using conven-
tional trapezoidal gradients (this was previously applied to 
sodium imaging by Nagel et al.) [65]. Last, the sequence also 
incorporates respiratory gating based on analyzing the signal 
from breathing bellows. This further improves image quality 
by dealing with respiratory drift and irregular breathing pat-
terns. Zhu et al. [60] used the 3D UTE sequence with a mini-
mum TE of 0.1  ms to acquire several densely sampled 

single-echo acquisitions (up to 11 single-TE acquisitions in 
total) with free breathing in about 30–35 mins [60].

Based on the multicomponent reconstruction, Zhu et al. 
[60] reported a short-T2

* signal component in the liver 
(Fig. 43.8), which was consistently observed even in healthy 
volunteers and was shown to confound liver fat quantifica-
tion when using sequences with TE < 1 ms [60]. The authors 
concluded that future studies were needed to characterize 
these short-T2

* components by identifying their origin and to 
develop strategies that mitigated their impact on liver fat 
fraction quantification using chemical shift-encoded 
approaches [60].

Kee et al. [66] have recently proposed a 3D UTE imaging 
technique for motion-robust, ungated, free-breathing R2

* 
mapping of hepatic iron overload in children. This approach 
addresses two major challenges of liver R2

* assessment: 
respiratory motion and rapid T2

* decay. As studied by 
Tipirneni-Sajja et  al. [56], improper breath-holding causes 
motion-related ghosting artifacts in Cartesian GRE imaging, 
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Fig. 43.5 Comparison of (a, b) breath-holding (BH) and (c–f) free- 
breathing (FB) sequences in a 13-year-old girl with sickle cell disease 
and mild iron overload. Typical motion artifacts (white arrows) are seen 
in the FB Cartesian GRE acquisition (c, d) in contrast to the FB images 
acquired with the radially sampled UTE sequence (e, f). It should be 

noted that the R2
* values obtained with FB UTE imaging are in close 

agreement with those from BH GRE (a, b) imaging, suggesting that 
accurate R2

* measurements can be obtained using UTE imaging under 
FB conditions (right column). (Reproduced with permission from 
Tipirneni-Sajja et al. [56])

and these impair R2
* measurements. The rapid T2

* decay in 
patients with high and severe HIC, particularly at 3 T, makes 
R2

* measurements with conventional GRE sequences unreli-
able, as shown in the studies by Krafft et al. [53] and Doyle 
et al. [57].

The proposed sequence is based on a previously pub-
lished GRE sequence using a 3D Cone trajectory [67] and 
uses the same Cones gradient trajectory to achieve ultrashort 
TEs very soon after RF excitation. Spiral-like cone inter-
leaves starting from the center of the k-space and rewinding 
back to the k-space center using time-optimized gradient 
waveforms enable the use of multiple excitations in a time-

interleaved manner (Fig.  43.9). The 3D Cones trajectory 
with repeated sampling of the k-space center makes the 
sequence less sensitive to motion. Robustness against respi-
ratory motion artifacts is further improved by permutation of 
the sequentially ordered 3D Cone interleaves in the golden 
ratio [68]. The sequence achieves a minimum TE of 0.036 ms 
and collects a total of six echoes (three echoes per echo train, 
two shots) in free breathing within approximately 3–6.5 min, 
depending on the exact sequence parameters.

A clinical example of the 3D multi-echo UTE Cones 
strategy is shown in Fig.  43.10. The 3D Cones trajectory 
shows its insensitivity to respiratory motion artifacts. It also 
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Fig. 43.6 Example images 
comparing image quality and 
associated R2

* maps of 3D 
UTE (top) and GRE (bottom) 
images in a subject with high 
HIC at 3 T. The GRE protocol 
fails to capture sufficient 
signals to perform reliable R2

* 
assessment. (Reproduced with 
permission from Doyle et al. 
[57])
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Fig. 43.7 The sequence proposed by Johnson et al. [61] for optimized 
3D UTE pulmonary imaging and adopted by Zhu et  al. [60] for 
advanced hepatic 3D UTE imaging using a minimum-phase SLR pulse 
and variable-density gradients. (Reproduced with permission from 
Johnson et al. [61])

offers more efficient k-space sampling compared to 3D 
radial trajectories. The 3D Cones UTE concept has great 
potential for clinical application as it provides high spatial 
coverage and the ability to measure R2

*—also for patients 
with high and severe HIC levels—in clinically acceptable 
scan times.

 R2
* Quantification and Confounding Effects

In general, hepatic R2
* measurements are based on multi- 

echo acquisitions and subsequent application of image post- 
processing, i.e., T2

* fitting. Although hepatic R2
* relaxometry 

has shown good reproducibility, care must be taken when 
converting R2

* into HIC values as the underlying R2
*-HIC 

calibrations may have been established with different proto-
cols and T2

* post-processing methods [13]. However, it is 
beyond the scope of this chapter to elaborate on the general 
methodology, clinical acceptance, and availability of R2

*-
based iron overload assessment. Nevertheless, it is important 
to mention that fat is one of the main confounding factors in 
the quantification of liver R2

* values from multi-echo acqui-
sitions (and vice versa). There are a number of post- 
processing techniques on confounder-corrected relaxometry 
and fat fraction estimation in the liver, and the reader is 
referred to the pertinent literature for a detailed description 
of the techniques [69–74]. In principle, these techniques can 
be applied to multi-echo UTE acquisitions in the same way 
as they are used for multi-echo GRE acquisitions. See 
Fig. 43.11 for an example of the post-processing pipeline as 
proposed in the study by Kee et al. [66]).

However, the presence of fat in the liver of patients with 
iron overload varies with their primary medical condition 
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Fig. 43.8 Axial cross sections of the liver of two healthy volunteers 
obtained with 3D UTE imaging using multiple TEs (upper left: 1.5 T, 
lower left: 3.0 T). The associated signal decay curves (panels on the 
right) show dramatically faster decay rates at TEs < 1 ms compared to 

the decays of water and fat signals obtained with TEs > 1 ms at both 
1.5 T (upper right) and 3.0 T (lower right). This shows the presence of 
an unknown liver signal component with a short or ultrashort T2

*. 
(Reproduced with permission from Zhu et al. [60])
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Fig. 43.9 3D UTE imaging sequence as proposed by Kee et al. [66] 
using multi-echo Cones trajectories (a–c). Here, the gradient wave-
forms (d) are illustrated to sample three TEs per echo train and acquire 
two shots providing six TEs for confounder-corrected R2

* measure-

ments via nonlinear least squares fitting of the complex-valued source 
images together with six-peak fat modeling, which produces fat-cor-
rected R2

*, B0 field, and proton density fat fraction maps [69]. 
(Reproduced with permission from Kee et al. [66])
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Fig. 43.10 Challenges in conventional Cartesian MRI of high R2
* liver 

and comparison with free-breathing Cones. Top row: Images acquired 
with Cartesian GRE are shown with a single breath-holding in panel (a) 
and with signal averaging that enables free breathing in panel (b). 
Degraded image quality from respiratory motion artifacts is seen in 
both panels (a) and (b). Bottom row images with free-breathing Cones: 

images (d) and (e) show no ghosting artifacts and the R2* map (f) also 
appears artifact-free. Breath-held R2

* measurements of a patient with 
iron overload shown in panel (c) appear noisy and have a larger 
uncertainty compared with R2

* measurements obtained with the free- 
breathing Cones acquisition (f). (Reproduced with permission from 
Kee et al. [66])

[75]. Moreover, further studies will be required to investigate 
the performance of confounder-corrected R2

* relaxometry in 
patients with high and severe HIC. The extremely rapid sig-
nal decays (T2

*  <  1  ms) seen in such cases might hamper 
extraction of multiple signal model parameters such as signal 
amplitudes, T2

*, and B0 values due to overfitting.
However, even with less complicated signal models, 

accurate T2
* fitting is crucial to prevent under- or overestima-

tion of HIC levels. Various approaches based on different T2
* 

fitting models [32, 33, 76, 77] have been described in the 
literature to extract hepatic R2

* values from (multiple) local 

regions of interest and across entire liver cross sections [13, 
35, 75]. Tipirneni-Sajja et al. [78] systematically investigated 
the accuracy and precision of R2

*-HIC acquisitions for vari-
ous GRE and UTE protocols (Fig. 43.12). The authors found 
that UTE protocols with TEmin = 0.1 ms, TEmax ≥ 10.1 ms, 
and ΔTE ≤ 0.5 ms can yield accurate R2

* estimates over the 
entire clinically relevant R2

* range 25  ≤  R2
*  ≤  2000  s−1. 

Furthermore, mono- exponential T2
* fitting with noise sub-

traction appears to be the most robust signal model with 
respect to changes in UTE scan parameters and achieves the 
highest R2

* accuracy and precision.
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Fig. 43.11 Image reconstruction and R2
* extraction pipeline as used 

by Kee et al. with their 3D multi-echo UTE sequence. First, gridding 
reconstruction and coil combination are performed to generate multi- 
echo complex-valued source images (magnitude and phase) from the 

k-space raw data. Second, these source images are processed with con-
founder-corrected R2

* mapping (nonlinear least squares fitting), which 
deals with the presence of fat and B0 field inhomogeneity (step 2). 
(Reproduced with permission from Kee et al. [66])

Besides effects related to UTE sequence parameters and 
T2

* post-processing techniques, there may be other effects 
confounding UTE-based HIC assessment. By its nature, 
UTE imaging is capable of measuring signals from tissue 
components with extremely short decay times, which are 
not detected by conventional imaging sequences, such as 
GRE, with TEmin > 1 ms. As stated above, Zhu et al. [60] 
reported a short-T2

* signal component in the liver of 
healthy volunteers, patients with cirrhotic liver disease, 

and patients with hepatic steatosis with their 3D UTE 
sequence. Such a short-T2

* component could confound 
estimation of hepatic fat fraction when using UTE imaging 
protocols. The effect and presence of this short-T2

* compo-
nent in patients with high or massive iron overload has not 
been studied so far. The question remains whether the 
short-T2

* component could be separated from the overall 
T2

* shortening caused by high HIC levels. This requires 
further study.
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Fig. 43.12 Comparison of the relative R2
* error for three signal models 

with different UTE acquisition parameters, namely, TEmin (= 0.1 ms) as 
a function of SNR (top row), ∆TE (middle row), and TEmax (bottom 
row). The SNR was held at 50 for varying ∆TE and TEmax. Noise 
subtraction and quadratic models showed high accuracy for varying 

acquisition parameters, except with high R2
* values derived from the 

longest ∆TE of 1.8 ms. The constant offset model overestimated R2
* for 

the lowest SNR and for high R2
* values obtained using the longer ∆TEs 

(≥1 ms). (Reproduced with permission from Tipirneni-Sajja et al. [78])

 Limitations

Despite their proven potential for reliable R2
* assessment in 

patients with high and severe HIC, and in situations where 
breath-holding is challenging, UTE sequences are still not 
part of the clinical routine. A principal reason is their limited 
commercial availability. UTE sequences are mostly available 
in research sequence packages and therefore generally lack 
regulatory clearance. Even as research prototypes, their 
implementation is not straightforward and requires advanced 

technical expertise in MRI sequence programming. 2D UTE 
imaging requires nonstandard excitation schemes, which 
come with various challenges because of their sensitivity to 
various system imperfections [43, 44, 46, 47]. These require 
correction and need to be compensated for, to obtain reliable 
hepatic R2

* quantification as outlined above in the example 
of the use of the 2D UTE approach by Krafft et  al. [53]. 
Moreover, non-Cartesian readout strategies are also prone to 
system imperfections, e.g., gradient time delays, which make 
their implementation nontrivial, too. Such effects can be cor-
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rected for either by manual time delay adjustments or during 
data sampling and/or image reconstruction to ensure high 
fidelity between collected data and the underlying k-space 
trajectory [67, 79–83]. Further challenges in UTE imaging 
relate to image artifacts stemming from non- Cartesian data 
sampling, e.g., streaking, which requires the use of appropri-
ate image reconstruction techniques. At the same time, more 
advanced reconstruction techniques might increase the 
potential to shorten associated scan times via data undersam-
pling and, in this way, help in the translation of UTE imaging 
for iron overload assessment from research to clinical rou-
tine. The final adoption of UTE imaging in clinical routine 
for hepatic R2

* measurements might also necessitate new or 
extended R2

*-HIC calibration studies. Variability in existing 
R2

*-HIC calibrations is seen [31–35] because of differences 
in the underlying GRE sequence protocols, T2

* fitting 
approaches, and other effects (e.g., different patient popula-
tions) so that these R2

*-HIC calibrations will probably not be 
directly applicable to R2

* measurements extracted with UTE 
sequences.

 Summary and Conclusions

UTE imaging in the liver for iron overload assessment can be 
accomplished. Various sequence concepts based on 2D and 
3D UTE imaging have been used to reliably measure R2

*. 
Current UTE sequences are mainly in the research domain 
and require nonstandard image reconstruction and T2

* post- 
processing. While the implementation of such sequences is 
not straightforward, UTE imaging addresses a clinically rel-
evant problem in the management of patients with high and 
severe iron overload in situations in which conventional 
GRE-based, R2

*-HIC assessment fails. The clinical applica-
bility of UTE sequences has been demonstrated in technical 
proof-of-concept studies, but further studies toward clinical 
translation of these advanced imaging concepts will be 
needed for their adoption in daily disease management. 
Recent advances in image reconstruction to improve image 
quality and to achieve shorter scan times may also help 
establish UTE imaging in clinical routine for iron overload 
assessment.

References

1. Sebastiani G, Pantopoulos K. Disorders associated with systemic 
or local iron overload: from pathophysiology to clinical practice. 
Metallomics. 2011;3(10):971–86.

2. Shander A, Cappellini MD, Goodnough LT.  Iron overload and 
toxicity: the hidden risk of multiple blood transfusions. Vox Sang. 
2009;97(3):185–97.

3. Eng J, Fish JD. Insidious iron burden in pediatric patients with acute 
lymphoblastic leukemia. Pediatr Blood Cancer. 2011;56(3):368–71.

4. Pietrangelo A. Iron in NASH, chronic liver diseases and HCC: how 
much iron is too much? J Hepatol. 2009;50(2):249–51.

5. Dongiovanni P, Fracanzani AL, Fargion S, Valenti L. Iron in fatty 
liver and in the metabolic syndrome: a promising therapeutic target. 
J Hepatol. 2011;55(4):920–32.

6. Assis-Mendonca GR, Cunha-Silva M, Fernandes MF, Torres 
LD, de Almeida Verissimo MP, Okano MTN, et  al. Massive 
iron overload and acute-on-chronic liver failure in a patient with 
Diamond-Blackfan anaemia: a case report. BMC Gastroenterol. 
2020;20(1):332.

7. Kirk P, Roughton M, Porter JB, Walker JM, Tanner MA, Patel J, 
et al. Cardiac T2

* magnetic resonance for prediction of cardiac com-
plications in thalassemia major. Circulation. 2009;120(20):1961–8.

8. Pippard MJ.  Measurement of iron status. Prog Clin Biol Res. 
1989;309:85–92.

9. Angelucci E, Brittenham GM, McLaren CE, Ripalti M, Baronciani 
D, Giardini C, et al. Hepatic iron concentration and total body iron 
stores in thalassemia major. N Engl J Med. 2000;343(5):327–31.

10. Barry M, Sherlock S. Measurement of liver-iron concentration in 
needle-biopsy specimens. Lancet. 1971;1(7690):100–3.

11. Edwards CQ, Carroll M, Bray P, Cartwright GE. Hereditary hemo-
chromatosis. Diagnosis in siblings and children. N Engl J Med. 
1977;297(1):7–13.

12. St Pierre TG, Clark PR, Chua-anusorn W, Fleming AJ, Jeffrey 
GP, Olynyk JK, et  al. Noninvasive measurement and imaging of 
liver iron concentrations using proton magnetic resonance. Blood. 
2005;105(2):855–61.

13. Henninger B, Alustiza J, Garbowski M, Gandon Y.  Practical 
guide to quantification of hepatic iron with MRI.  Eur Radiol. 
2020;30(1):383–93.

14. Olivieri NF.  Progression of iron overload in sickle cell disease. 
Semin Hematol. 2001;38(1 Suppl 1):57–62.

15. Cartwright GE, Edwards CQ, Kravitz K, Skolnick M, Amos DB, 
Johnson A, et al. Hereditary hemochromatosis. Phenotypic expres-
sion of the disease. N Engl J Med. 1979;301(4):175–9.

16. Nottage K, Gurney JG, Smeltzer M, Castellanos M, Hudson MM, 
Hankins JS. Trends in transfusion burden among long- term survi-
vors of childhood hematological malignancies. Leuk Lymphoma. 
2013;54(8):1719–23.

17. Risdon RA, Barry M, Flynn DM. Transfusional iron overload: the 
relationship between tissue iron concentration and hepatic fibrosis 
in thalassaemia. J Pathol. 1975;116(2):83–95.

18. Merkel PA, Simonson DC, Amiel SA, Plewe G, Sherwin RS, 
Pearson HA, et  al. Insulin resistance and hyperinsulinemia in 
patients with thalassemia major treated by hypertransfusion. N 
Engl J Med. 1988;318(13):809–14.

19. Olivieri NF, Brittenham GM. Iron-chelating therapy and the treat-
ment of thalassemia. Blood. 1997;89(3):739–61.

20. Haap M, Machann J, von Friedeburg C, Schick F, Stefan N, 
Schwenzer NF, et al. Insulin sensitivity and liver fat: role of iron 
load. J Clin Endocrinol Metab. 2011;96(6):E958–61.

21. Adams PC, Speechley M, Kertesz AE.  Long-term survival 
analysis in hereditary hemochromatosis. Gastroenterology. 
1991;101(2):368–72.

22. Olivieri NF, Brittenham GM, Matsui D, Berkovitch M, Blendis 
LM, Cameron RG, et  al. Iron-chelation therapy with oral 
deferiprone in patients with thalassemia major. N Engl J Med. 
1995;332(14):918–22.

23. Adams PC, Deugnier Y, Moirand R, Brissot P.  The relationship 
between iron overload, clinical symptoms, and age in 410 patients 
with genetic hemochromatosis. Hepatology. 1997;25(1):162–6.

24. Crownover BK, Covey CJ. Hereditary hemochromatosis. Am Fam 
Physician. 2013;87(3):183–90.

25. Vichinsky E.  Oral iron chelators and the treatment of iron over-
load in pediatric patients with chronic anemia. Pediatrics. 
2008;121(6):1253–6.

A. J. Krafft et al.



547

26. Bassett ML, Halliday JW, Powell LW. Value of hepatic iron mea-
surements in early hemochromatosis and determination of the criti-
cal iron level associated with fibrosis. Hepatology. 1986;6(1):24–9.

27. Villeneuve JP, Bilodeau M, Lepage R, Cote J, Lefebvre 
M.  Variability in hepatic iron concentration measurement from 
needle-biopsy specimens. J Hepatol. 1996;25(2):172–7.

28. Gandon Y. Principle of joint quantification of iron and hepatic fat 
by MR. https://imagemed.univ- rennes1.fr/en/mrquantif/quantif/.

29. Gandon Y, Olivie D, Guyader D, Aube C, Oberti F, Sebille V, et al. 
Non-invasive assessment of hepatic iron stores by MRI.  Lancet. 
2004;363(9406):357–62.

30. Alustiza JM, Artetxe J, Castiella A, Agirre C, Emparanza JI, Otazua 
P, et al. MR quantification of hepatic iron concentration. Radiology. 
2004;230(2):479–84.

31. d’Assignies G, Paisant A, Bardou-Jacquet E, Boulic A, Bannier E, 
Laine F, et al. Non-invasive measurement of liver iron concentra-
tion using 3-Tesla magnetic resonance imaging: validation against 
biopsy. Eur Radiol. 2018;28(5):2022–30.

32. Hankins JS, McCarville MB, Loeffler RB, Smeltzer MP, Onciu M, 
Hoffer FA, et  al. R2

* magnetic resonance imaging of the liver in 
patients with iron overload. Blood. 2009;113(20):4853–5.

33. Wood JC, Enriquez C, Ghugre N, Tyzka JM, Carson S, Nelson MD, 
et  al. MRI R2 and R2

* mapping accurately estimates hepatic iron 
concentration in transfusion-dependent thalassemia and sickle cell 
disease patients. Blood. 2005;106(4):1460–5.

34. Garbowski MW, Carpenter JP, Smith G, Roughton M, Alam MH, 
He T, et  al. Biopsy-based calibration of T2

* magnetic resonance 
for estimation of liver iron concentration and comparison with R2 
Ferriscan. J Cardiovasc Magn Reson. 2014;16(1):40.

35. Henninger B, Zoller H, Rauch S, Finkenstedt A, Schocke M, 
Jaschke W, et al. R2

* relaxometry for the quantification of hepatic 
iron overload: biopsy-based calibration and comparison with the 
literature. Rofo. 2015;187(6):472–9.

36. Hernando D, Levin YS, Sirlin CB, Reeder SB.  Quantification of 
liver iron with MRI: state of the art and remaining challenges. J 
Magn Reson Imaging. 2014;40(5):1003–21.

37. Sirlin CB, Reeder SB. Magnetic resonance imaging quantification 
of liver iron. Magn Reson Imaging Clin N Am. 2010;18(3):359–ix.

38. Alam MH, Auger D, McGill LA, Smith GC, He T, Izgi C, et al. 
Comparison of 3 T and 1.5 T for T2

* magnetic resonance of tissue 
iron. J Cardiovasc Magn Reson. 2016;18(1):40.

39. Storey P, Thompson AA, Carqueville CL, Wood JC, de Freitas RA, 
Rigsby CK.  R2

* imaging of transfusional iron burden at 3T and 
comparison with 1.5T. J Magn Reson Imaging. 2007;25(3):540–7.

40. St Pierre TG, Clark PR, Chua-Anusorn W. Single spin-echo pro-
ton transverse relaxometry of iron-loaded liver. NMR Biomed. 
2004;17(7):446–58.

41. St Pierre TG, Clark PR, Chua-Anusorn W. Measurement and map-
ping of liver iron concentrations using magnetic resonance imag-
ing. Ann N Y Acad Sci. 2005;1054:379–85.

42. Labranche R, Gilbert G, Cerny M, Vu KN, Soulieres D, Olivie D, 
et al. Liver iron quantification with MR imaging: a primer for radi-
ologists. Radiographics. 2018;38(2):392–412.

43. Robson MD, Gatehouse PD, Bydder M, Bydder GM. Magnetic res-
onance: an introduction to ultrashort TE (UTE) imaging. J Comput 
Assist Tomogr. 2003;27(6):825–46.

44. Pauly JM.  Selective excitation for ultrashort echo time imaging. 
eMagRes. 2012;1(2):381–8.

45. Chappell KE, Patel N, Gatehouse PD, Main J, Puri BK, Taylor- 
Robinson SD, et al. Magnetic resonance imaging of the liver with 
ultrashort TE (UTE) pulse sequences. J Magn Reson Imaging. 
2003;18(6):709–13.

46. Pauly JM, Conolly S, Nishimura D, Macovski A, editors. Slice- 
selective excitation for very short T2 species. Proc Soc Mag Reson 
Med. 1989:28.

47. Tyler DJ, Robson MD, Henkelman RM, Young IR, Bydder 
GM.  Magnetic resonance imaging with ultrashort TE (UTE) 
PULSE sequences: technical considerations. J Magn Reson 
Imaging. 2007;25(2):279–89.

48. Wansapura JP, Daniel BL, Pauly J, Butts K. Temperature mapping 
of frozen tissue using eddy current compensated half excitation RF 
pulses. Magn Reson Med. 2001;46(5):985–92.

49. Lu A, Daniel BL, Pauly JM, Pauly KB. Improved slice selection for 
R2

* mapping during cryoablation with eddy current compensation. 
J Magn Reson Imaging. 2008;28(1):190–8.

50. Josan S, Pauly JM, Daniel BL, Pauly KB. Double half RF pulses for 
reduced sensitivity to eddy currents in UTE imaging. Magn Reson 
Med. 2009;61(5):1083–9.

51. Josan S, Kaye E, Pauly JM, Daniel BL, Pauly KB. Improved half 
RF slice selectivity in the presence of eddy currents with out-of- 
slice saturation. Magn Reson Med. 2009;61(5):1090–5.

52. Harkins KD, Horch RA, Does MD. Simple and robust saturation- 
based slice selection for ultrashort echo time MRI.  Magn Reson 
Med. 2015;73(6):2204–11.

53. Krafft AJ, Loeffler RB, Song R, Tipirneni-Sajja A, McCarville MB, 
Robson MD, et  al. Quantitative ultrashort echo time imaging for 
assessment of massive iron overload at 1.5 and 3 tesla. Magn Reson 
Med. 2017;78(5):1839–51.

54. Block KT, Chandarana H, Milla S, Bruno M, Mulholland T, 
Fatterpekar G, et al. Towards routine clinical use of radial stack-of- 
stars 3D gradient-echo sequences for reducing motion sensitivity. J 
Korean Soc Magn Reson Med. 2014;18(2):87–106.

55. Glover GH, Pauly JM.  Projection reconstruction techniques 
for reduction of motion effects in MRI.  Magn Reson Med. 
1992;28(2):275–89.

56. Tipirneni-Sajja A, Krafft AJ, McCarville MB, Loeffler RB, Song R, 
Hankins JS, et al. Radial ultrashort TE imaging removes the need 
for breath-holding in hepatic iron overload quantification by R2

* 
MRI. AJR Am J Roentgenol. 2017;209(1):187–94.

57. Doyle EK, Toy K, Valdez B, Chia JM, Coates T, Wood JC. Ultra- 
short echo time images quantify high liver iron. Magn Reson Med. 
2018;79(3):1579–85.

58. Rohani SC, Morin CE, Zhong X, Kannengiesser S, Shrestha U, 
Goode C, et  al. Hepatic iron quantification using a free-breath-
ing 3D radial gradient echo technique and validation with a 2D 
biopsy- calibrated R2

* relaxometry method. J Magn Reson Imaging. 
2022;55(5):1407–16.

59. Gai ND, Malayeri A, Agarwal H, Evers R, Bluemke D. Evaluation 
of optimized breath-hold and free-breathing 3D ultrashort echo 
time contrast agent-free MRI of the human lung. J Magn Reson 
Imaging. 2016;43(5):1230–8.

60. Zhu A, Hernando D, Johnson KM, Reeder SB.  Characterizing a 
short T2

* signal component in the liver using ultrashort TE chemi-
cal shift-encoded MRI at 1.5T and 3.0T.  Magn Reson Med. 
2019;82(6):2032–45.

61. Johnson KM, Fain SB, Schiebler ML, Nagle S.  Optimized 
3D ultrashort echo time pulmonary MRI.  Magn Reson Med. 
2013;70(5):1241–50.

62. Pauly J, Le Roux P, Nishimura D, Macovski A. Parameter relations 
for the Shinnar-Le Roux selective excitation pulse design algorithm 
[NMR imaging]. IEEE Trans Med Imaging. 1991;10(1):53–65.

63. Star-Lack JM.  Optimal gradient waveform design for projection 
imaging and projection reconstruction echoplanar spectroscopic 
imaging. Magn Reson Med. 1999;41(4):664–75.

64. Mir R, Guesalaga A, Spiniak J, Guarini M, Irarrazaval P. Fast three- 
dimensional k-space trajectory design using missile guidance ideas. 
Magn Reson Med. 2004;52(2):329–36.

65. Nagel AM, Laun FB, Weber MA, Matthies C, Semmler W, Schad 
LR.  Sodium MRI using a density-adapted 3D radial acquisition 
technique. Magn Reson Med. 2009;62(6):1565–73.

43 Quantification of Liver Iron Overload with UTE Imaging

https://imagemed.univ-rennes1.fr/en/mrquantif/quantif/


548

66. Kee Y, Sandino CM, Syed AB, Cheng JY, Shimakawa A, Colgan 
TJ, et al. Free-breathing R2

* mapping of hepatic iron overload in 
children using 3D multi-echo UTE cones MRI. Magn Reson Med. 
2021;85(5):2608–21.

67. Gurney PT, Hargreaves BA, Nishimura DG.  Design and anal-
ysis of a practical 3D cones trajectory. Magn Reson Med. 
2006;55(3):575–82.

68. Zucker EJ, Cheng JY, Haldipur A, Carl M, Vasanawala SS. Free- 
breathing pediatric chest MRI: performance of self-navigated 
golden-angle ordered conical ultrashort echo time acquisition. J 
Magn Reson Imaging. 2018;47(1):200–9.

69. Hernando D, Kellman P, Haldar JP, Liang ZP. Robust water/fat sep-
aration in the presence of large field inhomogeneities using a graph 
cut algorithm. Magn Reson Med. 2010;63(1):79–90.

70. Hernando D, Kramer JH, Reeder SB. Multipeak fat-corrected com-
plex R2

* relaxometry: theory, optimization, and clinical validation. 
Magn Reson Med. 2013;70(5):1319–31.

71. Kuhn JP, Hernando D, Mensel B, Kruger PC, Ittermann T, Mayerle 
J, et  al. Quantitative chemical shift-encoded MRI is an accurate 
method to quantify hepatic steatosis. J Magn Reson Imaging. 
2014;39(6):1494–501.

72. Yokoo T, Serai SD, Pirasteh A, Bashir MR, Hamilton G, Hernando 
D, et  al. Linearity, bias, and precision of hepatic proton density 
fat fraction measurements by using MR imaging: a meta-analysis. 
Radiology. 2018;286(2):486–98.

73. Hines CD, Frydrychowicz A, Hamilton G, Tudorascu DL, Vigen 
KK, Yu H, et al. T1 independent, T2

* corrected chemical shift based 
fat-water separation with multi-peak fat spectral modeling is an 
accurate and precise measure of hepatic steatosis. J Magn Reson 
Imaging. 2011;33(4):873–81.

74. Hernando D, Cook RJ, Qazi N, Longhurst CA, Diamond CA, 
Reeder SB. Complex confounder-corrected R2

* mapping for liver 
iron quantification with MRI. Eur Radiol. 2021;31(1):264–75.

75. Loeffler RB, Sharma SD, Hillenbrand CM.  Iron mapping tech-
niques and applications. In: Seiberlich N, Gulani V, Calamante 
F, Campbell-Washburn A, Doneva M, Hu HH, et  al, editors. 
Advances in magnetic resonance technology and applications. 
2020. p. 779–803.

76. He T, Gatehouse PD, Smith GC, Mohiaddin RH, Pennell DJ, Firmin 
DN. Myocardial T2

* measurements in iron-overloaded thalassemia: 
an in vivo study to investigate optimal methods of quantification. 
Magn Reson Med. 2008;60(5):1082–9.

77. Feng Y, He T, Gatehouse PD, Li X, Harith Alam M, Pennell DJ, 
et al. Improved MRI R2

* relaxometry of iron-loaded liver with noise 
correction. Magn Reson Med. 2013;70(6):1765–74.

78. Tipirneni-Sajja A, Loeffler RB, Krafft AJ, Sajewski AN, Ogg RJ, 
Hankins JS, et al. Ultrashort echo time imaging for quantification of 
hepatic iron overload: comparison of acquisition and fitting meth-
ods via simulations, phantoms, and in  vivo data. J Magn Reson 
Imaging. 2019;49(5):1475–88.

79. Peters DC, Derbyshire JA, McVeigh ER. Centering the projection 
reconstruction trajectory: reducing gradient delay errors. Magn 
Reson Med. 2003;50(1):1–6.

80. Moussavi A, Untenberger M, Uecker M, Frahm J.  Correction of 
gradient-induced phase errors in radial MRI.  Magn Reson Med. 
2014;71(1):308–12.

81. Kramer M, Biermann J, Reichenbach JR.  Intrinsic correction of 
system delays for radial magnetic resonance imaging. Magn Reson 
Imaging. 2015;33(4):491–6.

82. Harkins KD, Does MD, Grissom WA.  Iterative method for pre-
distortion of MRI gradient waveforms. IEEE Trans Med Imaging. 
2014;33(8):1641–7.

83. Duyn JH, Yang Y, Frank JA, van der Veen JW. Simple correction 
method for k-space trajectory deviations in MRI.  J Magn Reson. 
1998;132(1):150–3.

A. J. Krafft et al.



549© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Du, G. M. Bydder (eds.), MRI of Short- and Ultrashort-T2 Tissues, https://doi.org/10.1007/978-3-031-35197-6_44

44CT-like Contrast for Bone Imaging 
with ZTE-MRI

Ryan E. Breighner and Hollis G. Potter

 Introduction

Zero echo time (ZTE) imaging is a magnetic resonance 
imaging (MRI) technique that facilitates the discrimination 
of tissues with ultrashort transverse relaxation times (T2s), 
such as bone. Like other imaging techniques discussed in 
this book, it employs a radial k-space sampling strategy; 
however, ZTE differs from ultrashort echo time (UTE) imag-
ing, in that the readout gradient is set prior to the application 
of the radiofrequency (RF) pulse, enabling near- instantaneous 
acquisition of signals. It is “near”-instantaneous as the RF 
pulse is of finite duration, and this is followed by a brief 
delay wherein the coil is switched from transmit to receive 
mode following RF excitation. Although this fast switching 
capability was a technical challenge [1], it has been over-
come in recent generations of 3T and 1.5T scanners and is 
commercially available. Although nominally zero, the echo 
time (TE) is on the order of microseconds (~8 μs). An added 
benefit of the gradients being active prior to signal acquisi-
tion is that there is no need to cycle them on and off, as the 
gradients are merely incrementally swept through the imaged 
volume, appreciably reducing acoustic noise experienced by 
the patient.

Another surmounted challenge to the clinical application 
of ZTE pulse sequences is the finite duration of the RF pulse, 
which results in the omission of sampling of the center of the 
k-space. This has been addressed via radial oversampling of 
the center of the k-space, reconstruction techniques, and 
extrapolation [1]. The applicability of ZTE to imaging bone 
is predicated on the sparse proton density (PD) of bone tissue 
due to its limited water content, scarcity of free water, and its 
ultrashort-T2

* values of 420–500 μs [2]. Specifically, the T2 
value of bone is several orders of magnitude shorter than 
those of soft tissues, facilitating clear delineation of cortical 
margins. As acquired, ZTE images display bone as hypoin-

tense and surrounding tissues (e.g., muscle, ligament, and 
tendon) with intermediate- to- high signals. This contrast 
facilitates inversion of the acquired images (discussed later 
in this chapter) to render the relative intensities of bone and 
soft tissue similar to computed tomography (CT). Before 
delving into the specifics of clinical ZTE image acquisition, 
post-processing, and applications, it is important to first dis-
cuss the specific motivations for why ZTE is clinically useful 
and necessary, amidst an ever-growing alphabet soup of 
pulse sequences and acronyms.

Although MRI is modality of choice for diagnosing an 
array of musculoskeletal injuries and disorders, particularly 
of soft tissues, a principal limitation of conventional mag-
netic resonance (MR) pulse sequences is inadequate render-
ing of bone. This inability to sufficiently visualize osseous 
tissue often necessitates the use of a multimodal imaging 
approach for pathologies involving both bone and soft tissue, 
wherein the former is imaged via radiography or CT and the 
latter is visualized with MRI.  Although this multimodal 
approach often affords adequate diagnostic information, it 
has several drawbacks.

The chief limitation of utilizing a complementary imag-
ing modality for bone is that most of these modalities impart 
ionizing radiation to the patient in the form of X-rays. 
Although consideration of the stochastic risks to patients 
from ionizing radiation is always weighed against the diag-
nostic utility of imaging and clinical need, we must strive to 
reduce this radiation burden wherever possible, particularly 
for patients at elevated risk, e.g., infants, juveniles, pregnant 
women, women of child-bearing age, and those requiring 
long term or serial imaging.

Beyond radiation dose concerns, the need for supplemen-
tary imaging necessitates scheduling additional appoint-
ments. It carries additional monetary and time costs of the 
imaging procedure(s) as well as additional burdens for 
scheduling and transportation. From an institutional perspec-
tive, the need for multiple imaging modalities for radiologi-
cal workup of a single condition or injury consumes 
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additional physical resources as well as radiologist, technol-
ogist, and administrative time.

A further limitation of utilizing multiple modalities is the 
lack of temporal and spatial concurrence of the multiple 
exams. Differences in patient positioning between exams 
make co-localization of anatomical and pathological features 
between images from different modalities difficult. Although 
image fusion techniques exist to facilitate the alignment of 
image sets from multiple modalities, they are not universally 
available and are not the norm for routine exams. Conditions 
in which the abutment of soft tissue and bone is a critical 
feature (e.g., impingement syndromes or foraminal stenosis), 
contemporaneous imaging of both soft and osseous tissues 
may be more diagnostically useful than imaging using sepa-
rate modalities.

An additional motivation for direct visualization of bone 
with MRI is that conventional MR pulse sequences typically 
afford indirect visualization of osseous defects through fluid 
ingress into fractures and avulsions or via edema patterns 
underlying a fracture rather than directly by showing corti-
cal discontinuity. Direct visualization of bone enables more 
facile interpretation of images by non- radiologist clinicians 
and may ease the localization of defects via intraoperative 
fluoroscopic imaging. For the above reasons, bone imaging 
with ZTE has been investigated at numerous anatomical 
sites for orthopedic applications, as discussed later in this 
chapter.

 ZTE Image Acquisition and Post-processing

We now turn to an overview of the process of ZTE imaging 
of bone. This section is divided into acquisition consider-
ations (pulse sequence parameters, coil selection and place-
ment, patient positioning, and prescription guidelines) and 
post-processing (bias field correction, contrast inversion, and 
background segmentation).

 Image Acquisition

Where not specifically addressed below, it is advisable to 
 follow general best practices for MRI acquisitions when 
acquiring ZTE. The following subsections provide guidance 
as a starting point for acquiring ZTE bone images, and they 
should be adapted to specific applications and considerations 
of the scanner and clinical need. As with all MRI pulse 
sequences, the determination of scan parameters is ulti-
mately about acceptable trade-offs between scan time and 
image quality. A “good” ZTE acquisition should produce 
images with a tolerable level of noise, relatively flat contrast 
of soft tissues, and sufficient spatial resolution for the diag-
nostic task. The following guidelines assume that a 1.5 T or 

a 3 T scanner capable of ZTE acquisition is used and that a 
ZTE pulse sequence is available.

 Coil Selection
The ZTE pulse sequence is compatible with both transmit-
receive and receive-only coils, with the only limitation on 
coil selection being the capacity for fast switching between 
transmit and receive modes [3]. In practice, commercially 
available implementations of ZTE enforce this restriction 
onboard the scanner/host computer. The selection of coils 
should thus be predominantly guided by their ability to trans-
mit and recover signal uniformly around the anatomy of 
interest. The motivation for this guidance is to ensure ade-
quate signal from the anatomy of interest and to minimize 
surface coil flare and its resulting signal intensity bias field. 
Although techniques are employed to reduce these effects 
during post-processing, proper coil selection and placement 
minimize the magnitude of these effects and will result in 
easier post-processing.

A secondary consideration in coil selection is the coil 
element or channel count. Although no strict lower bound 
on channel count exists, more acquired channels gener-
ally result in a better signal-to-noise ratio (SNR). Owing 
to the sparse signal that ZTE seeks to recover from bone, 
coil arrays with variable channel/element counts (e.g., 
posterior spine/head–neck–spine arrays) should enable 
coverage  marginally greater than that required for con-
ventional MR imaging of the same anatomy. Lastly, in 
keeping with maximizing signal/minimizing bias, scans 
of the hips and spine benefit from adding an anterior coil 
array to improve SNR and minimize bias/surface coil 
flare. Although a common practice in hip imaging, this is 
a departure from standard practice in the spine with con-
ventional MRI.  One should bear in mind that this also 
applies to the cervical spine, wherein the anterior array of 
the head portion of a head–neck–spine coil may be neces-
sary to minimize bias and signal loss in the anterior 
region of the neck.

 Sequence Parameters
As the name implies, for ZTE sequences, TE should be set to 
zero. Repetition time (TR) should be minimized. However, 
when relying on the scanner to compute the minimum TR, 
this should be determined after prescription of other param-
eters to ensure that TR is truly the minimum achievable. In 
practice, it will likely need to be set by the technologist at the 
time of scanning if deviations from a fixed sequence/proto-
col are made.

The flip angle is a sequence parameter of importance to 
the resulting contrast in ZTE images and is limited to the 
acquisition of relatively small values (generally <5°). Higher 
flip angles may prevent complete recovery during readout. 
Although compatible with acquisition and tempting because 
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of their increased SNR, flip angles larger than 1–2° should be 
avoided, as they increase T1 contrast in soft tissues. Receiver 
bandwidth is another parameter that can influence the 
contrast of ZTE images. Specifically, higher receiver 
bandwidths are recommended (62.5–83.3 kHz) to mitigate 
chemical shift artifacts, although this comes at some expense 
to the SNR. Additional strategies such as “perfect in-phase 
ZTE” [4] and shifting the center frequency have been shown 
to address chemical shift artifacts in ZTE.

The image matrix is solely parameterized by frequency 
encodes, as ZTE uses radial sampling. Matrix size (fre-
quency encodes per radial spoke) should be considered with 
the field of view (FOV) size, slice thickness, and SNR to 
optimize sampling. Although not a requirement, it is often 
advantageous to acquire scans isotropically for multiplanar 
reformation (MPR). Thus, slice thickness should be chosen 
to match or closely approximate the field of view (FOV) size 
divided by the number of frequency encodes per spoke. In 
practice, we generally maximize the frequency encodes and 
optimize slice thickness based on this; however, for smaller 
anatomies, this may result in insufficient SNR, and sampling 
isotropy may not be possible without decreasing the number 
of frequency encodes, i.e., lowering the in-plane resolution.

If images of a given size are required, then a spatial inter-
polation schema can be employed during image reconstruc-
tion, such as zero interpolation filling (ZIP) to standard 
image sizes (512 × 512) or to finer slice thicknesses (below 
the acquired slice thickness). While these interpolative 
approaches improve the apparent resolution of the resulting 
images (their “nominal” resolution), intrinsic spatial 
resolution (the ability to resolve distinct anatomic features of 
a given size and contrast) is constrained by the acquired slice 
thickness, matrix, and FOV sizes.

Lastly, the number of excitations (NEX) should be speci-
fied. This refers to the number of acquisitions that will be 
averaged, thus increasing the SNR with each additional 
NEX. Depending on the anatomy and coil selection, this will 
likely be between 2 and 4. Scan time increases linearly with 
NEX, so the SNR should be optimized with other parameters 
before increasing NEX to achieve a greater SNR.  Some 
implementations of ZTE (such as GE’s oZTEo sequence) 
allow for the specification of fractional NEX, facilitating 
greater optimization of this sequence parameter.

 Slab Prescription Considerations and Field 
of View (FOV)
Given its radial sampling, ZTE generally does not suffer 
from phase wrap (aliasing artifact), as wrapped data are 
 diffuse, and thus frequency direction is not of critical 
 importance when prescribing acquisitions. FOV size should 
be selected to afford adequate coverage of the anatomy of 
interest, surrounding soft tissue, and a small amount of the 
background (air) around the anatomy. A margin of air around 

the surrounding soft tissue is recommended within the FOV, 
as this facilitates debiasing and background segmentation 
during post-processing. Some anatomies and/or acquisition 
planes such as axial acquisitions of the shoulder preclude 
this margin around the scanned anatomy (Fig. 44.1). In such 
instances, margins should be provided on as many sides as 
possible.

The imaging plane should be chosen to minimize the 
slice count. When assessing osseous defects, the plane 
should be oriented orthogonal to the defect (e.g., shoulder 
scans for instability and dislocation should be performed in 
the axial plane, as Bankart and Hill–Sachs lesions both 
present roughly orthogonal to the transverse plane). The 
matrix, FOV, slice thickness, and the number of required 
sequences should also be considered to reduce scan times 
to acceptable durations. Acquisition of a single, high qual-
ity isotropic acquisition may eliminate the need for subse-
quent acquisitions in different anatomic planes. The number 
of slices and scan durations for axial acquisitions of long 
bones are prohibitively large, and thus coronal and sagittal 
acquisitions are preferable for these anatomies if spatial 
resolution is sufficient for the given FOV, matrix, and clini-
cal concern.

 Post-processing of ZTE Images

Once acquired, several post-processing steps are necessary 
to reformat and rescale ZTE images to obtain CT-like 
contrast. In general, these steps include bias field correction, 
contrast inversion, and background segmentation. While 
machine learning approaches exist for generating CT-like 
contrast (e.g., “pseudo-CT” or “simulated CT”) from MR 
images via various pulse sequences (including ZTE) [5], the 
direct inversion of ZTE contrast is sufficient for many 
anatomies and applications.

 Intensity Correction
Signal inhomogeneities in acquired ZTE images exist due to 
varying proximities between the scanned anatomy and the 
coil and present as smooth contrast gradient fields with 
increased signal intensity on the surface of the skin (“surface 
coil flare” or “surface coil inhomogeneities”). Several pulse 
sequence agnostic schemes have been devised to correct 
these artifacts, such as “surface coil intensity correction” or 
SCIC.  As parallel imaging is not utilized in ZTE, a priori 
techniques for bias field correction are not applicable.

In ZTE acquisition, it is recommended that available on-
scanner intensity correction techniques be enabled during 
scan prescription. Moreover, post-processing intensity 
correction can be applied if significant bias fields persist in 
reconstructed images. In particular, the N4ITK bias field 
correction algorithm [6] has been frequently used in the 
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a b

c d

Fig. 44.1 ZTE post-processing steps: (a) acquired ZTE (axial shoulder), (b) intensity correction (N4ITK), (c) inverse-logarithmic intensity cor-
rection, and (d) background segmentation

intensity correction of ZTE images (Fig.  44.1b) [7–9]. In 
practice, most ZTE acquisitions require some bias field/
intensity correction.

 Contrast Inversion
Once images are adequately uniform in signal intensity, con-
trast inversion is performed to yield positive contrast for 
bone to mimic the appearance of CT images. Rather than 

simple inversion of the contrast (image to image), an 
 inverse- logarithmic rescaling (i.e., log(image)) approach is 
utilized. The logarithmic aspect of rescaling results in an 
image with a greater dynamic range of hypointense signals 
from the source image (bone) and decreases (“flattens”) the 
dynamic range of hyperintense signals (soft tissue). An 
alternative approach of dividing −1 by the image (i.e., the 
negative reciprocal of the image) yields a similar effect on 
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the dynamic range. Both approaches require subsequent res-
caling to a useful range of intensities (in practice, we rescale 
to 0–4095).

 Background Segmentation
Contrast inversion produces images with a bright back-
ground as air surrounding the anatomy of interest forms a 
largely flat field of high intensity around the object 
(Fig. 44.1c). General morphological image processing oper-
ations (thresholding, region growing, etc.) can be employed 
to segment out the background of the image (Fig. 44.1d). It 
is worth noting that the unprocessed source image may be 
more useful in segmenting the background, as the contrast 
inversion/rescaling results in a broader range of signal inten-
sities in the background air (compare Fig. 44.1a and b). In 
addition to making the images appear more “CT-like,” back-
ground segmentation improves the apparent contrast per-
ceived by the viewer. Lastly, background segmentation 
facilitates volume rendering as the presence of a hyperin-
tense background would preclude windowing the image vol-
ume in a manner that would preserve soft tissue and/or bone 
contrast.

 Orthopedic Applications of ZTE-MRI

The earliest demonstration of ZTE-MRI for the imaging of 
bone in live volunteers utilized 7 T MRI, a proprietary coil, 
and examined the head, ankle, wrist, and knee [1]. Since this 
foray, applications of ZTE-MRI have been investigated in 
numerous orthopedic anatomical contexts and for different 
pathologies at the more widely available field strengths of 
3 T and 1.5 T. The following sections will summarize these 
applications to date and their findings.

 The Cranium

Owing to the pressing need for attenuation correction in pos-
itron emission tomography (PET)/MR, some of the earliest 
ZTE bone imaging exploring a specific clinical application at 
3 T was of the cranium [10]. To this end, Wiesinger et  al. 
demonstrated an approximate linear relationship between 
Hounsfield units (HU) in CT images and the corresponding 
inverse-logarithmic rescaled ZTE images. An important 
caveat to this work is that attenuation of gamma rays (PET) 
and X-rays (CT) in the cranium is almost entirely a product 
of cortical bone, and the ascertained CT–ZTE relationship 
does not hold for osseous structures with significant trabecu-
lar compartments (i.e., vertebral bodies or epiphyses of long 
bones). Although not inherently orthopedic, this study dem-
onstrated the viability of ZTE at a more widely available 

field strength (3 T) and also directly suggested the applica-
tion of ZTE to orthopedic imaging.

Subsequent orthopedic/neuroradiological applications 
were explored in the cranium. Comparative case series by 
Cho et  al. [11] and Lu et  al. [5] examined cranial trauma 
(N  =  13) and a varied cohort of craniofacial pathologies 
(N  =  14), respectively. Both studies compared ZTE to 
concurrent CT imaging as case series looking at agreement 
between the modalities. Cho’s study compared both image 
quality and direct measurement of cranial thickness and 
observed strong intermodal agreement between CT and 
ZTE.  Cases from these studies included cranial and facial 
trauma as well as (in Lu’s) postoperative assessments of 
shunting and fixation hardware, atraumatic craniocervical 
and intracranial deformities, craniosynostosis, and choanal 
stenosis. Agreement was noted between CT and 
ZTE. Figure 44.2 shows an example unprocessed ZTE image 
as well as the anterior and posterior views of the skull using 
volume rendering.

Notably, toward the prior stated motivation of mitigating 
ionizing radiation dose in vulnerable individuals, the Lu 
study examined infants as young as 2-months-old. Reduction 
of radiation dose is important in these patients due to their 
stage of development and the presence of radiosensitive 
tissues within the scanned anatomy.

 The Shoulder

Our site’s first study of ZTE imaging considered shoulder 
pathologies [7]. This study compared ZTE with CT in the 
assessment of shoulder instability morphologies (Hill–Sachs 
and Bankart lesion sizes) as well as measures pertinent to 
shoulder arthroplasty such as glenoid version and vault 
depth. Additionally, the Walch classification of glenoid ero-
sion was assessed as well as the presence of intraosseous 
cysts in the glenoid and humeral head. Agreement of con-
tinuous measurements (glenoid morphology and lesion 
sizes) and in classification and nominal/ordinal grading 
(Walch classification, cyst presence, traumatic lesion pres-
ence) were assessed and agreed substantially between 
modalities and raters. Exemplar images of concurrent, co-
registered MPRs of en face views of the glenoid in ZTE and 
CT are shown in Fig. 44.3, demonstrating a readily apparent 
Bankart lesion. It should be noted that some limited back-
ground (soft tissue) contrast remains in both CT and ZTE. In 
addition to the study’s primary measurement and validation 
objectives, ZTE’s potential to be used for three- dimensional 
(3D) volume rendering and generation of 3D meshes and 
models of bone surfaces was also demonstrated (Fig. 44.4).

A subsequent study by de Mello et al. [12] utilized such 
3D volume renderings for the 3D measurement of glenoid 
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a b

Fig. 44.3 En face MPR of glenoid showing Bankart lesion in (a) CT and (b) ZTE-MRI. BFD best-fit diameter; w defect width

a b c

Fig. 44.2 ZTE of the head. Axial ZTE (a, un-post-processed) and 
 anterior (b) and posterior (c) volume renderings for deep learning-based 
pseudo-CT conversion of ZTE images. Images courtesy of Mai-Lan Ho, 

Sven Bambach, and Bhavani Selvaraj, Nationwide Children’s Hospital, 
Columbus, Ohio, USA

width. Although the scope of measurements evaluated was 
limited to a single linear dimension (glenoid width), the 
study bore out the findings of earlier ZTE comparisons to CT 
in demonstrating strong agreement between measurements 
performed on images from the two modalities. A strength of 
this study was the additional assessment of ZTE across a 

range of resolutions (0.6–0.7, 0.8, and 1.00  mm3 voxels). 
Reported bias (from Bland–Altman analysis) was on the 
order of the voxel size (0.3–1.0 mm) for all readers between 
the two modalities, and intraclass correlation coefficients 
(ICC) demonstrated near-perfect agreement with CT at all 
evaluated ZTE resolutions
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 The Spine

Applications of ZTE imaging to the spine have also been 
pursued. Argentieri et al. [9] conducted a study comparing 
qualitative assessment of cervical neural foraminal stenosis 
(CNFS) between ZTE and CT imaging (Fig. 44.5) in a cohort 
of 34 patients. All six cervical motion segments were bilater-
ally evaluated using MPRs in the plane of each foramen, and 
substantial agreement between stenosis scores in the two 
modalities was demonstrated. A novel consideration of this 
study was the authors’ accounting for differences in cervical 
spine posture between CT and MRI exams. Differences in 
the sagittal cervical curvature between exams were noted; 
however, the local cervical curvature of each motion segment 
was not associated with differences in the CNFS grade. 
Although ultimately not critical to the findings of the study, 
this aspect of the analysis emphasizes the potential value of 
concurrent imaging of bone and soft tissue imaging afforded 
by ZTE, which is absent with multimodal (MR and CT) 
imaging.
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Fig. 44.4 Volume renderings and surface meshes of bone surfaces 
from ZTE and CT

Fig. 44.5 Cervical neural foraminal stenosis comparison between CT (left) and ZTE-MRI (right)
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Another spine study by Hou et  al. [13] utilized spinal 
morphometry to assess agreement between CT and ZTE- 
MRI measuring axial orientation, foraminal diameter, pedi-
cle width and height, and interarticular distance as well as 
osteoarthritis grades. Notably, this study also included a 
comparison of conventional MRI pulse sequences (proton 
density-weighted (PD-w), T1-w, T2-w, T2-w fat-saturated) to 
CT and demonstrated stronger agreement (“substantial” to 
“near-perfect”) between ZTE and CT than between conven-
tional MRI and CT.  While statistical differences were 
observed between conventional MRI and CT in the assess-
ment of foraminal diameter and not between ZTE and CT, an 
equivalent resolution to ZTE was not utilized, so it cannot be 
ascertained whether the relative deficiency of conventional 
MRI was due to enhanced osseous contrast in ZTE or, more 
likely, the lower spatial resolution of the conventional 
sequences. Again, owing to radiosensitive tissues in the head, 
neck, and abdomen, applications of ZTE in the spine demon-
strate opportunities for potential radiation dose mitigation.

 The Hip/Pelvis

An additional area of interest for ZTE in orthopedics is imag-
ing of the hips and pelvis. Many clinical concerns require 
radiological assessment of the hip and sacroiliac joints 
(SIJs). Of these, our site sought to evaluate the agreement 
between CT- and ZTE-based measurements of hip mor-
phometry in assessment of developmental dysplasia of the 
hip (DDH) and femoroacetabular impingement (FAI) hip 
morphologies [8]. This subset of hip imaging patients is of 
particular interest, as the age of clinical presentation is 
younger, and these patients are often serially imaged (for 
follow-up and/or planning subsequent surgery). Furthermore, 
the anatomy of interest includes radiosensitive reproductive 
and intestinal tissues, which cannot be adequately shielded 
during CT imaging without obscuring the underlying osse-
ous anatomy. In a sample of 38 hips from 23 patients, coro-
nal and sagittal center-edge angles, femoral neck-shaft angle, 
acetabular version (at 1:00, 2:00, 3:00 positions), Tönnis 
angle, alpha angle, and modified beta- angle were measured 
on CT and ZTE images. Intraclass correlation coefficients 
demonstrated “good” (ICC  =  0.60–0.74) to “excellent” 
(ICC = 0.75–1.00) agreement, and the magnitude of intermo-
dal bias (Bland–Altman) was observed to be less than 3° for 
all but one measurement (modified beta-angle). Example 
images comparing ZTE and CT of the hip in axial views are 
shown in Fig. 44.6.

Another comparative study, by Wolharn et  al. [14], of 
ZTE to CT in the lower torso focused on evaluation of the 
SIJ. Wolharn’s study compared ZTE and CT assessment of 
79 patients with a maximum of 12 months between imaging 

on the two modalities using ordinal grading (4-level “Likert” 
scale) for assessment of osteophytes, subchondral sclerosis, 
erosions, ankylosis, joint irregularities, joint widening, and 
vacuum sign in the SIJ. Good agreement was demonstrated 
in all assessed features, except vacuum sign, which reflects 
hypointense gas in the joint. Although this study did not 
 utilize contrast inversion to produce “CT-like” contrast, the 
specific finding regarding vacuum sign/gas in the joint is 
notable as a minor limitation of utilizing ZTE in isolation 
from concurrent conventional MRI sequences.

 The Knee

A qualitative study of ZTE for the assessment of bony abnor-
malities in the knee was also conducted [15]. In a cohort of 
100 patients, this study evaluated osteophytosis, subchondral 
cysts, ossifications, and fractures. The study evaluated 
 diagnostic confidence of readers in their evaluation of these 
osseous abnormalities in MRI exams, with and without 
ZTE.  Raters scored their diagnostic confidence in osseous 
findings as higher with ZTE. Additionally, a spoiled gradient 
recalled echo (SPGR) sequence was also acquired for a sub-
set of the patients (N = 57) and evaluated for its effect on 
diagnostic confidence. While both supplementary sequences 
were diagnostically useful, the addition of ZTE resulted in a 
greater improvement in reader confidence in osseous 
findings.

 The Foot and Ankle

Our team also conducted a small study of the characteriza-
tion of acute ankle fractures using ZTE [16]. A total of 14 
acute ankle trauma cases were evaluated. Agreement in the 
diagnosis of fractures was assessed in the medial, lateral, and 
posterior malleolus, wherein raw agreements of 93%, 93%, 
and 100%, respectively, were observed across three readers. 
Additionally, fracture fragment size measurements were per-
formed in a limited subset of these patients with concurrent 
CT. ICC values indicated excellent agreement between frag-
ment measurements on the two modalities. Frequent concur-
rence of osseous and soft tissue injuries of the foot and ankle 
has led to our institution’s rapid adoption of ZTE-MRI for 
foot and ankle trauma. ZTE is frequently requested as an 
addition to standard ankle MR examinations in the evalua-
tion of malleolar fractures and associated ligament injuries. 
We have observed improved delineation of depressed tibial 
plafond fragments in posterior malleolar fractures (Fig. 44.7).

This summary of studies is not intended to be an exhaus-
tive review of the extant literature on bone imaging with 
ZTE-MRI. Rather, these studies highlight the agreement of 
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Fig. 44.6 Three axial views at descending locations through the pelvis in co-localized CT (left) and ZTE images (right) 

ZTE with CT for diagnostic and morphometric tasks and 
instances where ZTE has been shown to provide added diag-
nostic value to MRI.

 Limitations of ZTE-MRI for the Bone

Although the above examples demonstrate the application 
and suitability of ZTE for bone imaging in a broad array of 
anatomies, ZTE has several key limitations. As mentioned in 
the section “ZTE Image Acquisition and Post-processing,” 
ZTE requires adequate and compatible hardware (scanner, 
coils) and software (pulse sequences, post-processing pipe-
line, etc.). In addition to the facility/site constraints on ZTE 
imaging, there are still limitations to what the pulse sequence 
can achieve, how it can be applied, and the contrast and reso-
lution of the resulting images.

An abovementioned limitation of the contrast provided by 
ZTE is the potential mischaracterization of gases. In the sec-
tion “The Hip/Pelvis,” we summarized a study that showed 
poor agreement between ZTE and CT in assessing the pres-
ence of gas in the SIJ. Gases in joint spaces (“vacuum phe-
nomena”) manifest in acquired ZTE images as hypointense 
regions (or hyperintense on contrast-inverted images). 
Depending on its volume and diffuseness, the gas may be 
difficult to distinguish from adjacent bone. Although this 
limitation is inherent to the isolated assessment of a ZTE 
image series, the vacuum sign is distinguishable from adja-
cent bone when read with concurrent conventional MRI.

An additional limitation of ZTE is seen in the presence of 
other short-T2/T2

* tissues, such as fascia, which appears as 
hypointense on acquired images. The contrast between these 
tissues and adjacent muscle and fat are often accentuated by 
chemical shift artifacts. While these artifacts can be miti-
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Fig. 44.7 PDW (left) and ZTE-MRI (right) of the same ankle showed clearer delineation of the tibial depressed plafond fragment and step-off 
from the tibia and distal fragment

Fig. 44.8 The coronal view of the hips of a patient with unilateral (patient left) hardware. Colocalized slices in ZTE (left) and MAVRIC PDW 
MRI (right)

gated using greater receiver bandwidths, radiologists should 
be aware of them, particularly when they appear in proximity 
to anatomies of interest.

Imaging in the presence of metal remains a challenge for 
ZTE. Although metal artifact reduction strategies exist for 
some MRI pulse sequences (via slice encoding metal artifact 

correction (SEMAC) and multi-acquisition with variable 
resonance image combination (MAVRIC), there are cur-
rently no approaches implemented with ZTE acquisitions. 
An example showing the relative metal artifact in ZTE vs. 
colocalized proton density-weighted MAVRIC is shown in 
Fig.  44.8. The artifact is substantially larger and obscures 
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and distorts the underlying osseous anatomy in ZTE, whereas 
the MAVRIC image shows the proximal femur with far less 
artifact, and the hip joint is visible.

 Conclusions

ZTE-MRI is a robust pulse sequence that, when post- 
processed, yields images with CT-like contrast for bone. 
Numerous applications of ZTE imaging in orthopedic con-
texts have been explored, and studies have demonstrated 
good agreement with concurrent CT, suggesting that ZTE 
imaging not only provides better visualization of bone than 
conventional MRI but also affords sufficient osseous detail 
to replace CT in certain diagnostic and morphometric tasks. 
As demonstrated in several of the above studies, 3D visual-
ization and modeling are possible with ZTE-MRI, opening 
a potential avenue for future work employing ZTE imaging 
in kinematic modeling of joint mechanics as well as an 
additional imaging modality for preoperative planning.
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45MR-Based Attenuation Correction 
in PET–MRI

Tobias Schaeffter and Volkmar Schulz

 Introduction

Medical imaging is the backbone of modern clinical diagno-
sis with more than five billion imaging investigations per-
formed worldwide each year [1, 2]. Many radiological 
imaging modalities are based on high quality tomographic 
modalities such as computed tomography (CT), magnetic 
resonance imaging (MRI), ultrasound (US), and emission 
tomography, which provide complementary information of 
varying resolutions and sensitivities. In particular, MRI is a 
noninvasive technique without ionizing radiation, which pro-
vides both excellent soft tissue contrast visualization of mor-
phology and a wide range of parameters for quantitative 
characterization of tissue properties and physiology. In dis-
tinction to this, emission tomography aims at imaging 
molecular processes using radioactively labeled molecules 
as the source of the imaging data. Such radiotracers are 
injected into the body and accumulate in regions of molecu-
lar and pathophysiological interest. In positron emission 
tomography (PET), the radioactive tracer decays to emit 
positrons that are annihilated by electron capture, resulting 

in the emission of a pair of nearly antiparallel 511-keV pho-
tons. These photons are measured in the detector ring of the 
PET system. Accurate information is important for solving 
the inverse problem of image reconstruction about how the 
photons in the body are attenuated on their way to the detec-
tors since only a fraction of the emitted photons are detected. 
In conjunction with dedicated PET scans, CT scans are com-
monly used to help determine the attenuation values for the 
511-keV photons and to obtain anatomical information.

Over the past decades, MR-compatible PET scanners 
have been developed [3–7] and have been used for clinical 
applications [8–11]. Like PET–CT scanners, PET–MRI 
scanners are capable of providing high-resolution anatomi-
cal information but with much improved soft tissue contrast 
and without ionizing radiation. In addition, MRI can provide 
additional functional information, such as perfusion or diffu-
sion [9]. If the information from PET and MRI is accurately 
matched both spatially and temporally, then the MRI data 
can also be used to improve the accuracy of pharmacokinetic 
modeling, apply advanced motion compensation [12–15], 
and compensate for partial volume effects in PET data [16].

Unfortunately, the MR signal mainly depends on proton 
density and relaxation times rather than electron density and 
is thus not directly related to photon attenuation as it is in CT 
[17]. For example, bone and air have low intensity with con-
ventional MR image measurements but very different attenu-
ation coefficients with PET.  Since the commercial 
introduction of PET–MRI, considerable effort has been 
made to develop reliable attenuation correction (AC) meth-
ods for PET–MRI. Another focus has been on the detection 
of tissues with ultrashort-T2

*s such as cortical bone.
This chapter presents MR-based methods for deriving AC 

maps with the focus on ultrashort-T2
* tissues. MR-specific 

challenges in determining attenuation corrections for ultra-
short-T2

* tissues are described. In addition, the relative 
impact on image quality and quantitative accuracy of AC 
compared to other correction techniques is presented. Finally, 
integration of AC into motion compensation and other areas 
for future work are discussed.
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 Attenuation Correction in PET

PET measures the spatial distribution of injected radioactive 
tracers that emit positrons. After annihilation with electrons, 
2 nearly antiparallel 511-keV γ-photons are emitted. These 
are then detected by a cylindrical ring of detectors around the 
patient. Hence, the annihilation is assumed to lie on the line 
connecting the two detected γ-photons, referred to as the line 
of response (LOR). Such coincidental events are stored in a 
sinogram, which shows the distribution of all LORs during a 
measurement. The name is due to the fact that a single voxel 
in the sinogram shows a sinusoidal curve. In recent decades, 
fast detectors have been developed that can measure the 
small (sub-nanosecond) time differences between the detec-
tion of the two γ-photons. This so-called time-of-flight 
(TOF) information can be used to determine the most likely 
location of the annihilation event along the LOR, resulting in 
a higher signal-to-noise ratio (SNR) in the reconstructed 
PET images.

Before the two photons reach the detector, they pass 
through the body and interact with the tissue, mainly by 
Compton scattering. In this process, photons interact with 
electrons and eject them from their atomic shells, resulting in 
a loss of energy and a change in photon direction. These two 
effects lead to a reduction in the number of photons observed 
along the LOR. In particular, the reduction increases expo-
nentially as the length of the path increases. Photons that 
travel through more, or denser, tissue of the body to the 
detectors are more likely to be attenuated than those that 
travel through sparser, or less dense, tissues. Reconstruction 
of images from sinograms without AC, using the number of 
counts alone leads to inaccurate quantitation of tracer uptake. 
For instance, a higher number of counts could arise from 
lower attenuation in a tissue (e.g., lung) rather than because 
of a higher radiotracer uptake.

Therefore, it is essential to correct for attenuation effects. 
In former times, this was done using an external positron 
source that was rotated around the object and the attenuation 
of the transmitted photons was determined from such a trans-
mission scan. However, nowadays, the majority of systems 
are hybrid PET–CT scanners, and CT provides not only 
images of the anatomy but also information on tissue attenu-
ation values. The latter is possible because the signal inten-
sity in CT is also due to photon attenuation. However, there 
is no unique relation between attenuation at the photon ener-
gies of CT (40–140 keV) and that of PET (511 keV). In par-
ticular, the attenuation of photons at the much lower CT 
energies has contributions from both Compton scattering and 
photoelectric absorption, which has a high dependence on 
the atomic number. As a result, photoelectric absorption in 
most soft tissues is a smaller effect than it is, for example, in 

bone (due to its high calcium content), in metallic implants, 
and in contrast agents [18]. Therefore, it is possible for two 
distinct materials with the same value of attenuation coeffi-
cient at 511 keV to have different CT attenuation values, and 
errors in the AC derived from CT images will propagate to 
errors in PET images. A bilinear transform is often used to 
convert CT-derived attenuation coefficients to the equivalent 
values for PET [18, 19]. Often, there are also positional mis-
matches between the PET and CT images (i.e., emission and 
attenuation maps) due to patient motion. Furthermore, physi-
ological motion introduces further artifacts and quantifica-
tion errors in PET imaging when imaging the thoracic and 
abdominal regions.

 MR Methods for Deriving Attenuation 
Correction Maps

Several approaches have been proposed to derive AC maps 
from MR images [20]. These can be broadly divided into 
registration-based and segmentation-based methods. In prac-
tice, combinations of both methods are usually used because 
there are device-related AC maps, such as a patient tables, 
covers, local receive coils, etc., and patient-related AC maps. 
There are other challenges related to AC maps for PET–MRI, 
such as attenuation correction of “invisible” MR coils and 
compensation for the limited field of view of MRI, which are 
not addressed in this chapter. In the following section, we 
focus on the estimation of AC maps in patients.

Registration-based methods for AC map creation use non-
linear image registration to transform an existing AC map to 
match the anatomy of a new patient. The key motivation 
behind this method is robust creation of an AC map. 
Registration-based methods were first proposed for stand-
alone PET scanning to avoid the long acquisition times 
needed for transmission measurements [21]. For this, the 
transformation was determined by registering the acquired 
non-corrected PET image to a template of a previously 
acquired non-corrected PET image and then using the same 
transformation for warping the template attenuation coeffi-
cient map with the new anatomy. A similar approach has 
been used in a brain PET–MRI studies using MR images for 
registration and utilizing the higher spatial resolution and 
contrast of MRI [22, 23]. A more advanced method uses a 
larger number of available reference MR–CT datasets as an 
atlas [24]. In this approach, MR images of the atlas are co-
registered to the actual MR image of the patient and the 
determined transformations are applied to the corresponding 
CT images of the atlas. A so-called pseudo-CT image is 
derived by taking a weighted average of all coregistered CT 
images, which is then used for determining AC maps.
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 Segmentation of Tissues

Although registration-based methods overcome the prob-
lem of the lack of dependence of the MR signal on photon 
attenuation, they may not be reliable in regions where 
there is a high degree of variability between patients. 
Therefore, segmentation-based methods based on images 
of the subject were proposed. These attempts to derive an 
AC map based on tissue classes for each voxel require 
image segmentation as an important post-processing step. 
In early work, MR images of the brain were segmented 
into air, brain tissue, skull, and scalp regions by fuzzy 
clustering means and AC values were assigned to different 
regions of the head [24]. Schulz et al. tested such a seg-
mentation-based AC-based method in whole-body PET–
MR applications for differentiating the three classes: air, 
lung, and soft tissue [17]. The methods used a free-breath-
ing three-dimensional (3D) T1-weighted spoiled gradient 
echo MR sequence with relatively large voxel sizes of 
4 × 4 × 4 mm3. Identification of the lung tissue was per-
formed using an adaptive lung surface model. The 
MR-based AC was compared to conventional AC derived 
from CT images. In most areas, the diagnostic value of the 
resulting PET images was rated as unaffected. However, 
an underestimation of activity was found in bone lesions 
showing the importance of bone in AC for accurate quan-
tification of tracer activity. Similar findings have also 
been reported in another study in which the effect of 
replacing the AC measurement of bone with various con-
stant values was investigated for PET activity quantifica-
tion [25]. In addition to bone, the presence of adipose 
tissue in body PET–MR has been reported as a challenge, 
since the AC of fat differs from those of other soft tissues. 
Therefore, Martinez- Möller et  al. have proposed the use 
of a so-called Dixon technique for MR-based AC [26] 
making use of the difference in Larmor frequency between 
protons in water and fat molecules. In their study, MR 
images were obtained with a two-point Dixon MR 
sequence. Subsequent thresholding for soft tissue and adi-
pose tissue was applied. Segmentation artifacts arising 
from the lack of bone MR signal were corrected, and 
unclassified voxels were used for lung segmentation. The 
authors showed a maximum error of up to 13% by neglect-
ing bone in the AC. Thus, MR methods for imaging corti-
cal bone are highly desirable.

 Segmentation of Tissues with Short T2
*s

With conventional MRI, there is little or no contrast between 
air, parenchymal lung, and cortical bone due to the fast trans-
verse relaxation (ultrashort T2

*) of lung and cortical bone 
signals. One possible solution is to use ultrashort echo time 

(UTE) sequences that sample the free induction decay (FID) 
almost immediately after excitation so that the short-lived 
signals are sampled before they exponentially disappear into 
the noise background. UTE sequences were designed to 
visualize tissues with short- and ultrashort-T2

* transverse 
relaxation times, such as tendons, ligaments, cortical bone, 
and lung tissue, as described in other chapters in this book. 
Most UTE sequences use the so-called dual-echo acquisi-
tions: first, an FID image is acquired very quickly after radio 
frequency (RF) excitation with a nominal TE of 50–150 μs, 
and this is followed by a gradient echo acquisition after a few 
milliseconds (ms). Because tissues with short- and ultra-
short-T2

* are visible on the FID image but not on the subse-
quent gradient echo image, they can be distinguished from 
soft tissues with long T2

*s (which are visible on both images) 
and air (not visible on either image). Such a dual- echo UTE 
sequence has been used by Catana et al. for bone–air seg-
mentation in simultaneous PET–MRI of the human head 
[27]. An image intensity-based segmentation procedure was 
used to identify regions of air, soft tissue, and cortical bone 
in the acquired MR data and assign linear attenuation coef-
ficients from the literature to these tissue types. The proposed 
method was tested on a brain PET insert inside an MR scan-
ner using a UTE sequence with dual-echo times (TEs) of 
TE1= 0.07 ms and TE2= 2.4 ms. For comparison, CT scans 
were obtained to derive CT-based ACs as a reference. PET 
images were reconstructed both with UTE-MR- and 
CT-based attenuation corrections. However, the segmenta-
tion method used empirical thresholds for selecting tissue 
types, which might vary between scanners and with patient 
anatomy. This might be addressed via methods such as use of 
a Laplacian histogram, as proposed in Schulz et  al. [17]. 
Keereman et  al. proposed a quantitative UTE approach, 
which is less dependent on the MR system [28] (c.f. 
Figure 45.1). For this, dual-echo UTE images were used to 
roughly estimate the spatial distribution of R2

* using loga-
rithmic subtraction of the two acquired images ITE1, 2(x, y) at 
two TEs, TE1 and TE2:
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In R2
*maps, bone has a high R2

* value, whereas soft tis-
sues show low R2

* values. In areas with no signal (e.g., air), 
R2

* maps exhibit noise. R2
* maps are used in a combined 

segmentation approach, where the thresholded FID image is 
used as a mask to preselect areas of soft tissue and bone. The 
mask is then used to remove noisy air regions on the R2

* map, 
and two quantitative thresholds are applied to segment bone 
from soft tissue. The method was tested in R2

*maps of the 
brain using TE1= 0.14 ms and TE2= 1.8 ms. AC maps derived 
from R2

* maps and CT were applied to PET reconstruction 
and produced no large visual differences in the PET images. 
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Fig. 45.1 Method for generating an AC map using a dual-echo UTE 
sequence. First, the FID image is thresholded to create a mask to seg-
ment air from other tissues (bone and soft tissue). Second, the FID and 
later echo images are used to estimate an R2

* map. To exclude artifacts 

from air, the map is masked and then thresholded to separate bone from 
soft tissue. Finally, the two masks are combined to segment the differ-
ent tissue classes and to produce an AC map. (Adapted with permission 
from Aitken [29])

A mean average relative difference of approximately 5% and 
a maximum difference of 20–40% were found.

 Segmentation of Tissues with Short T2
* 

from Water and Fat Soft Tissues

As discussed before, differentiation of adipose and water soft 
tissue is essential when highly accurate quantification of 
PET is desired because the ACs of adipose and water soft 
tissue differ by 10%. A combined MRI sequence for the dis-
crimination of cortical bone, adipose tissue, air, and water 
soft tissue has been proposed by Berker et al. [30] and Han 
et al. [31]. This approach uses the acquisition of three sig-
nals, namely, one FID (ITE1) and two echoes (ITE2 and ITE3), 
and also uses appropriate longer TEs to encode for the chem-
ical shift between fat and water (c.f. Figure 45.2a).

Berker et al. proposed an image processing pipeline that 
processes the magnitudes and phases of the three input 
images (ITE1, 2, 3) to produce the desired attenuation map (c.f. 
Figure  45.3). The UTE(ITE1) image and one echo image 
(ITE3) were used to discriminate between cortical bone and 
air (IAIR, Ibone), whereas the Dixon decomposition was 
applied to determine the water and fat fraction of each 
voxel from all three images. The segmented images were 
used to assign the classes to tissue-specific linear attenua-
tion coefficients for 511-keV photons using literature val-
ues. In soft tissue voxels, the mean AC was calculated from 
the relative water–fat fraction r of the voxel using the linear 
mapping between the ACs of water soft tissue water μw and 
fat soft tissue fat μf:
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UTE-Dixon pulse sequence 3-D Fourier space

ultra short echo time (UTE)

 no slice selection, shorter RF pulse
 no phase encoding
 no preparation of frequency encoding

RF

Gread

AQ

TE1

TRF TAQ1
TAQ2

TAQ3

TE2

TE3

UTE ITE1 w – f ITE2 w + f ITE3

a b

Fig. 45.2 (a) An MRI sequence timing diagram of a UTE-Dixon 
sequence (UTIL) from Berker et al. [30], showing RF excitation, read-
out gradient (Gread), and data acquisition (AQ). The corresponding 
images are UTE: FID image, w-f: water and fat out of phase, and w + f: 

water and fat in phase. (b) The k-space acquisition scheme, showing the 
FID measurement based on the sampling from the k-space center to the 
surface of the sphere. (Adapted with permission from Berker et al. [30])

The method was tested in the head and neck region of 
patients by comparing AC maps and reconstructed PET 
images based on either CT- or MR-based AC maps. The 
average relative errors in PET activities were between −4.8% 
and +7.6% in eight volumes of interest in the brain using the 
four tissue classes for the AC. The proposed method showed 
better results than AC without water–fat discrimination 
(+11.4%) and in comparison excluding the UTE-based corti-
cal bone discrimination (−14.1%).

UTE methods showed good performance in the head and 
neck for assigning regions with soft tissue, bone, and air. In 
principle, the transverse relaxation rate (R2

*) measured with 
UTE allows a continuous determination of AC values [32]. 
This allows the estimation of bone mineral density and can 
thus address interpatient variations in bone AC due to differ-
ences in bone mineral density. However, UTE methods also 
detect other short-T2

* tissues such as the tendons, which may 
be misclassified as bones. A modification of the 3D koosh 
ball acquisition toward two-dimensional (2D) stack-of-spi-
rals allowed use of UTE with such trajectories [33]. An alter-
native method for bone detection was proposed, which uses 

zero echo time (ZTE) MRI with proton density- weighted 
images [34–36]. The sequence employs RF excitation in the 
presence of the readout gradients. In comparison to UTE, 
this leads to two unique challenges. First, the excitation 
bandwidth of the RF pulse has to exceed the imaging band-
width. Second, the switching time from RF transmit to 
receive mode causes some samples to be missed at the begin-
ning of the readout and these need to be estimated in the 
reconstruction process. ZTE imaging can be combined with 
pre-pulses to influence image contrast. For instance, the 
water- and fat-suppressed proton projection MRI (WASPI) 
method allows generation of continuous- valued bone attenu-
ation coefficients [36]. The limitations of the WASPI method 
are that the suppression pulses are sensitive to off-resonance 
effects at tissue–air interfaces, leading to unwanted suppres-
sion of bone signal and misclassification. Furthermore, two 
scans consisting of a ZTE and a two-point Dixon method 
have been proposed to classify bone, air, lung, and soft tissue 
[35]. This method uses ZTE for bone segmentation and 
Dixon MRI for classification of soft tissues. However, two 
scans have to be performed (Fig. 45.4).
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Fig. 45.3 A flowchart for image post-processing. The three input images were used to calculate the bone image, which is fused with the linear 
mapped attenuation image of water and fat. (Adapted with permission from Berker et al. [30])
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Fig. 45.4 (a) Joint histograms of sensitivity correction maps SUTILE 
(left), embedded image (middle), and embedded image (right), all cor-
related with SCT (aggregated over all patients). (b) Corresponding trans-
verse slices of μUTILE (left) and micro-CT (μCT) (right) in inverse 

centimeters. (c) Corresponding transverse slices of PETUTILE (left) 
and difference image dUTILE (right) of a patient in SUV. (Reproduced 
with permission from Berker et al. [30])
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 System Imperfections

The robust derivation of AC maps from UTE sequences in 
regions of tissue interfaces remains challenging. Due to sys-
tem imperfections, the required subtraction of the UTE and 
the gradient echo image can lead to artifacts when the images 
are separately scaled in intensity and differ in size. 
Consequently, boundaries between air and tissue often 
appear with high intensities in the subtraction images or 
related R2

* maps, leading to misclassification in segmented 
AC maps. UTE acquisition parameters need to be carefully 
optimized so that the size of the imaged object is consistent 
across the UTE and the gradient echo acquisitions [37].

In UTE sequences, the rapidly decaying signal is mea-
sured while magnetic field gradients rapidly change. 
However, according to Faraday’s law, ramping up gradients 
results in eddy currents in nearby conductors. These induced 
currents in turn generate magnetic fields that, according to 
Lenz’s law, always oppose the original change in flux. This 
leads to deviations between the desired and the actual k-space 
trajectories and thus to degradation of the reconstructed 
images. Furthermore, system latencies lead to timing errors, 
which cause the k-space trajectories to be shifted, leading to 
further artifacts. For certain acquisition schemes, it is possi-
ble to estimate trajectory errors based on the data itself. For 
instance, a common approach for radial acquisitions is to 
correct the shifts of the k-space trajectories using a linear 
phase correction in the Fourier domain, i.e., in projection 
space.

Although the effects of eddy currents and delays can be 
partially corrected by gradient preemphasis and by shifting 
and scaling the k-space trajectories prior to reconstruction, 
some residual effects occur even with optimally configured 
systems. This is due in part to the fact that preemphasis 
waveforms are typically designed for conventional gradient 
echo imaging, where sampling occurs during the constant 
portion of the gradient waveform, rather than for ramp sam-

pling as with UTE. The sampling strategy during ramping up 
is more susceptible to errors introduced by short- term eddy 
current behavior and is often not fully corrected by preem-
phasis. Furthermore, the effects of eddy currents can depend 
on the rate at which the gradient fields are ramped up (“slew 
rate”). The differences between UTE and conventional gra-
dient echo imaging are particularly important when subtract-
ing an FID image and a subsequent later echo image to 
estimate R2

* maps, since differences between the two images 
lead to errors in the estimation. Thus, inconsistencies in the 
sampling need to be characterized and corrected.

One elegant way for characterization is the use of dynamic 
magnetic field monitoring using a field camera, which can 
measure eddy current effects on the sampling points in the 
k-space. For this, the effect of short- and long-term eddy cur-
rents on the actual k-space trajectory is measured in a sepa-
rate calibration scan. This concept could be used with the 
so-called PET inserts, which usually have conductive sur-
faces, which form RF shields close to the object of interest. 
Gross-Weege et al. used the gradient impulse response func-
tion (GIRF) to measure and correct for these kinds of eddy 
currents [38]. In general, the deviation of trajectories results 
in image artifacts when using the nominal positions due to 
mis-sampling of the k-space center and incorrect distances 
between k-space points (c.f. Figure 45.5). The measured tra-
jectories can then be used in MR reconstruction algorithms 
instead of using nominal trajectories. It has been shown in 
simulations and experiments that the approach improves the 
quality of AC maps. In particular, artifacts occurring at tissue 
interfaces lead to misclassification of bone, air, and, in par-
ticular, soft tissue as a bone in the nominal AC maps (c.f. 
Figure 45.6). The effect of erroneous AC maps was assessed 
in PET simulations showing errors in the uptake of 
SUVmax = 7.17–12.19% for simulated lesions in the range of 
7.17–12.19% using nominal trajectories, which were reduced 
to SUVmax = −0.21 to +1.81%, if measured trajectories were 
used in the determination of AC maps.
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Fig. 45.6 Comparison of nominal k-space trajectories with measured 
trajectories derived from cranial UTE-MRI scans. The figures show the 
axial, sagittal, and coronal slices from 3D segmented AC maps (which 
were derived from R2

* maps). Black arrows: hypointense artifacts at 
bone–soft tissue boundary, leading to misclassification of bone as air in 

nominal AC maps; white arrows: hyperintense artifacts at the boundary 
between air and soft tissue, leading to misclassification of soft tissue as 
bone in nominal AC maps. (Reproduced with permission from Aitken 
et al. [37])
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 Applications

Hybrid PET–MR imaging combines exquisite soft tissue 
information obtained by MRI with functional information 
provided by PET, including metabolic markers, perfusion, 
and target-specific binding tracers. While PET–MRI is clini-
cally used in cardiology [39, 40] and oncology [41], the first 
PET–MRI human research images were of the brain [42]. 
Over the last decades, PET imaging has been used to study 
neurotransmitter activity and neuroinflammatory processes. 
Conversely, MRI has been the gold standard for the assess-
ment of brain tumors, white matter (WM) disease, and 
stroke. As a result, hybrid PET–MR imaging has been of 
great interest for assessment of patients measuring many dif-
ferent tissue properties by MRI and PET. In particular, the 
combination of MR markers, such as structural information, 
connectivity, and perfusion, together with amyloid-specific 
PET tracers can assist the diagnosis and treatment of demen-
tia in a single scan, thus simplifying workflow. Recently, a 
research dementia platform has been established at seven dif-
ferent sites in the United Kingdom to link PET–MRI scan-
ners to support multicenter research and clinical trials in 
dementia [43]. Compared to other cerebral disorders (e.g., 
tumors, stroke), the diagnosis and treatment of dementia 
requires collaboration between different disciplines to iden-
tify characteristic patterns in the multiparametric findings, 
including integration of separate findings on MRI and PET 
images [44].

Oncology has been a major driver of hybrid PET–CT 
devices in the years since 2000, and PET–CT has largely 
replaced solitary PET scanners worldwide, which shows the 
widespread acceptance of hybrid imaging, especially in 
oncology. In pediatric neuro-oncology, PET–MRI provides 
excellent neuroimaging capabilities compared with CT as 
well as a lower radiation dose, which is relevant for follow-
up studies in pediatric patients. In addition, MRI can provide 
additional information to assess lesions in the abdomen [45, 
46] and breast [47]. Thus, simultaneous PET–MRI acquisi-
tions are a powerful tool for the diagnostic assessment of 
tumors [48] and combine a variety of complementary func-
tional and morphological imaging information. For instance, 
the assessment of cancer perfusion by dynamic contrast-
enhanced MR (DCE-MR) imaging is one of the most widely 
used MR protocols [49]. It can provide parametric maps of 
contrast agent uptake using pharmacokinetic modeling. Such 
a quantitative imaging approach is of special interest in the 
detection and characterization of breast and hepatic malig-
nancies. It can aid in treatment selection and the assessment 
of therapy. The introduction of hybrid scanners capable of 
performing simultaneous PET–MRI has improved anatomi-

cal localization and characterization of hepatic metastases as 
well as diagnostic accuracy in lesion detection [50]. The 
impact of accurate ACs has been demonstrated in patients 
with bone metastases using various radiotracers [51]. For 
this, a model-based segmentation approach has been used to 
determine five classes of tissues (including bone) from a 
whole-body Dixon scans [52].

In cardiology, combined PET–MRI has now been in rou-
tine clinical practice for almost 10 years [40]. Several cardio-
vascular applications have become established such as the 
detection of ischemia, viability, cardiomyopathy, inflamma-
tion of the myocardium, and atherosclerotic plaques. 
Simultaneous acquisition cardiac PET–MRI combines PET 
as a reference standard for myocardial perfusion with MRI 
as a reference standard for functional assessment. In addi-
tion, cardiac PET–MRI can characterize myocardial tissue 
by means of PET tracers and quantitative MRI methods like 
T1, T2 and extracellular volume fraction (ECF) measure-
ments. Inflammatory processes are also an important target, 
which can be assessed through imaging of perfusion, edema, 
and molecular processes. In particular, vulnerable athero-
sclerotic plaque is an important cause of stroke and myocar-
dial infarction requiring noninvasive imaging strategies for 
its early detection and characterization. The development of 
hybrid PET–MRI has opened new avenues for early diagno-
sis, improved risk stratification, and treatment evaluation of 
patients with atherosclerosis [53].

Limitations to the routine clinical use of PET–MR in the 
abdomen and the heart have been the need for robust 
MR-based AC to correct both PET and MRI. Lesion detect-
ability and accurate uptake values are relevant in oncologi-
cal applications, whereas improved spatial resolution is 
essential for some cardiovascular applications such as ath-
erosclerotic plaque imaging. Respiratory and heart motion 
not only result in image artifacts with each modality (i.e., 
blurring and ghosting) but also lead to misalignments 
between the modalities and AC mismatches. The latter has a 
significant impact on quantification when different motion 
states in the AC and the emission data are used for the PET 
reconstruction. The impact of motion and errors in the AC 
map have been assessed in a PET simulation study using 
real MR data obtained from healthy volunteers demonstrat-
ing that both have a similar effect on standardized uptake 
values [54]. Furthermore, MR-based estimated motion 
fields (MFs) can be applied for nonrigid motion compensa-
tion of both imaging modalities. This can be done either in 
the image domain by warping PET and MR images to a 
common reference frame or by incorporating the motion 
information directly into an iterative image reconstruction 
algorithm [55]. The last few years have seen the develop-
ment of novel MR acquisitions that provide both MR-based 
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dynamic AC and displacement fields for motion-compen-
sated PET–MRI reconstruction using the open-source 
Synergistic Reconstruction for Biomedical Imaging (SIRF) 
framework [56].

A 3D free-breathing AC-MRI acquisition scheme has 
been proposed for motion-corrected PET–MRI applications 
in the abdomen [57]. This technique provides dynamic 
respiratory and resolved MR-based AC maps and nonrigid 
respiratory motion fields (MFs), which can be utilized in 
motion-compensated reconstruction schemes for both MRI 
and PET.  In order to evaluate the impact of registration 
accuracy on motion-compensated reconstruction algo-
rithms, an open-source simulation framework for dynamic 
PET–MRI has been created [58]. MRI contrast and tracer 
kinetics can also be simulated together with motion fields as 
ground truth information. The motion-compensated recon-
struction approach was tested in a clinical PET–MRI study 
in patients with hepatic metastases by obtaining DCE-MRI 
and PET data [59]. The nonrigid respiratory motion-cor-

rected framework made use of higher spatial resolution MR 
data for better motion correction. Quantitative evaluation of 
motion correction in PET images demonstrated average per-
centage increases in SUVmean of 18% ± 6% and improved 
DCE-MRI parameter maps. The approach has also been 
tested in cardiac PET–MRI applications to enhance PET–
MRI quality and improved the quantification of myocardial 
infarction [60]. Furthermore, it has been shown that motion-
compensated PET–MRI reconstruction is highly beneficial 
in the detection of small atherosclerotic plaque lesions using 
[18F]NaF as a plaque-specific PET tracer [61] (c.f. 
Figure  45.7), in which free-breathing 3D Dixon MR data 
were acquired and retrospectively binned into multiple 
respiratory and cardiac motion states to reconstruct respira-
tory and cardiac motion- resolved water–fat images. A non-
rigid cardiorespiratory (cr) motion model and a 
motion-resolved AC map were also generated. The approach 
was tested in 10 patients, and the target-to-background 
ratios of identified plaques were improved by 7 ± 7%, con-
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Fig. 45.7 Left: An overview of the reconstruction workflow. The 
acquired PET–MRI data (a) consist of list-mode and k-space data as 
well as the respiratory belt (b) and electrocardiogram (ECG) (c) as 
surrogate signals for the physiological motion model (d). A motion- 
averaged PET reconstruction shows a blurred lesion structure (e). 
Three MRI reconstructions (b–d) are performed from which motion 
information and an AC map are extracted. This information is incor-
porated into the PET reconstruction compensating both emission data 

and attenuation map for motion, leading to cardiorespiratory(cr) 
motion-compensated PET images with improved sharpness of the 
lesion. Boxes indicate the enlarged areas of the lesion depicted in the 
lower right corner reconstruction with a SUV plot (g) showing 
improved contrast in motion-compensated image reconstruction 
(MCIR). (f) Motion-corrected PET (MCIR). (Adapted with permis-
sion from Mayer et al. [61])
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trast-to-background ratios by 26  ±  38%, and the plaque 
diameter decreased by −22 ± 18%, providing sharper depic-
tion of lesions.

 Discussion

MR-based AC is an active field of research where different 
approaches have been proposed, and these have their advan-
tages and disadvantages. A major aim is the discrimination 
of air, tissue, and cortical bone. Since the MRI signal of 
bone is extremely low on conventional MRI sequences, 
UTE-MRI-based AC methods have been proposed. 
Furthermore, in many applications, the separation of pre-
dominantly water- containing soft tissue and fat is necessary. 
Dixon-type MR sequences have been used to make use of 
the chemical shift between fat and water. However, the dif-
ference in the AC of bone and soft tissue is usually ignored, 
leading to errors. Therefore, the subsequent acquisition of 
Dixon and UTE sequences, or the combination of both, was 
proposed. Unfortunately, the acquisition times of many 
UTE sequences are extremely long for whole-body images. 
As a result, UTE- MR- based methods have mostly been 
applied to the head. There is a pressing need for faster acqui-
sition strategies, such as compressed sensing and machine 
learning-based methods [62, 63], to accelerate the rather 
slow 3D radial acquisition schemes used with UTE 
sequences. Furthermore, appropriate calibration or mea-
surement of k-space trajectories in UTE imaging is required 
for robust R2

* maps and the related AC. Recently, the use of 
a simple measurement has been proposed to estimate the 
real readout gradient waveform and to use this knowledge in 
the reconstruction of high-resolution UTE images [38, 64]. 
Another possibility to avoid gradient imperfections is the 
use of ZTE imaging, which avoids the fast switching of gra-
dients during the sampling. This technique has been used 
for MR-based AC in the brain [65] and pelvis [36]. For 
many applications in the abdomen, dynamic AC is highly 
important, i.e., adapting the AC map to the different motion 
states of the patient. Novel MRI techniques have been pro-
posed to measure Dixon-based dynamic AC, and these have 
been used in several clinical applications. In principle, this 
can also be extended to UTE/ZTE-based techniques [66, 
67], allowing reconstruction of high-resolution motion- 
compensated AC maps.

 Conclusions

An overview of the current MR-based methods for deriving 
AC maps in simultaneous PET–MRI has been provided. The 
choice of the technique depends on the specific requirements 
of the application. MRI-based techniques for measuring 

bone with short T2
*s are of great interest for the accurate 

quantification of PET tracer uptake in areas surrounded by 
bone. Such methods are prone to system imperfections, 
which need to be addressed to avoid inaccuracies in the 
AC. Furthermore, advanced MRI can provide AC and motion 
information from a single scan to address potential misalign-
ment of AC and emission data. This information can also be 
used for motion-compensated reconstruction to improve 
PET–MR image quality and quantification, thus increasing 
the clinical potential of simultaneous PET–MRI.
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 Introduction

Magnetic resonance imaging (MRI) is known to be notori-
ously noisy. It easily reaches acoustic noise levels of 
95–110  dB(A) and more—corresponding to an airplane 
starting or a rock concert. High acoustic noise is one of the 
main reasons for patient discomfort and anxiety during an 
magnetic resonance (MR) examination, leading to increased 
motion and, occasionally, scan abortion [1–8].

Gradient activity is the major source of acoustic noise. 
During an MRI examination, gradient amplitudes are 
switched at a kilohertz frequency. The electrical currents 
required to generate the gradient fields apply strong Lorentz 
forces to the gradient coil, leading to vibrations and defor-
mations of the coil. These mechanical forces coupled with 
the MRI system and the gradient coils effectively act as elec-
tromagnetic loudspeakers.

Since the invention of MRI, several approaches have been 
developed to reduce acoustic noise during MRI scans [9–16]. 
Initially, these techniques were hardware-based. The aim 
was to prevent and minimize the vibrations of the gradient 
coil and their transmission to the scanner. This included 
mechanical dampening and optimization of the system hous-
ing. In much more complex approaches, the gradient coil 
was placed in a vacuum chamber. Active noise cancellation 
methods have also been applied. All these approaches can 
decrease the overall acoustic noise generation of the MRI 
scanner, but they also increase system complexity and costs, 

making many of the approaches unattractive from a commer-
cial point of view.

In 1995, Madio and Lowe, presented the ingenious rotat-
ing ultrafast imaging sequence (RUFIS), which reduces gra-
dient switching to an absolute minimum (i.e., directional 
gradient updates using three-dimensional (3D) radial center- 
out imaging) [17–19], thereby opening the door to silent MR 
imaging. Following the invention of RUFIS, researchers 
were mainly interested in its other main characteristic, that 
of zero echo time (i.e., TE = 0) for imaging of short-lived 
signal structures (T2

* < 1 ms), and, as a result, RUFIS became 
known as zero TE or ZTE. Nowadays, available ZTE imple-
mentations (i.e., water- and fat-suppressed proton projection 
MRI (WASPI) [20], pointwise encoding time reduction with 
radial acquisition (PETRA) [21], and hybrid filing (HYFI) 
[22]) are still largely based on the original RUFIS sequence 
with differences primarily related to the so-called “dead-time 
gap” filling. Due to its minimal gradient switching, ZTE 
implementations allow silent MR imaging with acoustic 
noise levels less than 5 dB(A) above ambient.

In order to be applicable in routine clinical imaging and to 
be accepted by radiologists, contrasts generated by ZTE 
need to match those used in conventional clinical MR imag-
ing. In its native form, without any preparation pulses, ZTE 
produces spoiled gradient recalled echo (SPGR)-type con-
trast with proton density (PD) and T1 weighting, dependent 
on the repetition time and flip angle settings. As described in 
the following sections, magnetization-prepared segmented 
ZTE can be used to generate routine clinical contrasts 
silently. To further expand the clinical coverage to include 
more comprehensive protocols, acoustic noise reduction 
(ANR) based on gradient attenuation and/or waveform 
smoothing have been implemented to provide quiet scanning 
with acoustic noise levels less than 25  dB(A) above 
ambient.
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 Recap of ZTE: Quick and Quiet MRI 
with TE = 0

Within the large zoo of existing MR pulse sequences, RUFIS- 
type ZTE [17] can be considered the simplest, at least in 
terms of radiofrequency (RF) and gradient waveform com-
plexity. As illustrated in the ZTE section of Fig. 46.1 (upper 
row), it consists of (1) extremely short, block-shaped RF 
hard pulses for signal excitation and constant amplitude 
readout gradients for image encoding. This leads to three- 
dimensional (3D), nonselective RF excitation followed by 
3D center-out radial image encoding with a nominal echo 
time of TE = 0 (i.e., image encoding starting at the time of 
RF excitation). While the amplitude of the readout gradient 
remains constant (i.e., |Gread|  =  (Gx

2  +  Gy
2  +  Gz

2)1/2), its 
 direction changes between repetitions so that the endpoints 
of the 3D center-out radial spokes follow a smooth spiral 
trajectory along the surface of the spherical 3D-encoded 
k-space (with uniform angular sampling density). 
Accordingly, gradient switching is reduced to a minimum 
(because of the small directional gradient updates), hence 
enabling virtually silent MRI. Besides its main characteris-
tics of TE = 0 and silent imaging, ZTE also offers highly effi-
cient sampling (~95% of scan time is used for acquiring 

data) with exceptionally short repetition times (TR) and 
robustness against eddy currents and patient motion.

Even though ZTE image encoding starts at the time of RF 
excitation, the MR system can only start sampling the free 
induction decay (FID) signal after the RF hardware changes 
from the transmit to the receive state. The finite time required 
for this transmit-receive switching results in a central, spher-
ical k-space gap (often referred to as the dead-time gap). 
Nowadays, ZTE sequences are primarily distinguished by 
the way they (re-)acquire the center k-space gap, including 
WASPI [20] (which reacquires a limited number of spokes at 
a reduced gradient strength that fill in the missing gap), 
PETRA [21] (which samples the missing k-space using a 
Cartesian single-point scanning mode), and HYFI [22] (a 
combination of PETRA and WASPI). If the k-space gap is 
small, then parallel imaging can also be used to fill the miss-
ing k-space samples [23, 24].

 Native ZTE: Illuminating the MR Invisible

The steady-state longitudinal magnetization (Mz,SPGR) of 
native ZTE is of the spoiled gradient recalled echo (SPGR) 
nature [6]:

Fig. 46.1 A schematic illustration of native ZTE (top row), Looping Star (middle row), and magnetization-prepared segmented ZTE (bottom row)
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with a signal-to-noise ratio (SNR)-optimal Ernst angle of 

α
Ernst

Racos
T

T
= ( ) ≅E

1

1

2
. The indicated approximation (i.e., 

α ≪ 1 rad and TR ≪ T1) is appropriate for ZTE. For small flip 

angles (i.e., α 2

1

2


T

T

R ), T1 saturation effects are negligible 

and ZTE permits direct measurement of the proton density 
(modulated by B1 transmit-and-receive sensitivity profiles). 
The SPGR signal response can also be tuned for T1 contrast 
and even quantitative T1 parameter mapping using variable 
flip angle imaging [25]. While its short repetition times lead 
to comparatively low Ernst angles (e.g., αErnst  =  2.5° for 
TR  =  1  ms and T1  =  1  s), the maximum flip angle is con-
strained to only a few degrees because of its bandwidth (BW) 
dependence (i.e., αmax = γ B1,max/BW). This limitation can be 
stretched somewhat by correcting for slab-selective effects 
[26], using shaped (instead of hard) RF pulses [27, 28], and 
employing RF pulse encoding [29].

Because of its TE = 0 image encoding, ZTE allows depic-
tion of short-lived structures (i.e., T2

* < 1 ms) such as bone 
and lungs, which are otherwise difficult to depict using stan-
dard MR pulse sequences with TE ≥ 1 ms. As a result, native 
ZTE constitutes a radiation-free alternative for bone [30–38] 
and lung [39–44] imaging and provides valuable extra infor-
mation in musculoskeletal and chest MR examinations.

 ZTE Bone Imaging

The native ZTE section of Fig.  46.2 illustrates ZTE bone 
imaging of the head with cortical bone depicted in a similar 
way to computed tomography (CT) [30–38]. It is based on 
(1) minimal soft tissue contrast using proton density (PD)-
weighted parameter settings (i.e., α  =  1°, bandwidth 
(BW) = ±100 kHz) and (2) contrast inversion (i.e., an inverse- 
linear or an inverse-logarithmic scale) [30, 32, 33, 37]. The 
latter provides CT-like contrast appearance with cortical 
bone appearing bright relative to the uniform low-signal, soft 
tissue background. Unlike CT, the air background appears 
bright as well. In order to minimize fat–water chemical shift 
artifacts associated with 3D radial image encoding (i.e., 
destructive signal interference at fat–water tissue interfaces), 
it is important to use a high imaging BW so that the readout 
duration is short relative to the fat–water out-phase TE (e.g., 
TEOutPhase = 1.15 ms at 3 T) [37]. ZTE bone imaging has been 
demonstrated in musculoskeletal bone imaging applications 
[30–38] and for positron emission tomography (PET)/MR 
attenuation correction in PET/MR and MR-only radiation 
therapy planning [31, 33, 45–48]. The same imaging princi-
ples (i.e., PD-weighted, high-BW ZTE imaging) are also 
applicable to the depiction of vascular calcifications [49]. 
However, whether ZTE can provide calcification scoring 
similar to CT still remains to be seen.

Fig. 46.2 An illustration of native ZTE (top row), corresponding synthetic CT (second row), IR-prepared segmented ZTE (third row), and arterial 
spin labeling (ASL)-prepared segmented ZTE using maximum intensity projection (MIP, bottom row)
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Fig. 46.3 Respiratory-triggered, submillimeter 3D ZTE lung imaging 
(i.e., resolution =  (0.875 mm)3, α = 1.2°, BW = ±62.5 kHz, 409,600 
spokes, duration 8 min 53 s). The MIP (with 18-mm slab thickness) in 

the second row shows rich vascular information. (Reproduced with per-
mission from Gibiino et al. [39])

 ZTE Lung Imaging

Figure 46.3 illustrates respiratory-triggered, high-resolution, 
structural ZTE imaging of the lungs (i.e., with α  =  1.2°, 
BW = ±62.5 kHz, and 409,600 spokes) [39]. The maximum 
intensity projection (MIP, bottom row) shows the rich vascu-
lar information contained in these images. The TE = 0 and 
3D center-out radial sampling provide a robust imaging 
mechanism for depicting the heterogeneous anatomy of the 
lung (i.e., microscopic B0 gradients at air–tissue interfaces 
leading to short-T2

* signal lifetimes) and its periodic respira-
tory motion. Use of phyllotactic 3D spoke ordering [50, 51] 
(or other pseudo-randomized spoke orderings) allows con-
tinuous free-breathing acquisition with retrospective (self-)
gating and/or respiratory motion correction. ZTE lung imag-
ing has been demonstrated in numerous chest imaging stud-
ies, including depiction of small lung lesions in oncological 
imaging [40–43, 52].

 Magnetization-Prepared ZTE: Beyond SPGR 
Contrast

Although interesting for certain applications, native ZTE 
alone is insufficient for MR radiological examinations, 
which require soft tissue contrast beyond that provided by 
SPGR T1-weighting. An effective and flexible way of 
extending the contrast range and thereby the clinical appli-
cability of silent ZTE imaging is to combine it with a mag-
netization preparation [53] similar to MP-RAGE 
(magnetization- prepared rapid gradient echo) [54]. As can 
be seen from the magnetization-prepared segmented ZTE 
section of Fig. 46.1 (bottom row), it consists of: (1) mag-
netization preparation (e.g., inversion recovery, arterial 
spin labeling (ASL), magnetization transfer (MT), T2 prep-
aration, diffusion preparation, fat saturation, etc.), which 
imprints the desired contrast weighting on the longitudinal 
magnetization; (2) an optional delay time; (3) segmented 
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ZTE imaging encoding (with each segment containing 
NSpkPerSeg spokes), and (4) an optional T1 recovery time. In 
order to maintain the overall silent imaging performance, 
all gradient aspects of the magnetization preparation mod-
ule (and/or the surrounding spoiler gradients) must be 
silent as well. This can be achieved by limiting the gradi-
ent slew rate and/or gradient waveform smoothing (i.e., 
avoiding loud high-frequency gradient changes). It is 
important to note that because of its fast (i.e., TR ~ 1–2 ms), 
efficient (i.e., sampling efficiency ~95%), and silent per-
formance, ZTE is ideally suited for magnetization-pre-
pared 3D MRI.

The transient evolution of the longitudinal magnetization 
(Mz,n) during a ZTE readout segment follows a simple math-
ematical expression [6, 25]:
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with Mz,PREP being the longitudinal magnetization just before 
the ZTE readout. Similarly, the average longitudinal magne-
tization (<Mz>, averaged over a segment containing 
N = NSpkPerSeg spokes) equates to a weighted sum of Mz,PREP 
and Mz,SPGR according to
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 Inversion Recovery (IR)-Prepared ZTE

The IR-ZTE section of Fig. 46.2 (third row) illustrates silent 
3D inversion recovery (IR)-prepared segmented ZTE imag-
ing with image quality (i.e., contrast, resolution) and scan 
efficiency (i.e., SNR and scan time) similar to standard (i.e., 
loud) 3D MP-RAGE. Notably, the enhanced signal response 
from bone somewhat changes the image appearance between 
the brain and skin region, which can impact brain segmenta-
tion developed/trained for conventional 3D 
MP-RAGE. Similarly, T1-prepared ZTE also captures short- 
lived myelin signals, which are invisible on standard 
MP-RAGE images with longer TEs [55]. To the best of our 
knowledge, there is no comprehensive study analyzing 
sequence parameters (inversion time, readout length, flip 
angles, delay times) for optimal contrast performance for 
silent T1-prepared ZTE neuroimaging. Recently, Ljungberg 
et al. [51] have demonstrated self-navigated motion correc-
tion for IR-prepared ZTE using phyllotactic spoke ordering 
[50], thereby providing a comprehensive solution for two 
long standing problems of high-resolution T1-weighted clini-
cal neuroimaging (i.e., loud acoustic noise and patient 
motion). In recent years, silent T1-prepared ZTE has been 
demonstrated in numerous studies mainly involving neuro-
imaging [56–58] but also including other body regions [59]. 
It is now commercially available on certain MR scanners.

 Arterial Spin Labeling (ASL)-Prepared ZTE

The ASL-ZTE section of Fig. 46.2 (fourth row) illustrates 
silent MR angiography (MRA) using maximum intensity 
projection (MIP). Silent MRA is based on arterial spin 
labeling (ASL) magnetization preparation followed by a 
segmented ZTE readout. The TE  =  0 characteristic pro-
vides accurate depiction of the vasculature and is robust 
against turbulent flow and stenosis. The latter is a unique 
advantage in favor of ZTE-MRA in addition to its intrinsic 
silent imaging. The advantage of TE = 0 for flow measure-
ment was noted early on by Madio and Lowe [17, 18] and 
has been demonstrated more recently in numerous studies 
[60–67].

 Other Preparations: T2, Diffusion, 
Magnetization Transfer (MT), and Fat 
Saturation

Besides IR and ASL, other magnetization preparations have 
been explored to extend the contrast capabilities of silent 
ZTE imaging. These include T2 [68], diffusion [69], and 
magnetization transfer (MT) preparations [70].

T2 magnetization preparation consists of an RF pulse 
train, including (1) a tip-down pulse (i.e., exciting the mag-
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netization), (2) one or more refocusing pulses (i.e., exposing 
the magnetization to T2 relaxation), and (3) a tip-up pulse 
(i.e., turning the magnetization back into the longitudinal 
axis where its magnetization is stored for the segmented ZTE 
readout) [71]. For improved robustness to B0 and B1 inhomo-
geneity, adiabatic RF pulses are used for the refocusing and/
or tip-up and tip-down pulses [72, 73].

T2 preparation can be extended to diffusion preparation 
by adding diffusion gradients around the refocusing pules 
[74, 75]. To minimize acoustic noise, sinusoidal gradients 
are used during the diffusion preparation [69]. The diffu-
sion preparation is known to be sensitive to motion and 
eddy currents, which are typically addressed via phase 
cycling, leading to an increase in scan time [75]. Compared 
to echo planar imaging (EPI) methods, diffusion-prepared 
ZTE provides undistorted and quiet 3D diffusion-weighted 
imaging.

MT (i.e., contrast dependent on interactions between bulk 
water protons and macromolecular protons) is typically 
encoded via magnetization preparation in the form of one (or 
multiple) off-resonant RF pulses [76, 77]. MT-prepared ZTE 
was first demonstrated by Holmes et al. [78] and extended to 
inhomogeneous MT (ihMT) by Wood et al. [70].

For musculoskeletal and body ZTE imaging, fat (or water) 
saturation provides another important magnetization prepa-
ration and additionally eliminates fat–water chemical shift 
artifacts, which are often problematic in 3D non-Cartesian 
images [37].

 Quantitative Parameter Mapping

Magnetization-prepared ZTE can also be adapted for quanti-
tative parameter mapping. For example, modified Look–
Locker IR (MOLLI)-type [79, 80], silent ZTE-based T1 
mapping can be implemented using an IR preparation, fol-
lowed by multiple ZTE readout segments (each segment 
containing NSpkPerSeg spokes per segment). Quantitative PD 
and T1 parameter maps can then be obtained by comparing 
the measured transient signals to the analytical IR-prepared 
SPGR signal equation (Eq.  46.3) using, e.g., least squares 
fitting or dictionary matching. For combined PD, T1, and T2 
mapping (similar to magnetic resonance fingerprinting [81]), 
additional T2 preparation can be incorporated in analogy to 
the so-called quantification using an interleaved Look–
Locker acquisition sequence (QALAS) method [82, 83].

Figure 46.4 illustrates 3D silent quantitative PD, T1, and T2 
parameter mapping in the brain [83]. Here, a transient T1 and T2 
signal evolution is generated and encoded using (1) T2 prepara-
tion followed by (2) a first ZTE segment, (3) IR preparation, 
and (4–6) three more ZTE segments. The PD map (including 
B1 transmit and receive effects) can optionally be measured 
upfront using a separate low flip angle steady-state ZTE acqui-

sition (i.e., M M
z SS

Rfor
T

T
,

≅
0

2

1

2
α  , cf. Eq.  46.1), which 

simplifies the problem to two-parameter (T1 and T2) least 
squares fitting. Additionally, the PD map can be used for ZTE 
bone imaging and/or as input for synthetic CT conversion.
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Fig. 46.4 3D silent parameter mapping (FOV = 192 × 192 × 160 mm3, res = (1.0 mm)3, BW = ±31.25 kHz, scan time = 8 min 44 s) showing PD 
(left column, including B1 transmit and receiver effects), quantitative T1 (middle column), and quantitative T2 (right column)

 Looping Star: Silent, Time-Multiplexed, 
Gradient Echo ZTE

Conventional multi-gradient-echo sequences for T2
* and/or 

susceptibility- weighted imaging (SWI) and Dixon-type fat–
water separation [84] rely on intensive gradient switching 
and are among the loudest and most unpleasant MR scans 
from a patient’s perspective. Here, Looping Star [85, 86] 
offers a quiet, and hence much more pleasant, alternative.

Looping Star is best understood by considering gradient 
echo ZTE, where refocusing of a single FID signal is 
achieved using a sequence of self-refocusing spokes (e.g., 
six spokes following a hexagonal k-space trajectory) as illus-

trated in the Looping Star section of Fig. 46.1 (middle row). 
It is important to note that the original center-out FID signal 
is refocused into a full-diameter in-echo-out gradient echo. 
Looping Star can then be regarded as time-multiplexed, 
gradient- refocused ZTE, in which multiple MR signal coher-
ences are excited (one after the other during the excitation 
phase) and refocused (one after the other during the refocus-
ing phase). To avoid overlap of subsequent gradient echoes 
during the refocusing phase, only every other spoke is excited 
during the initial excitation phase. While the FID spokes are 
of center-out (i.e., half spoke) nature, the gradient echo 
spokes are full-diameter in-echo-out acquisitions. Like 
native ZTE, Looping Star is a highly efficient sequence with 
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most of the sequence time spent encoding and acquiring FID 
and gradient echo data. Looping Star has been used for high 
spatial resolution structural imaging (T2

* and SWI) and high 
spatiotemporal resolution functional blood oxygenation 
level-dependent (BOLD) functional MRI (fMRI) [85, 87, 
88]. For a more detailed description of Looping Star, readers 
are referred to Chap. 10 (Looping Star: Time-Multiplexed, 
Gradient Echo, Zero TE MR Imaging).

 Acoustic Noise Reduction via Gradient 
Attenuation

Native ZTE, magnetization-prepared ZTE, and Looping Star 
provide an arsenal of silent imaging methods with image 
quality and scan time comparable to conventional/loud 
sequences. These include high-resolution structural imaging 
(i.e., PD, T1, T2

*, SWI), functional BOLD fMRI, and quanti-
tative (PD, T1, T2, T2

*, QSM, apparent diffusion coefficient 
(ADC)) parameter mapping. In contrast, T2-weighted imag-

ing and diffusion remain challenging because SPGR-type 
ZTE (even with magnetization preparation) cannot compete 
with fast/turbo spin echo (FSE/TSE) imaging. In order to 
“silence” these clinically important sequences and incorpo-
rate them into a comprehensive quiet neuroimaging exam, 
ANR based on gradient attenuation [89] and/or acoustic gra-
dient waveform optimization [90, 91] can be used. 
Figures 46.5 and 46.6 show examples of quiet T2- weighted 
FSE/TSE, diffusion-weighted, and susceptibility- weighted 
brain scans.

While the ZTE-based sequences (including Looping Star) 
are intrinsically silent with acoustic noise levels of less than 
5 dB(A) above ambient noise, ANR is used to quietly scan 
clinical FSE/TSE and EPI sequences. Their acoustic noise 
can be reduced by 10–20 dB(A) or more. Together, ZTE and 
ANR enable comprehensive quiet neuroimaging examina-
tions comprising all standard anatomical contrasts, quantita-
tive parameter mapping, and functional BOLD fMRI [92]. 
Scan time and image quality (and thereby overall acceptance) 
can be improved using DL-based image reconstruction [93].

a b c

Fig. 46.5 An example 2D FSE/TSE protocol using the method 
described in Heismann et al. [90]. (a) Routine clinical implementation 
measured with an acoustic noise level of 88.8 dB(A), (b) the same pro-

tocol using the described ANR at 82.5 dB(A), and (c) the same protocol 
with slightly increased readout BW (<10%) at a noise level of 
74.4 dB(A). (Reproduced with permission from Heismann et al. [90])
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a b

c d

Fig. 46.6 Single-shot EPI 
diffusion-weighted imaging 
(DWI) with b = 1000 s/mm2 
(a) with a corresponding ADC 
map (b) and quiet ANR 
sequence (c, d), showing a 
small acute infarction in the 
left putamen. Acoustic noise 
was reduced by 10.5 dB(A), 
which corresponds to a 
reduction of 70% in sound 
pressure. (Reproduced with 
permission from Ott et al. [91])

 Outlook and Future Prospects

Several sequences introduced in this book such as ZTE, 
PETRA, and WASPI allow silent MRI within <5 dB(A) of 
ambient noise. Using dedicated preparation pulses with these 
sequences, routine clinical contrasts can be achieved and 
provide viable alternatives to loud standard sequences—with 
additional imaging advantages in some cases.

By combining ZTE with ANR techniques, it has been proven 
in several publications that comprehensive clinical protocols for 
brain, musculoskeletal, and other regions can be provided with 
acoustic noise reductions of 20 dB(A) or more. One obvious 
advantage is increased patient comfort. This increase in patient 
comfort can be especially beneficial for pediatric imaging, as 
described in Aida et al. [94] and Matsuo-Hagiyama et al. [95].

Generating ultralow acoustic noise MR images raised sig-
nificant commercial and clinical interest in the early 2010s, 
as it is a topic that is easy to appreciate. This helped bring 
products such as SilenZ and Quiet Suite into clinical prac-
tice, and now they are broadly available for applications of 
ZTE as described in this book.

Even though reduction of acoustic noise was not the pri-
mary goal of ZTE scanning, it has opened new applications 
for ZTE sequences. Images may appear slightly different 
compared to conventional “loud” scans, but, in many investi-
gations, they have proven their feasibility and reliability. 
From the authors’ point of view, the obvious advantage in 
patient comfort due to noise reduction is reason enough to 
justify broad application of ZTE sequences in routine clini-
cal imaging.
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47Current Status, Comparisons 
of Techniques, Challenges, and Future 
Directions for MRI of Short- 
and Ultrashort-T2 Tissues

Jiang Du and Graeme M. Bydder

 Introduction

The objectives of this book are to provide an accessible 
introduction to magnetic resonance imaging (MRI) of short- 
and ultrashort-T2 tissues wherever possible written by active 
participants, outline important ideas in the field, and describe 
the current status of developments. This includes work con-
ducted by individuals, groups, institutions, companies, and 
other organizations and covers many different activities. It 
reflects the fact that MRI of short- and ultrashort-T2 tissues 
arose from a wide variety of sources, including conventional 
MRI, magnetic resonance spectroscopy (MRS), solid-state 
magnetic resonance (MR), contrast considerations, k-space 
mapping, and clinical needs.

Over the last 20 years, MRI of short- and ultrashort-T2 
tissues has moved from a few technical studies [1] to detailed 
understanding of the acquisition, contrast mechanisms, and 
quantification, with the next principal objective being 
increased clinical application. Commercial packages are 
now available on all the major manufacturers’ systems, facil-
itating wider clinical use.

Formatting this book in relatively short chapters has made 
possible an overall progression of content from signal acquisi-
tion to clinical applications and has allowed inclusion of a 
broad range of views, but it has precluded in-depth reviews of 

particular subjects such as zero echo time (ZTE) and ultrashort 
echo time (UTE). To obtain more details about these topics, 
readers are referred to recent extensive reviews by Weiger et al. 
[2], Mastrogiacomo et al. [3], Afsahi et al. [4], and Ma et al. [5].

Notable work has been conducted within the scope of the 
title of this book, which has not been possible to include. 
Brief summaries of work in this category are included in the 
second section of this chapter.

Comparisons are made easier by presenting material in a 
uniform format within this book and by dividing this book 
into four sections. This is beneficial for assessing the pros 
and cons of UTE, ZTE, and variable echo time (vTE), for 
example. It also helps in understanding different contrast 
mechanisms and forms of quantitation and has allowed 
appreciation of both the advantages and disadvantages in dif-
ferent clinical applications as well as selection of techniques 
for particular purposes. Details of comparisons are included 
in the third section of this chapter. Challenges are dealt with 
in the penultimate fourth section, before future directions, 
which is divided into a general category considering prog-
ress in imaging in general and a specific category targeting 
MRI of short- and ultrashort-T2 tissues.

 Other Contributions to MRI of Short- 
and Ultrashort-T2 Tissues

Although this book aims to provide a comprehensive assess-
ment of data acquisition, contrast mechanisms, quantification, 
and applications, several major technical developments and 
clinical applications have not been included for a variety of 
reasons. Summaries of these contributions are included below.

First, a major data acquisition strategy, water- and fat- 
suppressed proton projection MRI (WASPI) [6], is not spe-
cifically included. Wu and Ackerman developed the WASPI 
technique and validated it in studies of bone and synthetic 
materials. They showed that the WASPI signal is highly cor-
related with organic matrix density in cortical and trabecular 
bone [7].
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Second, Garwood and Idiyatullin pioneered the develop-
ment of sweep imaging with Fourier transformation (SWIFT) 
[8], which has had widespread applications, including dental 
imaging [9], detection of iron oxide nanoparticles [10], and 
T1 mapping of the osteochondral junction [11].

Third, Pauly and Nishimura pioneered the development 
of two-dimensional (2D) UTE imaging techniques and con-
trast mechanisms and later three-dimensional (3D) UTE 
imaging techniques [12–17].

Fourth, there are several other major contrast mecha-
nisms. For example, the dual-band UTE technique as pro-
posed by the Wehrli group for short-T2 imaging in which a 
long dual-band saturation pulse is employed for more com-
plete suppression of signals from long-T2 species [18]. 
Short-T2 signals may significantly decay during data acquisi-
tion, and an adaptive sampling strategy is extremely useful 
for minimizing spatial blurring, maximizing short-T2 signal, 
and facilitating echo subtraction [19]. Off-resonance satura-
tion contrast is another useful contrast mechanism that can 
be used with UTE [20], SWIFT, and other sequences to cre-
ate contrast for the short-T2 tissues or tissue components. 
The time-varying gradient-modulation SWIFT (GM-SWIFT) 
technique has also been implemented for short-T2 imaging 
with much reduced peak and total radiofrequency (RF) 
power [21].

Fifth, there are several quantitative UTE-based techniques 
that are highly innovative but are not described in this book. 
For example, the Wehrli group proposed UTE mapping of 
bulk water in cortical bone [22] and, later, further developed 
a fast T1-corrected volumetric bone water mapping algorithm 
[23]. The same group also developed innovative techniques 
to validate UTE and ZTE imaging of myelin in the white 
matter of the brain and spinal cord [24, 25].

Sixth, the Hargreaves group developed UTE-based dou-
ble echo steady-state (DESS) imaging, including applica-
tions using diffusion weighting [26]. The UTE-type 
sequences can also be combined with the chemical exchange 
saturation transfer (CEST) technique to detect contrast agent 
uptake and probe pH changes [27, 28]. Furthermore, UTE 
sequences can be used to detect sodium in musculoskeletal 
[29], cardiac [30], and brain tissues [31] as well as phospho-
rus in the cortical and trabecular bone [32, 33].

Seventh, there are clinical applications not included. In 
the musculoskeletal system, the Chu group has conducted 
extensive research on UTE-T2* mapping for evaluation of 
collagen structural integrity in articular cartilage and menisci 
and demonstrated elevated UTE-T2* values in degeneration 
[34].

Eighth, the Gold group employed the dual-echo UTE sub-
traction technique to demonstrate cartilaginous endplate 
(CEP) morphology, where UTE-detected cartilaginous end-
plate abnormalities are significantly correlated with the 
Miyazaki grade [35]. The same group also performed UTE- 

based MRS on tendons and bone and helped pioneer the use 
of UTE sequences [36].

Ninth, in the respiratory system, Johnston et al. proposed 
an optimized 3D UTE sequence for pulmonary MRI, with 
relative signal difference between endobronchial air and 
adjacent lung tissue normalized to nearby vessels as a sur-
rogate for lung tissue signal, which provides excellent depic-
tion of interstitial fibrosis [37].

Tenth, in the gastrointestinal system, the Reeder group 
identified short- and ultrashort-T2 components in the liver 
[38].

Eleventh, in the cardiovascular system, Robson et al. per-
formed initial studies on variable echo time (TE) UTE chem-
ical shift imaging (UTE-CSI) for mapping cardiac sodium 
distribution [39].

Twelfth, Kadbi et al. [40] and O’Brien et al. [41] employed 
UTE sequences to study blood flow in which a minimal TE 
was used to reduce artifacts associated with fast flow and 
turbulence.

Thirteenth, UTE is less sensitive to off-resonance artifacts 
from metallic implants and is therefore advantageous for 
imaging clipped aneurysms and coil embolization [42, 43].

Fourteenth, UTE allows direct imaging of vascular calci-
fication, which may have T2* values close to that of cortical 
bone and so may be invisible with conventional MRI 
[44–47].

Fifteenth, in the nervous system, long-T2-saturated UTE 
imaging has been used to detect myelin loss in patients with 
multiple sclerosis [14]. UTE-magnetization transfer 
(UTE-MT) has been proposed for myelin imaging and quan-
tification with UTE-based MT ratios (MTRs) showing a 
strong correlation (R2 = 0.71) with the percentage coverage 
of myelin basic protein immunostaining [48]. Muller et al. 
also performed extensive studies of myelin with UTE at 7 T 
and characterized the tissue at this high field strength [49].

Sixteenth, UTE-type sequences have also been used in 
thermometry [50], stem cell tracking [51], and treatment 
monitoring.

 Comparative Assessment of Techniques

 Data Acquisition Techniques

All the major MR vendors have implemented UTE- and 
ZTE-type sequences on their equipment for research pur-
poses and clinical applications. The first part of this book 
describes various data acquisition strategies for direct imag-
ing of short- and ultrashort-T2 tissues. Table  47.1 summa-
rizes the techniques developed in recent years (not limited to 
those described in this book). These include single-point 
imaging (SPI) [52], single-point ramped imaging with T1 
enhancement (SPRITE) [53], 2D and 3D UTE [1, 5, 12, 16, 
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19, 22, 54–56], Cartesian variable TE (vTE) [57], WASPI 
[6], SWIFT [8], hybrid acquisition-weighted stack of spirals 
(AWSOS) [58], pointwise encoding time reduction with 
radial acquisition (PETRA) [59], ramped hybrid encoding 
(RHE) [60], ZTE [61], ZTE with hybrid filling (HYFI) [62], 
and Looping Star [63]. The technical performance in terms 
of data acquisition efficiency, short-T2-related spatial blur-
ring, sensitivity to eddy currents, sensitivity to B1 and B0 
inhomogeneities, signal-to-noise ratio (SNR) efficiency, sig-
nificant advantages and disadvantages, and related refer-
ences for each data acquisition strategy are detailed in 
Table 47.1. Among the different data acquisition strategies, 
the SPI and SPRITE sequences are subjected to inherently 
low sampling efficiency [52, 53], which significantly limits 
their clinical applications. The 2D UTE sequence is highly 
sensitive to eddy currents due to its use of half-pulse excita-
tions [1, 64]. 3D radial UTE acquisition is less sensitive to 
eddy currents than 2D UTE and works well for volumetric 
imaging of short- and ultrashort-T2 species [5, 19]. The radial 
trajectory can be extended for twisted projection imaging 
(TPI) [55] or further twisted for more efficient 3D Cones 
imaging [16, 56]. The Cones trajectory is a generalization of 
the 3D radial trajectory in which spokes twist around one of 
the axes, resulting in longer readout times per repetition time 
(TR) and , therefore, a higher duty cycle and increased SNR 
efficiency [16]. 3D UTE sequences with twisted or Cones 
trajectories are more time-efficient but are also subjected to 
greater short-T2 blurring. The vTE and AWSOS sequences 
are hybrid sequences largely based on the variable TE strat-
egy in which shorter, effective TEs are used for low- frequency 
phase/slice encodings. A major limitation is short-T2 spatial 
blurring associated with the longer, effective TEs for higher- 
frequency phase/slice encodings. ZTE, WASPI, and Looping 
Star are a group of sequences where k-space data are sam-
pled after full ramp-up of the spatial encoding gradients, thus 
minimizing short-T2 blurring. PETRA, RHE, and HYFI are a 
group of hybrid sequences combining SPI for the central 
k-space with ZTE sampling for outer k-space sampling. 
SWIFT is a different category of UTE imaging with a clear 
advantage in imaging ultrashort-T2 species such as densely 
mineralized enamel and dentin [9]. Special reconstruction 
techniques are needed to generate 3D UTE images from 
radial or Cones sampling. UTE-type sequences repeatedly 
sample the center of the k-space, leading to reduced motion 
sensitivity compared with conventional Cartesian imaging.

 Contrast Mechanisms and Their Clinical 
Applications

Table 47.2 summarizes morphological UTE- and ZTE-type 
imaging techniques detailed in the second part of this book. 

The described contrast mechanisms include UTE- and ZTE- 
type data acquisitions combined with subtraction [1, 66], 
long-T2 saturation [14], off-resonance saturation [20], adia-
batic inversion recovery (IR)-based techniques [1, 5, 15, 65], 
adiabatic IR with echo subtraction [24, 67, 68], dual adia-
batic IR [69, 70], adiabatic IR with fat saturation (FS) [71], 
short repetition time adiabatic inversion recovery (STAIR) 
[72–74], water–fat separation [75, 76], water excitation [77], 
UTE spectroscopic imaging (UTESI) [78], phase imaging 
[79], chemical shift artifacts [80], tissue property (TP) filters 
[81], and multiplied, added, subtracted, and/or divided IR 
(MASDIR) sequences [82]. Table  47.2 also lists technical 
performance in terms of B1 and B0 inhomogeneities, chemi-
cal shift artifacts, contrast-to-noise ratio (CNR) and SNR 
efficiencies, significant advantages and disadvantages, prom-
ising and challenging clinical applications, and related refer-
ences for each contrast mechanism [5]. Among the different 
contrast mechanisms, dual-echo UTE with echo subtraction 
is the most time-efficient method [1], but it is sensitive to 
chemical shift, off-resonance, and susceptibility effects, 
leading to inefficient long-T2 suppression [66]. A series of 
techniques have been developed based on various long-T2 
saturation contrast mechanisms, including T2-selective RF 
excitation [13], dual-band UTE [14, 18], UTE with on- 
resonance or off-resonance saturation [20], and WASPI [6], 
but these are sensitive to B1 and B0 inhomogeneities that lead 
to incomplete long-T2 signal suppression and therefore com-
promised short-T2 contrast. UTESI- [78] and UTE-based 
water–fat separation techniques [75, 76, 83] have great 
potential for SNR-efficient imaging of short- and ultrashort-
 T2 tissues by avoiding the short- and ultrashort-T2 signal 
attenuation associated with chemical shift-based fat satura-
tion pulses but lack long-T2 water suppression. A variety of 
adiabatic IR-based techniques, including the basic IR 
sequence [15, 65, 84], dual IR [69, 70], IR with FS [71], and 
STAIR [72], appear more promising as they provide more 
uniform suppression of long-T2 water and fat signals than 
other contrast mechanisms due in large part to the insensitiv-
ity of adiabatic inversion pulses to B1 and B0 inhomogene-
ities [85]. Overall, the IR-based techniques, especially 
STAIR-UTE, appear to be the most promising approach to 
high-contrast imaging of ultrashort-T2* tissues such as those 
at the osteochondral junction, in the trabecular bone, and 
within myelin. Dual-echo UTE with echo subtraction works 
best for high-contrast imaging of short-T2 tissues, which 
have relatively high ρms (e.g., menisci, ligaments, and ten-
dons); however, this technique is more difficult with ultra-
short- T2 tissues that have low ρms (e.g., bone and myelin) 
where efficient long-T2 suppression is of critical importance. 
The basic UTE and ZTE sequences appear to be the best 
option for high-resolution imaging of the lung [37, 86, 87], 
where motion compensation is the high priority.
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 Quantification Techniques and Their Clinical 
Applications

Quantitative techniques for MRI of short- and ultrashort-T2 
tissues include UTE-T1 [88, 89], UTE-T2* [90], UTE-T1ρ 
[91–93], UTE proton density (UTE-PD) [73, 94–96], UTE- 
MTR [48, 97, 98], UTE-MT modeling of macromolecular 
fraction (UTE-MMF) [99–101], UTE quantitative suscepti-
bility mapping (UTE-QSM) [102–104], UTE perfusion 
[105–107], UTE diffusion [26, 108], and UTE-based deep 
learning methods [109, 110]. There are several other UTE- 
based imaging biomarkers, such as the porosity index (PI), 
which is defined as the ratio of signal intensities between a 
long TE and the shortest TE obtained by the UTE imaging 
[111], and the suppression ratio (SR), which is defined as the 
ratio between bone UTE signal without long-T2 suppression 
and that with long-T2 suppression [94]. Table 47.3 summa-
rizes selected quantitative UTE-based imaging techniques 
described in the third part of this book. UTE-based quantita-
tion involves short- and ultrashort-T2 signal acquisition and 
suppression of unwanted long-T2 signals. These quantitative 
UTE-type techniques have considerable potential for improv-

ing diagnosis, as summarized in Table 47.3, which shows the 
targeted tissue component, the major confounding factor, 
i.e., the magic angle effect, changes with degeneration, and 
clinical applications for each biomarker [5]. UTE-based T2* 
mapping allows quantitative evaluation of collagen degrada-
tion in menisci, ligaments, and tendons [34]. UTE-based T1ρ 
mapping allows assessment of proteoglycan depletion in 
both short- and long-T2 tissues [91, 93, 112]. UTE-MT imag-
ing and signal modeling allow quantitative mapping of mac-
romolecular fractions (MMFs) and changes in magnetization 
exchange in the menisci, ligaments, tendons, and bone [99–
101, 113]. UTE-based quantitative susceptibility mapping 
(UTE-QSM) can directly quantify hemosiderin deposition in 
hemophilic joints and calcium in bone [102, 104, 114]. UTE-
based perfusion permits robust separation of the red zone 
from the white zone in the meniscus, evaluation of bone 
physiology at the molecular level, and monitoring of bone 
fracture healing [105, 107]. UTE-based diffusion has the 
potential for assessment of early stage disease changes in 
highly ordered tissues such as the menisci, ligaments, and 
tendons [26, 108]. An important application of UTE diffu-
sion techniques is the assessment of cartilaginous endplate 

Table 47.3 Summary of quantitative short-T2 imaging techniques, including UTE-based T1, T2*, T1ρ, adiabatic T1ρ, proton density (PD), magne-
tization transfer ratio (MTR), macromolecular fraction (MMF), quantitative susceptibility (QSM), perfusion and diffusion, UTE-based porosity 
index (PI), and suppression ratio (SR), as well as the targeted tissue or component, the major confounding factor (usually the magic angle effect), 
changes with degeneration, clinical applications, and related references. UTE-AdiabT1ρ, UTE adiabatic T1ρ

Quantitative short-T2 
imaging technique

Target tissue 
component

Magic angle 
effect Changes with degeneration Clinical applications

Related 
references

UTE-T1 Water Minimal Increase with degeneration/
bone porosity

Osteoporosis, osteoarthritis, liver/joint iron, 
lung, etc.

[88, 89]

UTE-T2* Collagen Strong Increase or decrease with 
degeneration

Osteoarthritis, hemophilia, liver/joint iron, 
lung, etc.

[90]

UTE-T1ρ Proteoglycan Strong Increase with degeneration Osteoarthritis, ankle/shoulder/spine 
degeneration, etc.

[91, 92]

UTE-AdiabT1ρ Proteoglycan Minimal Increase with degeneration Osteoarthritis, ankle/shoulder/spine 
degeneration, etc.

[93]

UTE-PD Water
Myelin

Minimal Increase with bone porosity
Decrease in brain lesions

Bound/pore water mapping in osteoporosis
Myelin in multiple sclerosis, Alzheimer’s 
disease, etc.

[73, 
94–96]

UTE-MTR Collagen, 
myelin

Medium Decrease with 
degeneration, bone 
porosity, demyelination

Osteoporosis, osteoarthritis, ankle/
shoulder/spine degeneration, multiple 
sclerosis, Alzheimer’s disease, etc.

[48, 97, 
98]

UTE-MMF Collagen, 
myelin

Minimal Decrease with 
degeneration, 
demyelination

Osteoporosis, osteoarthritis, ankle/
shoulder/spine degeneration, multiple 
sclerosis, Alzheimer’s disease, etc.

[99–101]

UTE-QSM Iron, calcium Minimal Increase with iron/calcium 
deposition

Osteoporosis, liver/joint iron, Parkinson’s 
disease, etc.

[102–104]

UTE perfusion Blood Minimal Increase with degeneration/
fracture

Bone/tendons/ligaments fracture, meniscal 
tear, etc.

[105–107]

UTE diffusion Collagen Minimal Increase with degeneration Menisci/ligaments/tendons degeneration, 
etc.

[26, 108]

UTE-PI Pore water Minimal Increase with bone porosity Osteoporosis [111, 117]
UTE-SR Bound/pore 

water
Minimal Decrease with bone 

porosity
Osteoporosis [94, 118]
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diffusivity, which is a crucial factor affecting spine disc 
degeneration [115], and may be used to evaluate interverte-
bral disc degeneration [116]. Direct quantitative UTE-T2* 
and diffusion imaging of the cartilaginous endplate may be 
extremely useful for diagnosing disc degeneration and asso-
ciated back pain. PI is significantly correlated with 
microcomputed tomography (μCT)-based porosity, mechan-
ical stiffness, age, and collagen estimation from near-infra-
red spectroscopy [117], whereas SR significantly correlates 
with bone porosity and age [118]. These UTE-based bio-
markers are likely to have significant advantages over the 
current gold-standard dual-energy X-ray absorptiometry 
(DEXA) for measurement of bone mineral density (BMD). 
These quantitative imaging techniques can also be combined 
with other data acquisition strategies, such as ZTE, PETRA, 
RHE, vTE, AWSOS, etc., although the advantages and dis-
advantages of doing this remain to be investigated.

 Clinical Applications

Promising and challenging clinical applications using con-
trast mechanisms and quantitation are summarized in Tables 
47.2 and 47.3. In the musculoskeletal system, the most 
important tissues in order of their T2s are cortical and tra-
becular bone, tendons, ligaments and menisci, fibrocartilage 
in the osteochondral junction, entheses and discs, and articu-
lar cartilage. Iron deposition in musculoskeletal tissues may 
place them under the short- and ultrashort-T2 categories if 
they are not there already. Study of each of these tissues has 
pros and cons associated with it, but there is now a body of 
information on demonstrating morphological features and 
TPs in health and disease to assist informed decisions about 
clinical applications. Quantification of cortical bone is an 
obvious clinical application.

Myelin is the tissue most studied in the brain, and it is 
relatively easy to demonstrate its ultrashort-T2 components 
with a T2* of ≈ 0.2 ms. This provides the basis for specific 
imaging of myelin and recognizing its diminution or loss in 
disease.

The lung has received attention from the beginning of 
clinical imaging of short- and ultrashort-T2 components. 
Technical improvements in signal detection and motion arti-
fact have made MRI more competitive with CT.

Iron imaging in the liver, particularly for high concentra-
tions, is now validated and appears suitable for clinical 
applications.

There are areas such as the study of myofascial disease, 
fibrosis in many tissues, subclinical degeneration in tendons 
and ligaments as well as responses to treatment that also 
appear suitable for prime-time clinical research.

 Challenges in MRI of Short- and Ultrashort-T2 
Tissues

Although extensive progress has been made in MRI of short- 
and ultrashort-T2 tissues, including development of a variety 
of techniques for data acquisition, improving contrast, and 
quantitation, clinical applications are still limited. There are 
several major technical challenges to morphological and 
quantitative imaging of short- and ultrashort-T2 tissues as 
described below:

First, imaging of short- and ultrashort-T2 tissues is typi-
cally associated with spatial blurring and low SNR because 
of the fast signal decay during data sampling [19] and the 
relatively low ρms of many short-T2 species (e.g., bone, lung, 
myelin, etc.) [5]. A short sampling window is needed to min-
imize short-T2 associated blurring, and this limits spatial 
resolution [19]. More advanced data acquisition and recon-
struction strategies, stronger gradients and RF systems, and 
coils with improved SNR efficiency can all help in minimiz-
ing spatial blurring and improving the SNR of short- and 
ultrashort-T2 tissue imaging.

Second, many UTE-type sequences are based on non- 
Cartesian sampling, which is more sensitive to eddy current 
effects than conventional Cartesian techniques [64]. Eddy 
currents can degrade the image quality and affect accuracy in 
quantitation, thereby limiting potential clinical applications. 
Eddy current compensation and k-space trajectory measure-
ments are important in facilitating more reliable UTE imag-
ing and quantification [119]. ZTE-type sequences are less 
sensitive to eddy currents because the k-space data are sam-
pled after gradient ramp-up [2] and have many clinical appli-
cations such as bone imaging, which can outperform CT in 
detecting intraosseous lesions and cysts [120].

Third, quantitative imaging of short- and ultrashort-T2 tis-
sues is subjected to errors associated with long-T2 fat signal 
contamination. Because long-T2 tissues typically have higher 
proton densities, partial volume effects and other sources of 
long-T2 signal contamination have a significant impact on 
the quantification accuracy in short- and ultrashort-T2 imag-
ing. This is especially the case for quantitative imaging of 
thin structures such as the osteochondral junction (0.1–0.2- 
mm thickness) [121] and the cartilaginous endplate (0.5–1- 
mm thickness) [122]. Myelin and trabecular bone are two 
extreme challenges for direct quantitative imaging. Myelin 
accounts for only a small fraction of the total UTE signal in 
the white matter of the brain and an even smaller fraction in 
the gray matter [123]. Trabecular bone imaging is compli-
cated by its low ρm and the fact that it is surrounded by a 
large quantity of marrow fat and/or water. The combination 
of low ρm, ultrashort-T2*s, surrounding high signal from 
long-T2 species, local susceptibility effects, and chemical 
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shift effects make direct imaging of trabecular bone 
extremely challenging. Some simple contrast mechanisms, 
such as echo subtraction and long-T2 saturation, are unlikely 
to provide selective imaging of myelin and trabecular bone. 
In fact, even adiabatic IR-based techniques, such as spectral 
presaturation with IR (SPIR) [124], may not be able to sup-
press signals from bone marrow fat efficiently. The residual 
fat signal can be higher than that from trabecular bone, as 
evidenced by the long-T2* of 2.42 ± 0.56 ms at 3 T found 
with SPIR, which is much longer than the T2* value of 
~0.3 ms for trabecular bone measured with the STAIR- UTE 
technique at the same field strength [74]. There is a clear 
need for more robust long-T2 suppression mechanisms, such 
as the STAIR approach, to accurately quantify short-T2 and, 
especially, ultrashort-T2 tissues such as trabecular bone and 
myelin.

Fourth, fat and related off-resonance artifacts can signifi-
cantly reduce image contrast and are potential sources of 
error with quantitative UTE imaging of short- and ultra-
short- T2 tissues [66, 80, 125]. With T1-weighted UTE imag-
ing, fat appears as a high signal and can significantly reduce 
imaging contrast for tissue components of interest, such as 
cortical and trabecular bone, the osteochondral junction, 
and the cartilaginous endplate. Fat contamination and chem-
ical shift artifacts can lead to significant errors in MR relax-
ation times (e.g., T1, T2, T2*, T1ρ) and other TPs (e.g., Pm, 
MTR, MMF, susceptibility, perfusion, diffusion). UTE 
sequences employ center-out radial or spiral mapping of the 
k-space, which may produce off-resonance-related spatial 
blurring due to the ring-shaped point spread function, an 
artifact that is notably different from those seen with a 
Cartesian sampling of the k-space [80]. Chemical shift-
based artifacts in UTE imaging may mimic normal struc-
tures (e.g., the osteochondral junction) and/or diseases. On 
the other hand, conventional fat saturation pulses may sig-
nificantly suppress signals from short- and ultrashort-T2 tis-
sues, which have broad spectral profiles and are subjected to 
direct saturation and MT effects [125]. Water excitation [77] 
and fat–water separation techniques [75, 76] may help pre-
serve short-T2 signals while improving contrast and quanti-
fication accuracy.

Fifth, the magic angle effect may affect both morphologi-
cal and quantitative UTE imaging [126]. Most short- and 
ultrashort-T2 tissues are collagen-rich, and, so, their UTE 
signal intensities can be highly fiber angle dependent [127]. 
Many biomarkers, including UTE-T2* and UTE-T1ρ, show 
strong angular dependence with values increased several 
fold due to the magic angle effect, which is far higher than 
changes due to degeneration [128, 129]. Largely, fiber angle 
 independent biomarkers such as UTE-AdiabT1ρ [93, 112, 
130] and UTE-MT modeling [99, 113, 131] may allow more 
reliable quantification of tissue degeneration. The magic 
angle effect of other biomarkers, such as UTE-QSM-derived 

susceptibility [102–104] and UTE-DESS-derived apparent 
diffusion coefficient [26, 108], remains to be investigated.

Finally, the signal sources in direct UTE-type imaging of 
short- and ultrashort-T2 tissues or tissue components need 
further investigation. There are some inconsistent results 
reported in the literature regarding morphological and quan-
titative imaging of ultrashort-T2 tissues such as trabecular 
bone and myelin. For example, using SPIR-UTE for imaging 
of trabecular bone in the spine, Wurnig et al. measured T2* 
values of ~2.42 ms, which is nearly 10 times longer than that 
reported for cortical bone, suggesting significant long-T2 sig-
nal contamination [124]. Chao et al. reported that the WASPI 
signal was highly correlated (r2 = 0.97 and r2 = 0.95, respec-
tively) to the true bone matrix mass density derived from 
gravimetric and amino acid analyses and hypothesized that 
the signal sources were collagen backbone protons, tightly 
bound water, and other immobile molecules [7]. Horch et al. 
investigated the proton nuclear magnetic resonance (NMR) 
signal resources in human cortical bone and identified five 
components, including collagen methylene (T2 ~ 57 μs), col-
lagen amides/hydroxides and mineral hydroxides water, 
collagen-bound water (T2  ~  416 μs), pore water, and lipid 
methylene (T2 ~ 1–1000 ms) [132]. Siu et al. reported that 
UTE sequences could detect signals from collagen protons at 
7 T [133]. Meanwhile, Ma et  al. reported that 2D and 3D 
UTE sequences could not detect any signal from tendons and 
cortical bone after D2O exchange and freeze-drying [134]. 
More recently, similar results have been found with a ZTE 
sequence, suggesting that collagen backbone protons have 
T2s that are too short for direct imaging with UTE- or ZTE- 
type sequences using clinical whole-body scanners.

More debate exists regarding the signal source in direct 
imaging of myelin with UTE- and ZTE-type sequences. 
Direct MRI of myelin is technically challenging. Several 
groups have investigated the MR properties of nonaqueous 
myelin protons. Broad-line proton spectroscopic studies 
suggest that myelin is in a liquid–crystalline state [135]. 
Multicomponent analyses of spin echo or free induction 
decay (FID) of brain white matter samples have shown a 
broad range of extremely short-T2 or short-T2* values for 
nonaqueous myelin protons (e.g., ~50 μs [136], 7.5–101 μs 
[62], 50–1000 μs [137], 150–250 μs [123], etc.). NMR spec-
trometric studies demonstrate a wide distribution of T2* val-
ues ranging from 8 μs to 26 ms in the spinal cord [24]. The 
T2 spectrum of central and peripheral nerves and myelin 
phantoms has been used to characterize the biophysical ori-
gins of ultrashort-T2 signals (50 μs < T2 < 1 ms) in myelin-
ated tissues [137]. HYFI imaging of D2O-exchanged ex vivo 
porcine brain white matter samples suggests three signal 
components with T2s of 7.5 μs (~85% of the total signal), 
101 μs (~9%), and 50 ms (~6%), respectively [62]. Purified 
lyophilized bovine myelin extract powder, which is an 
organophilic extract of predominantly myelin-related brain 
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lipids, shows zero signal with clinical gradient echo and 
spin echo sequences but a high signal with UTE sequences 
and demonstrates a short-T2* of ~150  μs [138]. Similar 
short-T2* values were demonstrated with STAIR-UTE 
imaging of the brain in  vivo, showing that nonaqueous 
myelin protons are detectable with the STAIR-UTE 
sequence using clinical whole-body scanners [72]. More 
research is needed to investigate which group of nonaque-
ous myelin protons are detected by the STAIR-UTE 
sequence. Further research is also needed regarding the 
exact T2* values for different groups of nonaqueous myelin 
protons in white matter in vivo.

MT modeling studies suggest that collagen backbone pro-
tons have extremely short T2s of ~10 μs [99, 139, 140]. Our 
recent study has demonstrated that ZTE cannot detect colla-
gen backbone protons in cortical bone and tendons, suggest-
ing that ZTE is unable to directly image species with T2s of 
~10 μs. This result is inconsistent with the HYFI imaging of 
myelin with a T2 of 7.5  μs. Furthermore, it is technically 
challenging to selectively image the super-short-T2 
(T2 ~ 7.5 μs) myelin component by subtracting two HYFI 
datasets acquired with TEs of 15 and 460 μs, respectively 
[62], as the ultrashort-T2 (e.g., T2* ~0.2  ms) component 
detectable with STAIR-UTE [72] will likely show up in the 
subtraction image. More research is needed to clarify the 
exact signal sources in direct myelin imaging in vivo, espe-
cially using clinical whole-body scanners.

 The Future of MRI of Short- and Ultrashort-T2 
Tissues

 General Aspects of Imaging

The future of MRI of short- and ultrashort-T2 tissues will be 
played out against a background of the future of medicine as 
a whole and that of imaging in particular [141].

In the imaging field, the general trends include improve-
ment in system engineering that may take many different 
forms and is frequently incremental, but the overall results 
are continuing improvements in machine performance. 
These are often the overall sum of different advances but also 
arise from substantial specific achievements. The most 
important of these at the present time are artificial intelli-
gence (AI) and quantification, including radiomics. These 
are being applied to all forms of imaging and at multiple 
levels. Substantial advantages have quite rapidly come to 
MRI from the use of AI in image reconstruction, and further 
progress is expected.

Quantification has taken a longer time and has concen-
trated on tissue properties such as T1, T2, and diffusion, but it 
is being incorporated into clinical practice on a broad front. 

Radiomics is also being applied to recognize patterns that are 
not apparent on radiological inspection.

It is also important to be aware of advances in other forms 
of imaging of which the most notable at the present time are 
photon-counting computed tomography (CT), positron emis-
sion tomography (PET) labeled with prostate-specific mem-
brane antigens (PSMAs) and fibroblast activation protein 
inhibitors (FAPIs) and theranostics. These techniques pro-
vide high contrast and highly specific images of prostate and 
breast tumors as well as fibrosis. 18Fluorine-labeled PET also 
provides high contrast highly specific imaging of bone activ-
ity in disease. The techniques may provide performance 
beyond what is now possible with MRI. The advent of ther-
anostics is also expanding imaging in a major way to include 
more therapeutic options, particularly in cancer.

 General Aspects of MRI of Short- 
and Ultrashort-T2 Tissues

Over the last 20 years, MRI of short- and ultrashort-T2 tis-
sues has moved from an experimental technique to one that 
is available on most clinical systems and appears likely to 
have an increasing role in clinical imaging. Future 
 developments have been discussed in chapters throughout 
this book, but there are also specific examples below that 
may be important.

In terms of MR system design, a variety of niche options 
are now being pursued, but one particular system may be 
realizable without requiring radical system redesign. This is 
a head system that would also be suitable for peripheral mus-
culoskeletal use as well as head and body studies in children. 
It would allow extremely high gradient performance due to 
the smaller bore size and permit machine performance 
greater than that of whole-body systems, e.g., at 3 T. It could 
be suitable for one-quarter to one-third of the patients nor-
mally scanned with whole-body systems but be cheaper and 
easier to install than those systems. Dedicated systems could 
be operated in conjunction with whole-body systems or for 
head-only studies in neurological clinics and peripheral mus-
culoskeletal applications in orthopedic clinics.

In terms of new acquisitions, the double quantum-filtered 
and MT studies by Navon et al. may produce information not 
available otherwise [142].

On the contrast side, MASDIR sequences in the brain 
provide up to 15 times the T1 contrast of conventional IR 
sequences, and this may have useful applications in many 
musculoskeletal tissues [82].

As far as quantitation is concerned, there may be renewed 
interest in T1 because it is not subjected to magic angle 
effects, although specialized sequences are necessary to 
measure it accurately in short- and ultrashort-T2 tissues.
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In a number of situations, such as assessment of osteopo-
rosis, the fundamental work of developing sequences and 
assessing their feasibility for clinical use has already been 
performed and what is required next is well organized clini-
cal trials. This applies to other technical developments as 
well. As with oncology, and diseases of the nervous system, 
antibody-related therapeutics may become more important 
in the musculoskeletal system and require targeted forms of 
image acquisition, contrast, and quantitation to provide clini-
cally useful data.

 Specific Future Directions for MRI of Short- 
and Ultrashort-T2 Tissues

The most significant obstacle in translating the various UTE- 
type sequences into clinical use is the limited signal and con-
trast with direct imaging of short- and ultrashort-T2 tissues. 
The fast signal decay during data sampling may greatly 
reduce the achievable SNR and spatial resolution. An effec-
tive strategy is to develop stronger gradient and RF systems. 
For example, Weiger et  al. employed a high-performance 
gradient insert that provided a maximum strength of 200 
mT/m and a slew rate of 600 mT/m/ms, both of which are 
4–5 times stronger than the typical gradient strength of ~40 
mT/m and slew rate of ~150 mT/m/ms on clinical scanners 
[62]. The gradient inserts allowed ZTE imaging of myelin 
with higher spatial resolution, less blurring, and a higher 
SNR. A higher-power RF system also augments UTE imag-
ing’s capabilities as it is essential to minimize transverse 
relaxation during RF excitation for short-T2 tissues. A shorter 
pulse with a higher power improves excitation efficiency and 
minimizes signal loss during RF excitation. The stronger 
gradient helps minimize the sampling window, thereby 
reducing short-T2 signal loss during frequency encoding and 
eventually increasing the achievable SNR.  Local parallel 
transmission is another approach to improve direct imaging 
of ultrashort-T2 tissues or tissue components such as myelin 
and trabecular bone. The parallel transmission allows the use 
of shorter RF pulses with higher power but without SAR 
constraints [143], thereby significantly increasing the ultra-
short- T2 excitation efficiency. A major challenge in selective 
imaging of myelin and trabecular bone lies in the fact that 
complete suppression of long-T2 signals from water and fat 
is extremely difficult. The STAIR contrast mechanism seems 
the most promising technique. However, STAIR-UTE works 
best with the shortest TR possible so that any long-T2 sig-
nals, regardless of their T1s, can be effectively suppressed 
[72, 74]. Stronger RF and gradient systems together with 
parallel transmission are expected to greatly reduce TR, 
therefore improving long-T2 signal suppression in STAIR- 
UTE- type sequences and producing more accurate quantifi-
cation (e.g., T2* and Pm).

More contrast mechanisms and quantitation techniques 
have been developed for 2D and 3D UTE sequences. 
However, most contrast mechanisms can be easily com-
bined with other data acquisition strategies. For example, 
STAIR contrast can be used with ZTE, PETRA, RHE, 
Looping Star, and other sequences for high contrast imaging 
of myelin and/or trabecular bone. On-resonance long-T2 
suppression or off-resonance short-T2 saturation can be 
applied to WASPI, SWIFT, PETRA, SPI, RHE, and ZTE 
sequences, in which echo subtraction is not easily applica-
ble for creating short-T2 contrast. Various quantitative imag-
ing techniques can also be implemented using ZTE, PETRA, 
and other data acquisition strategies. For example, UTE-
QSM can be implemented with the Looping Star approach 
in which multi-echo ZTE data can be acquired for QSM 
processing [63].

UTE-type sequences allow direct imaging of both short- 
and long-T2 tissues, which also means more comprehensive 
and time-consuming data analysis to investigate not just one 
specific tissue but all associated tissues and tissue compo-
nents. Deep learning-based automatic segmentation and 
quantification [109, 110] may be especially helpful for this 
and facilitate translation of novel morphological and quanti-
tative UTE-type techniques.

Direct imaging of short- and ultrashort-T2 tissues can 
potentially improve the diagnosis of various diseases in the 
body’s musculoskeletal, nervous, respiratory, gastrointesti-
nal, and cardiovascular systems. UTE-type imaging with a 
high signal, spatial resolution, and contrast of otherwise 
“invisible” short- and ultrashort-T2 tissues or tissue compo-
nents will likely improve the classification and staging of 
diseases in a significant way. For example, human joints are 
composed of several different tissues (articular cartilage, 
synovium, menisci, ligaments, tendons, cortical and sub-
chondral bone, bone marrow, etc.) that interact and allow 
joints to function over long periods of time. Degeneration of 
cartilage is generally considered the primary initiator of 
osteoarthritis (OA). However, recent understanding of OA 
has moved from a cartilage-centric focus to the concept of 
“whole-joint organ” disease [144]. When one tissue begins 
to deteriorate, it is likely to affect others and contribute to 
failure of the joint as a whole [145]. The WORMS (Whole-
Organ MRI Score) scoring system is widely used to evaluate 
knee OA using clinical MR images [146], but many of the 
relevant joint tissues (e.g., menisci, ligaments, tendons, and 
bone) show little or no signal using this approach. UTE-type 
imaging of long-, short-, and ultrashort-T2 tissues and tissue 
components in joints may significantly improve morphologi-
cal assessment of joint degeneration.

Another example of the potential of UTE-type imaging 
to modify diagnosis and monitoring relates to the Pfirrmann 
grading system—a widely used method to evaluate inter-
vertebral disk degeneration [147, 148]. The CEP plays a 

47 Current Status, Comparisons of Techniques, Challenges, and Future Directions for MRI of Short- and Ultrashort-T2 Tissues



598

vital role in the transportation of oxygen and nutrients nec-
essary to maintain disk health [116]; however, it is difficult 
to image this important structure with conventional MRI 
sequences. High contrast UTE-type imaging of the CEP is 
likely to improve the usefulness of the Pfirrmann grading 
system [115]. Thus, the power of combined morphological 
and quantitative UTE-type simultaneous imaging of long-, 
short-, and ultrashort-T2 tissues facilitates a truly “whole- 
organ” approach for more comprehensive assessment of 
degeneration, thereby directly influencing the develop-
ment and advancement of new grading systems not only 
for musculoskeletal diseases but also for other diseases of 
the body.
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