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What is a Natural Norm 
for 

Multi Channel Image Processing 

Ron Kimmel* 
Lawrence Berkeley National Laboratory 

and Dept. of Mathematics 
University of California, Berkeley, CA 94720 

Abstract 

We show that the geometrical framework, in which color images are considered as 
surfaces, is meaningful and natural for multi channel image processing. The steepest 
descent flow associated with the first variation of the area functional is a significant 
selective smoothing procedure. Generally, the steepest descent flow for multi channel 
variational methods smoothes the different channels of the image. The functional, or 
"norm", should capture the way we want the smoothing process to act on the different 
channels while exploring the coupling between them. Here we justify the usage of the 
area norm obtained by the geometric framework, and the Beltrami steepest descent 
flow as its natural scale-space, in the multi-channel case. We list the requirements, 
compare to other recent norms, relate to line element methods in color, and present 
simulation results. 

1 Introduction 

Recently, [30, 14, 12, 13), a geometrical framework for image diffusion was introduced. The 
idea is simple for a gray level image I ( x, y) that is considered as the surface ( x, y, I ( x, y)) in 
the Euclidean space (x, y, I). Yet, it becomes less intuitive for multi channel images. A good 
example is a color image, which is viewed as a 2D surface (x, y, R(x, y), G(x, y), B(x, y)), in 
the. 5D (x, y, R, G, B) space. 

It was claimed that a natural norm for image processing is given by minimizing the area 
of these surfaces in a special way. This norm may serve for intermediate asymptotic analysis 
in low level vision, that is referred to as 'scale space' in the computer vision community [22). 
The norm may be coupled with variance constraints that are implemented via projection 
methods that were used for convergence based denoising [23) for image processing. Another 

*This work is supported in part by the Applied Mathematics Subprogram of the Office of Energy Research 
under DE-AC03-76SF00098, and ONR grant under N00014-96-1-0381. 
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popular option is to combine the norm with lower dimensional measures to create variational 
segmentation procedures, like the Mumford-Shah [18). In this note we justify the usage of 
the area norm obtained by the geometric framework and the Beltrami flow as its natural 
scale-space. In order to simplify the discussion, we will limit our comparisons to variational 
methods in non linear scale space image processing, and to Euclidean spaces. See, [21, 36) 
for non variational methods. That means that the given color space (multi channel space, or 
feature space) is considered to be Euclidean; the flow is invariant to any Euclidean change of 
the color coordinates, and is obviously invariant to Euclidean transformations in the spatial 
domain (translations and rotations of the xy coordinates). Note that given any significant 
group of transformations in color space, one could design the invariant flow with respect 
to that group based on the philosophy of images as surfaces: The question then is the 
meaningful definition of an invariant arclength in the (x, y, R, G, B) hybrid space. 

The structure of this note is as follows: Section 2 is a brief overview on the geometric 
framework for image processing and the Beltrami flow. In Section 3 we list the coupling 
requirements for the multi channel case. We show that for a simple 'color image formation' 
model, the natural order of events is captured by the area norm (after scaling different color 
channels). The relation to line element theory is given. We then present some experimental 
results of the Beltrami flow in color, and review previous norms. Section 4 summarizes the 
different norms and justifies the area norm as a natural selection. 

2 The Geometric Framework: Brief Overview 

A new geometrical framework for image processing was introduced in (30, 14, 12, 13). This 
framework finds a seamless link between the TV-L1 (J IV' II), [23), and the L 2 (J IV' Il2

) 

norms that are often used in image processing, based on the geometry of the image and its 
interpretation as a surface. It unifies most of the current 'scale space' models for images by a 
simple selection of one parameter, yet more important, it enables to introduce new methods 
to deal with images in a simple and natural way. 

A functional called "Polyakov action", borrowed from high energy physics, was shown 
to be useful for image enhancement in color, texture, volumetric medical data, movies, and 
more. The idea is to consider images as surfaces rather than functions. Then, minimize 
the area of the surface in a special way; e.g. a gray level image is considered to be a 2D 
surface given by the graph I(x, y) in the 3D space (x, y, I). Similarly, a color image is a 
2D surface that is given by the three graphs: R(x, y ), G(x, y ), and B(x, y ), in the 5D space 
(x, y, R, G, B). 

Consider a gray level image as a map from a two dimensional surface to a three dimen­
sional space (JR.?). We have at each point of the xy coordinate plane an intensity I ( x, y). 
The lR3 has Cartesian coordinates (x, y, I) where x and y are the spatial coordinates and 
I is the feature coordinate. Now, assume the image is corrupted by an unknown noise and 
should be 'denoised', or a 'clean' image should be produced for further processing. The idea 
of geometric selective smoothing [2, 1) is extended to construct a scale space for images in 
color space, movies, and other multi dimensional images. The idea is to invent a flow that 
minimizes the area of the image as a surface in a way that preserves the edges. 
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An important question is how to treat multi channel images. A color image is a good 
example since one actually considers 3 images Red, Green, and Blue, that are composed into 
one. To answer this question, we view images as embedding maps, that flow towards minimal 
surfaces. 

Let us draw a rough sketch of the method: As a first step define an arc-length in the 
relevant space. For example, an arclength in the (x, y, I) Euclidean space is given by 

Next the induced metric of the image surface given by the graph surface (x,y,I(x,y)) is 
'pulled back' from the arclength equation. By applying the chain rule di = Ixdx + !ydy, 
the metric in this case is obtained by rearranging the terms at the arclength definition. The 
result is the bilinear structure that measures distance on the surface via the arclength 

where 911 = 1 + J'f:, 922 = 1 + 1;, and 912 = Ixly are the induced metric coefficients. In a 
similar way, the distance measure and the induced metric, are pulled back from the arclength 
definition for the 2D surface described by a color image in the 5D (x, y, R, G, B) space. Where 
now the arclength is given by 

See [38] for a non variational related effort. 
The induced metric 9JJ.v is plugged into an action which is the most general form for 

measuring area. This functional, for two dimensional surface, was first proposed by Polyakov 
[20] in the context of high energy physics. In the next section we will further elaborate on 
the selection of area as a proper measure for color images. 

Denote by (:E,9) the image manifold1 and its metric and by (M, h) the space-feature 
manifold and its metric2

, then the map X: :E -7 M has the following weight 3 

(1) 

where m is the dimension of :E, 9 is the determinant of the image metric, 911-v is the inverse 
of the image metric, the range of indices is f.L, v = 1, ... , dim :E, and i, j = 1, ... , dim M, and 
hii is the metric of the embedding space. We used the Einstein summation convention: The 

1 For 2D surfaces :E = ( u1, u2) is the parametrization, that we later identify with the image plane, i.e. 
u1 = x, u2 = y. (9JJ.v) here is the metric of the surface, and can be written as a 2 x 2 matrix: 

(9 v) = ( 911 912 ) . 
JJ 912 922 

2 M for our color case stands for the (x, y, R, G, B) space, and its metric (hJJv) is a 5 x 5 matrix that 
describes the way we measure distances in this space. We can consider the simple Euclidean color space in 
which hJJv = DJ.Lv, i.e. the identity matrix. However, other selections that describe different measures in the 
color space are possible. 

3For our color case X= (x(u1,u2),y(u1,u2),R(u1,D"2),G(u1,u2),B(u1,u2)). 
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summation is applied on each index that appears twice, once as a subscript and once as a 
superscript. 4 

Given the above functional, we have to choose the minimization. In [30] it was shown 
how different choices yield different flows. Some flows are recognized as existing methods 
like the heat flow, with passive coordinate transformation [9], the Perona-Malik flow [19], 
the minimal surface segmentation [4], the color flow [25, 5], the mean-curvature flow [17] 
and its variants [7]. The new result in [30, 13] is the steepest descent flow that results by 
minimizing with respect to the metric itself and the feature coordinates. 

The minimization of Polyakov action yields the steepest decent direction for area mini­
mization. If we vary with respect to the metric and the feature coordinate (fixing the x and 
y coordinates for the gray level and color images), we obtain the area minimization direction 
given by Beltrami operator operating on the feature coordinate(s). Evolving the image using 
this result, yields the most efficient geometric flow for smoothing the image while preserving 
the edges. It is written as 

(2) 

where for the color case I (R, G, B). The operator that is acting on I is the natural 
generalization of the Laplacian from flat spaces to manifolds and is called the second order 
differential parameter of Beltrami, or for short Beltrami operator, and is denotes by /:!,.9 • It 
is defined by 

/:!,.9 I = ~811-( .J9911-v 8vi). 

Explicitly, for multi channel 2D surfaces, the flow is given by 

922I~ - 912I~, 
:-912I~ + 9ui~. 

(3) 

(4) 

(5) 

Geometrically, for the gray level case, the above evolution equation is the mean curvature 
flow of the image surface divided by the induced metric 9 = det(911-v ). Equivalently, it is 
the evolution via the I components of the mean curvature vector H. I.e. for the surface 
(x(o-bo-2 ),I(o-1 ,o-2 )) in the Euclidean space (x,I), the curvature vector is given by H = 
b,.9 (x(o-1 , o-2 ), I( o-1 , o-2 )). If we identify x with a- then /:!,.9 Ii(x) = H · fi, i.e. the fi component 
of the mean curvature vector. Obs~rve that this direct computation applies for co-dimensions 
> 1. The determinant of the induced metric matrix 9 =det(9ii)(= 1 +I;+ I; for the gray 
level case ) may be considered as a generalized form of an edge indicator. Therefore, the 

4 Let us consider the simple example of a gray level image X = (x(0"1 , <72), y(<71 , <72 ), 1(<71 , <72)). If we 
identify the x, y plane with the parametrization manifold E, and consider a Euclidean space hp.v = Op.v, we 

get the area element V9 = Jl + r; +I~, and the area measure is then given by S = I dxdyJl + r; +I~ ,or 

for short we will denote the area norm I Jg. 
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A different, yet very important demand for multi channel image processing is the align­
ment requirement of the different channels in scale. That is, we want the different channels 
to align together as they become smoother in scale. Figure 1 shows one level set of each of 
the three color channels and the corresponding gradient V Ji at one point along the level set. 

Figure 1: One level set of each of the the channels (R, G, B) are displayed with their corre­
sponding gradient vector at one point. 

The requirement that the different channels align together as they evolve, amounts to 
minimizing the cross products between their gradient vectors (\7 Ii, V lj) 2

, see Figure 2. 

Figure 2: The cross product between the \7 R and V G is a measure for the alignment between 
the tw:o channels: We denote it by (VG2VR), which is given by the area of the gray triangle. 

On inspection of Eq. (7), the minimization includes the gradient magnitudes of the 
channels and the cross products between the different channels, which is a desired norm. 
Next we consider an axiomatic approach for the above claims that will set the order of 
events and lead us to the area minimization via the Beltrami flow. 

3.1 An Axiomatic Approach 

Let us define a simple 'image formation' procedure for a color image and extract the order of 
events for the multi channel processing. One simplified model for color images is a result of 
viewing Lamberti an surface patches. Such a scene is known as a 'Mondrian world'. In this 
case, each channel may be considered as the projection of the real 3D world surface normal 
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flow (2) is a selective smoothing mechanism that preserves edges and can be generalized to 
any dimension. For gray level images I = I, the Beltrami flow is given explicitly by 

_ _ .]__ . ("VI) _ (1 + I;)Iyy- 2Iziyizy + (1 + I;)Ixx 
It - D..gi- rndtv rn - (1 I2 J2)2 . 

v9 v9 + z + Y 

(6) 

In (30, 13], methods for constraining the evolution and the construction of convergent 
schemes based on the knowledge of the noise variance, were reported. Extensions of the 
Beltrami flow for texture images in which orientation needs to be preserved were reported 
in (12]. 

Denote the different channels by Ii, where i is an index indicating the channel number. 
E.g. for color images we have I 1 = R, I 2 = G and I 3 = B. Let us also add the oversimplified 
assumption that the R, G, B color space may be considered a Euclidean space. For the 
Euclidean multi channel case, the norm we consider is f .J9. Here 9 is the determinant of 
the metric matrix 9 = det(9ii) = 9n922 - 9i2 given by its components 9JJ.v = 8JJ., + Li I~ I~. 
This action functional is given explicitly by . 

s = J (7) 

where ('\1 R, '\lG) = RzGy- RyG:r: stand for the magnitude of the vector product (cross) of 
the vectors "\1 Rand '\lG. The action in Eq. (7) is simply the area of the image as a surface. 

Let us explore the effects of scaling the intensity axis. If we multiply the intensities by a 
constant {3, the above norm may be read as 

s = J (8) 

The steepest descent flow for this functional depends on the value of (3. For {3 ~ supi xi"VJil 
' 

it practically means mapping the intensity values that usually range between 0 and 255 to, 
let say, (0, 1000]. Roughly speaking, for this limit of {3, the order of events along the scale 
of the flow is as follows: First the channels are aligned together, and only then starts the 
selective smoothing geometric flow {similar to the single channel TV-LI). On the other limit, 
where {3 ~ supi,x IV Iii, the smoothing will tend to occur uniformly in all directions as a 
multi channel heat equation (L2 ). 

3 Coupling Requirements 

When considering multi channel images we need to define the way the channels are to be 
coupled. The question is how should we link between the different channels. Assume that 
each channel is 'equally important' and thus the measure that links between the different 
channels should be symmetric in this aspect. Within the scale space philosophy, we want . 
the different channels to get smoother in scale. This requirement leads to the minimization 
of the different channels gradient magnitudes I"V Iii combined in one why or another that 
yields coupling. 
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N(x) onto the light source direction ~ multiplied by the albedo p( X', y ). The albedo captures 
the characteristics of the 3D object's material, and is different for each spectral channel. 
That is, the 3 color channels may be written as 

PR(x)N(x) · f 
pa(x)N(x) · f 

- PB(x)N(x) · [ (9) 

This means that the different colors capture the change in material via Pi (where i stands 
for R, G, B) that multiplies the normalized shading image i(x) = N(x) · [ The above color 
image formation model (8] was used for color based segmentation (11] and shading extraction 
from color images [10]. Let us follow this model and assume that the material, and therefore 
the albedo, are the same within a given object in the image, e.g. Pi(x) = ci, where Ci is 
a given constant. Thus, V' Pi(x) = 0 within the interior of a given object. The intensity 
gradient for each channel within a given object is then given by 

V' Ji(x) i(x)\7 Pi(x) + Pi(x)\7 i(x) 
= i(x)V'ci + ci\7 i(x) 
= ci\7 i(x). (10) 

Observe that, under the above assumptions, all color channels should have the same gradient 
direction within a given object. 

Next we deal with the boundaries between objects. Since along the boundaries, both the 
normalized shading image J and the albedo Pi go through a sudden change. The gradient 
direction should be orthogonal to the boundary for each of the channels. 

Following the above claims, the first step in multi channel image processing is the align­
ment of the channels so that their gradient directions agree. Next comes the diffusion of all 
the channels simultaneously, while verifying that the alignment property holds. For a large 
enough (3, Eq. (8) follows exactly these requirements. Note also that for a large enough (3, 
the area norm Eq. (8) is a regularization form of 

j ~IV' Jil2 + (32 L.:(\7 Ji, V' Ji)2dxdy, (ll) 
l lJ 

that captures the right order of events as described above. If we also add the demand that 
edges should be preserved and search for the simplest geometric parametrization for the flow, 
we end up with the Beltrami flow as a natural selection. In the next section we summarize 
[37] with a brief review on line element theories in color. 

3.2 Line Element Theories in Color 

More than a hundred years ago, physicists started to describe the human color perception 
as simple geometric space. At the end of the last century [33] Helmholtz was the first to 
define a 'line element' (arclength) in color space. He used a Euclidean R, G, B defined by 
the arclength 

(12) 
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This model failed to represent empirical data of human color perception. Schrodinger (28, 27] 
fixed Helmholtz model by introducing the arclength 

(13) 

where ZR, la, ZB are constants. Schrodinger's model was later found to be inconsistent with 
findings on threshold data of color discrimination. Next, Stiles [32] introduced the arclength 

( 
9dR ) 

2 

( 9dG ) 
2 

( 9dB ) 
2 

ds2 = ZR 1 + 9R + la 1 + 9G + ZB 1 + 9B ' (14) 

where again, lR, la, lB are constants. Note that Stiles' color space can be smoothly mapped 
into a Euclidean space. The mapping to Euclidean space is R = lRln(1 + 9R) that yields 

- 9dR 
dR = lRl+gR· 

Half a generation later, Vos and Walraven [34] introduced the 'most elaborate' arclength 
according to [37]: 

(15) 

where Ji i = 1, 2, 3 stands for R, G, B, and the 9ii coefficients are functions of R, G, and B. 
Vos and Walraven have also incorporated other perception mechanisms within the definition 
of their arclength. Like Schrodinger's color space, Vos-Walraven's model is not Euclidean. 

If we summarize the available models for color space, we have two main cases: 

1. The first is the inductive line elements that derive the arclength by simple assumptions 
on the visual response mechanisms. For example, we can assume that the color space 
can be simplified and represented as a Riemannian space with zero Gaussian curvature, 
i.e. can be smoothly mapped into a Euclidean space. E.g. Helmholtz and Stiles models. 
Then, the arclength ('line element') in the Euclidean space is given by 

(16) 

Another possibility for inductive line elements, is to consider color arclengths like 
Schrodinger or Vos-Walraven. These models define color spaces with non zero curvature 
('effective' arclength). 

2. We can consider empirical line elements in which the metric coefficients are determined 
to fit empirical data. Some of these models describe a Euclidean space like the CIELAB 
(CIE 1976 (L*a*b*)) [37] that was recently used in [26]. Others, like MacAdam [15, 16], 
are based on an effective arclength. 

The proposed theory and the resulting technology is not limited to zero curvature spaces, 
and can incorporate any inductive or empirical color line element. See for example [31]. 

In case we want to perform any meaningful processing operation on a given image, we 
need to define a spatial relation between the points in the image plane x. As a first step 

8 



define the image plane to be Euclidean, which is a straightforward assumption for 2D images, 
that is: 

(17) 

Next step in the construction of any valuable geometric measure for color images is the 
combination of the spatial and color measures. The simplest combination for the construction 
of the hybrid spatial-color space is given by: 

(18) 

For a large (3 it defines the natural regularization of the color space. 
Given the above arclength for color images, we pose the following question: How should 

a given image be simplified? In other words: What is the measure/norm/functional that is 
meaningful? What kind of variational method should be applied in this case? 

The next geometrical measure after arclength is area. Minimization of area is a well 
known and studied physical phenomena. The area minimization idea also fits the color 
image formation model as shown in the previous subsection. 

Once the area is defined as a meaningful measure, one still needs to determine the 
parametrization for the steepest decent flow. The geometric flow for area minimization, 
that preserves edges the most is given by the Beltrami flow. 

In the next section we present some experimental results of this flow in color. 

3.3 Experimental Results 

The Beltrami flow I = .6.91 is used to selectively smooth the JPEG compression distortions 
of images that were extracted from the net. Figure 3 shows results for color image denoising 
via the Beltrami flow. Observe how the color perturbation along the edges are smoothed: 
The cross correlation between the channels holds the edge while selectively smoothing the 
non correlated data. Next, Figure 4 shows three snapshots for three examples of the Beltrami 
scale space in color. 

In the last example, Figure 5 shows a snapshot from the Beltrami scale space in color. 
The left is the original picture. Observe that non natural color effects hardly occur even in 
this complicated situation at which every stroke of the artist's brush is a perceptual edge. 
See [35] for gray level orientation diffusion of van Gogh's pictures. 

3.4 Previous Norms for Multi Channel Images 

In this section we review the previous norms that were suggested for multi channel processing 
to further support the selection of the area norm. Let us start with two non-variational 
methods that will lead us to the variational norms: Chambolle [5], generalized the idea of 
smoothing a single valued function via a second directional derivative in the direction of 
minimal change. He suggested a flow by the second derivative in the direction of minimal 
change with respect to the channel with the largest gradient. Sapiro and Ringach [26], 
realized that this evolution may be computed via Di Zenzo multi valued function analysis 
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[6]. They named it 'color diffusion' and used the eigenvalues of the matrix (though not a 
metric!) 9J.Lv = I:i I~I~ as a generalized edge detector to preserve edges. 

These eigenvalues may be written as 

(19) 

Observe that the square root includes cross (vector products) and gradient magnitude in 
different signs. We have shown that this combination is not natural for non linear multi 
channel image processing. 

In [24] Sapiro suggested to consider the variational method of the general form f f( )._, >.+). 
As we have just argued, the terms that appear in the square root results in a 'weekly cou­
pled definition' for the arclength in color space. This observation was made from a different 
perspective by Blomgren and Chan in [3]. They also claimed that from the class of all pos­
sible norms of the form f( >.+, )._ ), the f( >.+ + )._) is the most natural one. This brings us 

to Shah's multi channel model [29], that is based on the norm f }L:i=l IV' Jij 2 as part of 
a generalized Mumford-Shah functional. Observe that this term is exactly f J >.+ + )._ of 
Sapiro's model, i.e. f(a, b)= Ja+'b which was latter analyzed in [3]. 

Blomgren and Chan [3] try to improve Sapiro's results and defined a different color TV 
norm: 

with a constraint. In this case the coupling between the channels is only by the constraint. 
Actually, without the constraint the minimization yields a channel by channel curvature 
flow. Moreover, in order to obtain an efficient numerical scheme, Blomgren and Chan [3] 
regularize the TV into what can be shown to be a channel by channel flow towards a minimal 
surface coupled via the constraint. They also compared all norms that fall within the L1 

and L2 Euclidean norms. 
Non of the previous norms included the cross-alignment terms in a proper way. 

4 Conclusion 

The geometric framework of images as surfaces lead us to the norm that resolves the twist 
(torsion) between the channels via the cross-alignment term. It is very important for im­
age reconstruction after distortion of the different channels. This was demonstrated by our 
example in which color fluctuations occur along the edges as a result of JPEG lossy com-

, pression. In order to preserve the edge and resolve these fluctuations one needs to use the 
cross alignment within the definition of the norm. 

The geometric framework with the area (J y'g) norm, yields a natural coupling between 
the channels via the Beltrami flow that preserves edges in a geometrical way. The cross 
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alignment and the gradient magnitude terms appear as proper measures in the definition 
of the area norm. We have shown that the geometric framework yields the most natural 
norm with respect to all previous existing norms, and with respect to a list of objective 
requirements and considerations of the color image formation, and color perception process. 
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